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Abstract—For chess players to sharpen their tactical skills
effectively, they train on chess puzzles with a fitting difficulty
level. This paper presents an approach to estimate the difficulty
level of chess puzzles using a deep neural network. The proposed
approach achieved second place in the IEEE BigData Cup 2024
competition: Predicting chess puzzle difficulty. For the design of
our network architecture, we take inspiration from the human
problem-solving process for chess puzzles. We train the model
to predict the correct move as an auxiliary task to improve the
training process. We also predict themes, which are patterns in
chess puzzles as a second auxiliary task. Finally, we use the
uncertainty in the position, i.e. how incorrect the model’s move
prediction is, as a further input to guide the estimation of the
puzzle difficulty.

Index Terms—chess puzzle, difficulty estimation, neural net-
work

I. INTRODUCTION

A major part of learning chess is going through chess puz-
zles. A chess puzzle is a position or a sequence of consecutive
positions where only one correct series of moves leads to
a decisive advantage, which means either ending the game
in checkmate, or winning more material than the opponent.
In chess platforms, solving a puzzle happens interactively,
with the player playing the advantage-taking side against the
computer, whose responses are fixed beforehand. Solving a
puzzle often entails recognizing patterns (called themes) in
the position [29]. With puzzles, players learn to recognize
the themes that occur in critical positions and transfer this
recognition skill into their own games, as commonly advocated
by chess educators [6], [25].

In Figure 1 we show an example of a chess puzzle. One
prominent theme in this puzzle is the fork, which is when a
piece moves to attack two other pieces that are more valuable,
guaranteeing that one of them can be taken. However, the fork
is not apparent from the start. One needs to see one move
further to find the move rook to the h7 square, giving check
and forcing the king to move to h7 to take the rook. Then,
the knight can move to g5, “forking” the king on h7 and the
queen on d4, which forces the king to move again, after which
the knight can take the queen. Over this forcing sequence,
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Fig. 1. Example puzzle with the fork as a theme. The figure shows subsequent
positions where white makes a move. By sacrificing a rook, white can use its
knight to attack the black king and queen at the same time.

white trades his rook for the opponent’s queen, which is an
advantageous trade.

As puzzles encompass a huge set of positions, their diffi-
culty levels vary greatly, from simple two-move sequences to
complex positions with multiple overlapping themes. Thus, it
makes sense for players to only practice on puzzles that are
on their level to keep the player from being under-challenged
or over-challenged, which is necessary for achieving the state
of flow [2], [5]. For this, it is important to know the difficulty
level of chess puzzles. Investigating this problem for chess
puzzles also provides insights into other similar learning tasks
like practice exercises in mathematics or computer science
[18], [22], [24].

Many platforms that offer chess puzzles already have a
system to provide puzzles at the appropriate difficulty level
to players [32], [33]. This is achieved using the Elo rat-
ing system [4], or a closely related variant like the Glicko
system [8]. These methods use historical data of players
attempting different puzzles to calculate players’ ability ratings
and puzzles’ difficulty ratings. Hence, these methods do not
work when we consider a newly generated position from a
newly played game or an authored position, since there is
no historical data to calculate with. This means new puzzles
will be matched virtually randomly with players, potentially
causing an annoying user experience.

In this paper, we propose a method to estimate the difficulty
level of chess puzzles without using historical data. We use
a deep convolutional neural network and weighted averaging



over the puzzle’s sequence of positions to predict the difficulty
level. Importantly, inspired by human puzzle-solving, we in-
clude puzzle theme and solution move prediction as auxiliary
tasks to help the network learn. We also use the cross-entropy
between the predicted and the true solution move as input to
the network to reflect the human decision process in chess,
which improves prediction performance. Our model achieved
second place in the IEEE BigData Cup 2024 competition [31].

II. RELATED WORK

At present, the difficulty ratings of chess puzzles are mostly
determined using systems such as the Elo system [4] or Glicko
system [8]. These systems work very similarly in principle.
The process starts by giving a puzzle without a known
difficulty rating a preliminary difficulty rating, usually a value
in the middle of the rating range. Then, players of different
ratings attempt the puzzle, to which the rating is updated,
depending on the outcome and the player’s rating. The process
repeats, making the difficulty rating landing close to the true
value. Systems such as these require many players to interact
with the puzzle to know the difficulty value, which might cause
mismatches between the player and the puzzle, deteriorating
the user experience. We address this by estimating the puzzle
difficulty without requiring any previous player attempts.

Previous works on estimating chess puzzle difficulty without
past game records have used the search tree of chess engines to
estimate a chess puzzle’s difficulty level [9], [27]. These works
focused on features such as search tree depth, spanning factor
of different nodes, and the engine’s evaluation score. While
some of these approaches already attempted to model the
human problem-solving process [27], their approach does not
fully capture how humans think, as human cognition differs
from that of a chess engine. Humans tend to make predictable
mistakes, since some chess moves seem counterintuitive to the
human eye, making players overlook them, such as moving
pieces backward [19]. Hristova et al. [11] studied different
factors that influence how difficult a chess puzzle is for
humans, and identified two main factors: how difficult it is to
spot the theme(s), and how many reasonable-looking variations
there are in the position. In this work, we aim to utilize these
human-centered factors but instead of using the search tree of
chess engines, we utilize a neural network.

Neural networks have shown similarities to human problem-
solving when applied to chess and other puzzle games.
Mcllroy-Young et al. [16], [17] trained and studied neural
networks that simulate how people of different ability levels
play chess, indicating that neural networks can imitate the
imperfect human decision process. Furthermore, Jenner et al.
[13] demonstrate that chess-playing neural networks show
signs of planning ahead, which is also part of the human
problem-solving process when playing chess. Neural networks
have also been applied to predict chess player ratings from
looking through a game [28] and to detect cheating [21].
Additionally, neural networks were used to assess the difficulty
rating of other puzzle games [3], [30]. To the best of our
knowledge, neural networks have not been used to estimate
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the difficulty of chess puzzles. Compared to a normal game of
chess, chess puzzles come with unique challenges like spotting
the theme of the puzzle [11]. As pointed out in the example
puzzle in Figure 1, the themes of a puzzle are not always
apparent from the starting position, increasing its difficulty
level for humans.

Continuing on the findings that neural networks can model
human behavior in chess, we apply a neural network to predict
chess puzzle difficulty. We advance previous neural network
approaches in chess by developing a novel architecture specif-
ically designed to target chess puzzles. This architecture is
inspired by the human problem-solving strategies observed
during chess puzzle-solving, as identified in the work of
Hristova et al. [11].

III. METHODS
A. Dataset & Data Preparation

We use a dataset of 3.6 million chess puzzles provided by
the Lichess database [34], containing the starting positions
and the difficulty levels calculated using the Glicko system.
In addition to that, the dataset also provides the sequence of
correct moves, the list of themes associated with the puzzle,
and the number of players who have attempted the puzzle.

There are three parts to representing the chess puzzle in
the prediction model. The first part is the position, which we
encode as a binary tensor of size 18x8x8, with each of the
18 channels representing different piece types or board status,
similar to [26]. There are six types of chess pieces: pawn,
rook, knight, bishop, queen, and king. We use one channel
for each piece type and for each player to encode which
square contains that piece type of that player, making up 12
channels. We also need to encode whether the two special
moves in chess: castling and en passant, are possible'. For this,
we use four channels to encode king- and queenside castling
rights for each player, where the corresponding channel is
filled with ones if castling on the respective side is still valid.
Lastly, there are two channels to represent en passant for the
person at play, one channel indicates whether en passant is
possible at all, and another one indicates at which square it
is possible. We normalize the positions so that the encoding
uses certain channels for the player at play, and other ones for
the opponent, instead of encoding by black/white pieces.

The second part of the puzzle representation is the move
number encoding. Here, we encode how many moves there
are since the start of the puzzle to the current position, and
how many moves there are left until the end. To this end, we
use two sets of one-hot encodings of length 15 (the maximum
length of a puzzle) where the 1 entry denotes the current move
and the number of remaining moves, respectively. By encoding
how many moves it has been since the start and how many
moves there still are until the end, the length of the puzzle is
implicitly encoded.

I Castling is a move where the king and a rook on one of the sides move
past each other, and en passant is a special type of pawn capture. These moves
have their specific conditions when they can be played.



Fig. 2. Diagram of our proposed network architecture.

The third part of the puzzle representation is the correct
move of each position. We encode the correct move at the
current position with two one-hot vectors of length 64, one
for the move’s starting square and one for the target square.

The labels of the prediction task also consist of three parts:
the Elo rating, the associated themes, and the correct next
move. We normalize the Elo ratings to have a mean of zero
and a standard deviation of one. We encode the associated
themes as binary vectors of length 61, and the correct next
move using the same method as in the input. Note that the
Elo rating and the themes are puzzle-level labels, meaning
the label is shared between the multiple positions inside the
puzzle. In contrast, the correct next move is a position-level
label.

B. Network Structure

The structure of the prediction network mainly takes inspi-
ration from the chess engine Leela [36]. The network has a
convolutional (abbreviated as conv in Diagram 2 and Table I)
layer, followed by a series of Resnet blocks [10] with squeeze-
and-excitation layers [12] as the main trunk. We refer to this
main trunk as ¢co . Following this main trunk, the network
has separate heads for different tasks, as depicted in Figure 2.
We provide the composition and the layer sizes of the different
blocks in Table I.

The core of the network processes chess positions, while
the Elo rating is a puzzle-level label, so there needs to be
an aggregation mechanism. For this, we use the weighted
average. Each position outputs one Elo rating estimate and
one weight value. The weight values of all the positions in a
puzzle are passed through the softmax function together to get
the actual weight for averaging. Formally, the last layer of the
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TABLE I
COMPOSITION AND LAYER SIZES OF THE BLOCKS INSIDE THE NEURAL

NETWORK
Block Layer list Layer sizes
Pre-Resnet conv layer Conv 18x128x3x3
Batch Norm + ReLU
Resnet block Conv 128x128x3x3
Batch Norm + ReLU
Conv 128x128x3x3
Batch Norm + ReLU
Squeeze-and-excitation Avg. pool
(part of Resnet) Dense 128x32
ReLU
Dense 32x256
Sigmoid & Identity
Theme & Move Conv 128x64x1x1
block Dense 4096x256
ReLU
Dense 256x61 / 256x128
Sigmoid
Elo conv block Conv 128x64x1x1
Dense 4096x256
ReLU
Elo dense layer Dense 414x1

Elo estimation head ¢.jo_dense Outputs two numbers for each
input position x; in the puzzle: v¢'® and w¢'®, which are the
prediction values and the prediction weights, respectively. To
aggregate the outputs, we apply the following operation:

elo
= —_— 1
E welo i

i Eje ’

elo

w
~elo e

Y (1

where the summations go over the positions in the puzzle.

Inspired by the human problem-solving process during
chess puzzles, we use two auxiliary tasks to help the network
develop a better understanding of the positions within the
puzzle: correct move prediction and theme prediction. For the
first auxiliary task, the network has a dense block ¢,y that
predicts which move the chess engine deems to be the best
move for position x¢°* within the puzzle. Note, that because
of the move encoding scheme we use, it is possible for the
network to output an illegal move. However, this possibility
doesn’t contradict our intention with the network. The second
auxiliary task is to predict the theme associated with the puzzle
using the theme block @ipeme. This auxiliary task uses the
same weight average method as described in Equation 1. For
theme prediction, the weights and values for aggregation are
vector outputs from the theme block.

Finally, we include uncertainty in the current position as
input to the Elo dense layer. This acts as a proxy for the
number of reasonable-looking move variations in the current
position, which was shown to influence the human puzzle-
solving process [11]. We provide uncertainty by using the
cross-entropy between the network’s prediction and the correct
move label. Let

Smove

Yi = (bmove ((bCNN (Xfos ))
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pos
i

be the network’s move prediction for the current position x
Then the uncertainty is given by the cross-entropy

CE’;VLOU@ — _y;nove @ log(y;no’ue)7 (3)

pos
%

where y["°"¢ is the correct move in position x

by the puzzle representation.

The main task of the network is to output the Elo rating
of the puzzle. For this, the puzzle’s position x7°° is passed
through the main trunk ¢y and an Elo-specific CNN block
@elo_conv- The result of Peio conv 1S concatenated with the
uncertainty CE["°”® and the move number one-hot encoding
x;*™. In total, we get the Elo prediction for the input posi-
tion x?”* with corresponding move number one-hot encoding

x;*"™ through

as provided

(,U.elo7 wieIO)

; = 4)
¢elo_dense (¢elo_conv (¢CNN (XE)OS)) S5 X?um @ CETOUE)

C. Training Setup

The loss function we use for training consists of three parts,
as depicted by dashed lines in Figure 2. First is the mean
squared error for the difficulty rating prediction, representing
the main task. The two other parts are cross-entropy loss for
puzzle themes and correct next move, which can be seen as
auxiliary tasks.

We split the dataset into the training and validation sets,
with an 80:20 ratio. We do not dedicate a split as the test set,
since our target test set is the challenge’s dataset (see Section
IV-A).

We implement the model using PyTorch [20], and use the
Adam optimizer [14] for training. We train the model and
monitor the main validation loss, i.e. the mean squared error
of the difficulty rating. After each training epoch, we save the
model with the lowest main validation loss, and stop training
when there is no improvement after three epochs.

IV. EVALUATION

Our evaluation methods can be mainly divided into two
parts. The first is the main testing on the [EEE BigData
Cup test set, which counts toward the challenge. We perform
further evaluations on the validation set we have locally split
from the training set to gain more insights about our proposed
architecture.

A. IEEE BigData Cup

The goal of the challenge [31] is to predict the difficulty
rating of chess puzzles as closely as possible. The challenge
uses the mean squared error of the unnormalized Elo rating
(ranging from 399 - 3331) as the evaluation metric. As
the provided chess puzzle dataset is publicly available, the
challenge organizers prepared a separate test dataset.

The test dataset contains 2,282 puzzles that are derived from
real games using the same method as the public Lichess dataset
[34]. The labels in the test dataset are calculated using the
Glicko system [8] with solving attempts from approximately
20 - 50 attempts per puzzle. The test dataset is then again
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divided into two parts: the holdout test dataset and the final
test dataset. During the challenge, only the evaluation score on
the holdout test is known. The evaluation score on the final
test dataset is only reported after the challenge was over, and
is used to rank the solutions.

As the test dataset has relatively few attempts for each
calculation, the ratings might not be accurately computed for
every puzzle and might have a different distribution than the
public training dataset. Furthermore, by simulating the Glicko
system on a similar scale of data, we found that the ratings of
extremely easy and extremely hard puzzles regress toward the
population mean. To specifically correct our predictions for
this challenge’s distribution shift, we tested different linear
transformations to make rating predictions closer to the mean.
We then choose the linear transformation that is not too drastic
while still giving good predictions on the holdout test dataset.
To be precise, we apply the following transformation:

gtrans — c+g(y _ C) +s (5)

where g, ¢, and s are the gradient, center point, and shift of
the transformation, respectively.

We only apply this transformation for the evaluation on
the IEEE BigData Cup test dataset, and not on any of the
following evaluations.

B. Ablation Study on Validation Set

We use our own validation set to conduct an ablation
study and investigate the utility of different components in
our approach. As a first step, we evaluate our final model in
predicting the puzzle difficulty rating on the validation set. We
use the mean squared error of the unnormalized Elo rating for
evaluation, aligning with the /IEEE BigData Cup challenge.

Following that, we compare different variations of the model
which were trained throughout the development of the final
version. Here, we again use the mean squared error of the
unnormalized Elo rating on the validation set. In each version
of the model, we use the same training procedure and the same
number of neurons unless stated otherwise.

The components of the model, as described in Section III-B,
that we compare here are:

e Move pred - These models use the correct move predic-
tion as an auxiliary task

e Move CE - These models use the cross-entropy between
the correct move label and predicted correct move as an
additional input to the Elo dense block

e Max-pool - These models use the maximum prediction
over all puzzle positions as the prediction for the puzzle-
level labels, i.e. the difficulty rating and the themes

o W-avg-pool - These models use the weighted average op-
eration to aggregate position predictions into the puzzle-
level prediction

e Filters - This states the number of filters in the Resnet
blocks of the model. This is the only number of neurons
we vary between models.



TABLE 11
FINAL RESULTS OF THE IEEE BIGDATA CUP, SHOWING THE FIRST FIVE
PLACES OUT OF 37.

Rank  MSE Holdout = MSE Final
1 49141 104540
2 58810 120682
3 69890 123103
4 61381 129245
5 65136 132631

Note here that models that used neither Max-pool nor W-avg-
pool only used the first position of a puzzle as input, ignoring
the positions that occur while the puzzle progresses.

C. Position-level Difficulty

In addition to the puzzle’s difficulty level, our model also
implicitly learned the difficulty level for each position in
the puzzle. We are interested in whether the position-wise
difficulty level matches with human behavior. To this end,
we look through 100,000 randomly chosen puzzles in the
validation set and the corresponding game where the position
occurred. Each puzzle from the validation dataset is generated
from a position in a real game, which can be queried through
the Lichess API [35]. We analyze these positions, looking at
whether the player who got into the puzzle’s starting position
and standing to gain an advantage, can play on accurately in
his game. We refer to this player as the puzzle-taker in the
following.

Out of these 100,000 games, we only consider games where
the puzzle-taker made at least one correct move following the
puzzle, but then also made a mistake, which corresponds to
incorrectly solving the puzzle. Additionally, we only consid-
ered games with longer time controls (classical and rapid) to
filter out mistakes caused by time pressure. From this, we
split the positions the puzzle-taker faced into mistake positions
(the player made a mistake) and correct positions (moves
before the mistake). Here, we hypothesize that if our model
captures the difficulty for each position in the puzzle, then the
predicted difficulty of mistake positions should be higher than
the correct positions. To answer this, we compare the predicted
difficulty level of these positions by taking the predicted value
before the weighted average aggregation block. We pair up
the correct and mistake positions of the same puzzle and use
the Wilcoxon signed-rank test to check whether there is a
significant difference.

V. RESULTS

We submit the predictions on the test dataset for evaluation.
The challenge allowed three final submissions for evaluation.
Therefore, we submitted the following versions of the same
neural network with different linear transformation parameters
(see Equation 5):

o Gradient = 0.8, center point = 1600, shift = 0
o Gradient = 0.89, center point = 1649, shift = —7
e No transformation

8400

TABLE 111
EVALUATION RESULTS OF THE ABLATION STUDY. THE COLUMNS ARE
DESCRIBED IN SECTION IV-B

Filters  Move pred  Move CE ~ Max-pool  W-avg-pool MSE
64 167759
64 v 152794
64 v v 122293
64 v v v 89144
128 v v v 74514
128 v v v 56537

Fig. 3. Predicted difficulty ratings of positions where players make a correct
move or a mistake.

Our best model out of the submitted three achieved a
mean squared error of 58810 on the holdout test dataset,
and 120682 on the final test dataset, landing on the second
place in the challenge. Note that we do not have access to
the final evaluation results from our other submissions and
do not know which of our submitted versions performed best.
For comparison, we provide the scores of the first 5 places in
Table II.

To check the quality of our predictions locally, we evaluated
the predictions on the local validation set without any trans-
formation. We achieved a mean squared error of 0.1916 on
the normalized Elo rating, corresponding to a mean squared
error of 56537 on the unnormalized Elo rating. For context,
the square root of 56537 is about 237, which is close to the
gap of 200 Elo points that the US Chess Federation uses to
separate players into classes [1].

Examining the model more closely, we present the results
from the ablation study in Table III. Finally, we present the
results comparing the predicted difficulty level of positions
where players made the correct move or a mistake in a real
game in Figure 3. We filtered only the interesting games,
as described in Section IV-C. This resulted in 3,489 data
points for comparison. The Wilcoxon signed-rank test shows
a significant difference between the two groups (z = —44.21,
p < 0.001). The test statistic corresponds to a coefficient of
determination 2 = 0.56, indicating a large effect size [7].

VI. DISCUSSION

With regards to the IEEE BigData Cup, our model has
achieved second place, showing that our model has a compet-
itive edge. While not the winner of the challenge, the ranking
shows that the model included many aspects important to
delivering good predictions for chess puzzle difficulty.



The experimental results in Table III show that our human
problem-solving inspired architectural decisions improve per-
formance greatly. The auxiliary tasks and the correct move
cross-entropy block helped in processing the positions more
precisely. This aligns with the insights from [11], that the
uncertainty of the correct move, i.e. the number of reasonable-
looking moves, is a good indicator of a puzzle’s difficulty.
Furthermore, the aggregation methods show the importance
of considering the puzzle as a sequence of positions. This
coincides with the example we raised in Section I, that the
idea of the puzzle might not be apparent from the starting
position.

In the same direction, Figure 3 suggests that the network
has not only learned to estimate the difficulty of the whole
puzzle, but also to distinguish the difficulty of positions within
the same puzzle. These results, along with those from the
ablation study, indicate that our network has incorporated the
human problem-solving process into its prediction, coinciding
with previous works that show that neural networks can mimic
human chess playing [16], [17].

In future works, it would be interesting to extend the diffi-
culty estimation network to also consider how human players
handle tactical positions. One potential question from this is
whether there is more than one dimension to the difficulty
rating. For example, some players might be extremely good
at certain themes but fail at others, similar to [15]. In addition
to estimating chess puzzle difficulty, the proposed network
could also contribute to problem-solving tasks in mathematics
and computer science [18], [22], [24], where students make
a sequence of decisions to solve their task, similar to chess
puzzles. Having a good estimate of difficulty levels could
help in sequencing the exercises that students should practice
[23]. The insights from our human problem-solving inspired
work could help in understanding the difficulty rating of such
exercises and the student’s learning progression.

VII. CONCLUSION

In this work, we proposed a novel neural network archi-
tecture for predicting the difficulty rating of chess puzzles
without historical data. We demonstrated the prediction perfor-
mance, receiving second place in the IEEE BigData Cup 2024
challenge. We also showed that our human puzzle-solving
inspired additions to the network architecture improved the
performance of the network. This affords further research to
consider human problem-solving characteristics when analyz-
ing difficulty levels. Finally, we demonstrated that our network
not only estimates the difficulty of the whole chess puzzles,
but also identifies difficult positions within the puzzles.
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