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Resonantly driven Brownian motion: Basic concepts and exact results
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%'e consider the Brownian motion of a particle in a force field exposed to external periodic modu-
lations. Discussed are ergodic properties, the long-time behavior of correlation functions, and spec-
tral densities for general (nonlinear) force fields. For a parabolic potential we present analytical re-
sults for the quasispectrum (quasieigenvalues and quasieigenfunctions) at all values of the damping
constant as well as spectral densities and cycle-averaged probability distributions. The theory is
also applied to a Brownian oscillator with memory damping, yielding additional resonances between
the external field and internal degrees of freedom.

I. INTRODUCTION

Periodically driven Brownian motion is often used for
modeling activation processes in physical systems or de-
vices, such as in lasers, ' shunted Josephson junctions, '

and earth climate models. In spite of the large num-
ber of applications, the theory of periodically modulated
stochastic processes is developed only in a fragmentary
fashion. The activation out of a metastable state in the
presence of periodic perturbations has been considered in
the weak-damping regime by Larkin and Ovchinikov,
Ivlev and Melnikov, ' Fonseca and Grigolini, " Carmeli
and Nitzan, ' and Munakata. ' '" One of the main prob-
lems seems to be the treatment of purely coherent modu-
lations, since an infinite sequence of resonance zones (res-
onance between the higher harmonics of the well oscilla-
tions and the external modulation) does not allow a
description in terms of energy or action variables, where
the other variables are eliminated adiabatically. For the
high-damping regime (Smoluchowski limit) an approxi-
mate discrete state description has been proposed by
Nicolis, McNamara and Wiesenfeld, ' and Gammaitoni
et al. ' This analysis, however, is based on adiabatic ar-
guments and thus is only valid for small modulation fre-
quencies (smaller than all typical system frequencies). An
approximate continuous-state description has been
presented recently by Fox' and Presilla, Marchesoni,
and Gammaitoni. ' The analysis of Fox and Marchesoni
is based on an eigenfunction expansion of the Green's
functions. For the overdamped-limit case we recently
have developed a Floquet-type theory. ' We have
proven rigorously some generic ergodic characteristics
such as 6 spikes in the phase-averaged spectral power
density and the sensitive dependence on the initial condi-
tions of the large-time behavior of the system. Further,
we have presented numerical results for the asymptotic
(large-time) probability distributions, the dynamical sus-
ceptibilities' and the modulation-enhanced escape
rates. Analog simulations have been performed' ' ' '
to study the phenomenon of stochastic resonance. The
goal of this paper is to present some general properties of
periodically modulated stochastic differential equations
for small-to-moderate-to-large values of the damping and
to introduce a general language for the description of

II. BASIC CONCEPTS

We consider the motion of a Brownian particle in a
force field U'(x) under the action of white Gaussian noise
and an external periodic modulation. The corresponding
Langevin equation in normalized (dimensionless) vari-
ables reads

x +yx +U'( x )= A sin( coot + ttp )+g( t ), (2.1a)

where y is the friction coefficient, P is a random initial
phase, and g(t) denotes Gaussion white noise, i.e.,

(2.1b)

Without the modulation, i.e., for 3 =0, the system is in
equilibrium with its heat bath, with T being the normal-
ized temperature. With AWO, Eqs. (2.1) describe a non-
stationary Markovian process in the two-dimensional
x, v( =x ) phase space.

A. Spectrum and quasispectrum

The corresponding Fokker-Planck equation for the
probability density P(x, v, t), i.e.,

such systems.
This paper is a generalization of our recent papers, ' '

where we have restricted ourselves to the overdamped re-
gime, to the case with inertia, and arbitrary friction. In
Sec. II we introduce the two-dimensional nonstationary
description with quasieigenvalues and quasieigenfunc-
tions as well as the three-dimensional stationary descrip-
tion with ordinary eigenvalues and eigenfunctions. Er-
godic properties and their relations to the correlations
functions and spectral densities are discussed. In Sec. III
explicit analytical results for the resonantly driven
Ornstein-Uhlenbeck process, such as the quasispectrum,
asymptotic probabilities, correlation functions, and spec-
tral densities as well as phase-averaged probabilities are
given. In Sec. IV our formalism is applied to the problem
of Brownian motion in an oscillator with memory friction
and colored noise.
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+l .+ U( }+)T
Bt Bx dv ~U BU

IP,„(x,v, 0)=exp( —in 0) ) „"
I g,„(x,v, 0) I „"

—2 sin(coot +P) P(x, u, t)

Lo—A sin(toot+/) P(x, u, t),a
BU

(2.2)

has a drift coefficient with discrete time-translation sym-
metry. This guarantees Floquet-type solutions of the

19,20, 23, 24

P "'(x, v, t)=exp( pt )p—'"'(x, u, t),
p'" (x, u, t)=p'"'(x, u, t+T) .

(2.3}

The dynamics of the periodically modulated stochastic
systems is completely described by the quasieigenvalues p
and quasieigenfunctions p'"'(x, u, t). They are the natural
extension to the eigenvalue-eigenfunction concept for sta-
tionary stochastic processes.

Equivalently, the stochastic process (2.1} can also be
treated as a three-dimensional time-homogeneous Marko-
vian process

w(P)= 1

2' (2.8)

C. Asymptotic probability density

For large times the solution of the two-dimensional
Fokker-Planck equation (2.2) approaches an asymptotic
periodic probability density P„(x,u, t). On the other
hand, the solution of the three-dimensional Fokker-
Planck equation (2.8) converges in the case of uniformly
distributed phases P to a stationary probability for large
times, i.e.,

of LFp in (2.6) thus does not decay to a steady state on S,
but rather moves dispersion-free in S. Therefore, al-
though the coefficients of the FPE (2.6) are time indepen-
dent, a general initial probability does not approach a
steady-state probability for large times. The conditions
for zero weight on S is—just like in the overdamped
case' —a uniformly distributed initial phase P in Eq.
(2.1) i.e.,

u= —yv —U'(x)+A sin0+g(t),
0—6)p,

(2.4)
aW(xuOt) „. a a

X W(x, u, O, t) ~ 0 . (2.9)

with the corresponding three-dimensional Fokker-Planck
equation (FPE) for the probability density W, obeying

a—W'(x, v, O, t )=LFPW,at
a—W(x, v, O, t }=LeW—A sin0 W—

duo W,a a
at '' ' au a0

(2.5)

(2.6)

where 61 is now a random variable due to random initial
conditions. Proposing indistinguishable phases 0,
0+2~, . . . , we have to impose periodic boundary condi-
tions in 0. The periodicity of W, i.e.,
W(x, v, O+2ir, t)=W(x, u, O, t ), immediately implies that
the quasieigenvalues p are identical with the eigenvalues
of L (2.6). ' '

p„„—A,, —In cop, n =—(x}, . . . , o, . . . , (2.7a)

where the spectrum of the Fokker-Planck operator (2.6)
is defined by

B. Ergodic properties

Exactly in the same way as in the overdamped case' '

it can be shown that the Fokker-Planck operator L „p in
(2.6) has a branch of purely imaginary eigenvalues

Introducing the "periodic" time t= (0—P) lcuo, then,
with aW„/at =0, Eq. (2.9) has again the form of Eq.
(2.2). Thus, W„(x,v, tuot+P) is the strictly periodic (in
time) solution of the two-dimensional Fokker-Planck
equation (2.2) and agrees with P~, (x, v, t) up to a normali-
zation constant, i.e.,

W, , ((x,v, otcu+P))= P~ (x, v, t) .2' (2.10)

W„(x,u, 0, t )= lirn W(xo, uo, OO, to~x, y, 0, t ) (2.11)

approaches a nonconstant periodic function in time t, i.e.,

The integral of W„(x,u, 0) over x and v does not depend
on 0, which is readily seen from (2.9). This is consistent
with the uniform distribution of the initial phase P, cf.
Eq. (2.8), and with the interpretation of t =Olcuo Plcoo-
as a time (since the normalization f dx du P„(x,u, t ) has
to be invariant under time t translation).

Let us now discuss the case of a nonuniform distribu-
tion of the initial phases P. In this case the two-
dimensional asymptotic large-time probability

LFpg= —Ag . (2.7b)
W„(x,v, O, t)= W„(x,v, O, t+ T)

An initial probability which has a nonvanishing weight on
the subspace S, spanned up by the left and right eigen-
functions

W„(x,u, O)exp(incoot) . (2.12)

The Fourier coefficients W„(x,u, 0) obey the equation
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Lo—A sin8 —cuu —incvo W„(x,u, 8)=0, (2.13)a
BU

which is solved by

K(t, t')=((x(t)x(t') )&)&
= f dx f du fd8x exp[LFp(t t')1

XxW„(x,u, 8, t')

8'„(x,U, 0)=exp( —in 0)p„8'„(x,U, 0), (2.14) = (x exp[LFp(t —t')]x )„, (2.19)

= f d8exp( in8—)
0 2~ (2.15)

The general asymptotic two-dimensional solution is thus
given by

W„(x,v, 8, t)=W„(x,u, 8) g p„exp[ in(—8 coot)]—

where p„ is the weight of the initial probability
W(x, u, 8, t =0) on the left eigenfunction P,„(8)
=exp( in—8) corresponding to the eigenvalue A,„=,in coo
Note that the weight of W;, (x, u, 8) on
$,„(8)=exp( in—8) is nonzero only for n =0, i.e.,

p'„'= f du f dx f d8exp( in8—)W„(x,u, 8)

where W„(x,u, 8, t ) is the asymptotic probability, given
by p(8 coot—)W„(x,v, 8). Note, that K(t, t') has the sta-
tionary form K(t, t')=K(t t') o—nly for p(8 coot—)=1,
i.e., only for uniformly distributed initial phases we have
stationary (but still periodic) correlation functions. ' Let
us first discuss the case of uniformly distributed initial
phases. The correlation function can then be expressed
in terms of eigenfunctions and eigenvalues of the three-
dimensional Fokker-Planck operator. With extremely
large times only the terms with the purely imaginary ei-
genvalues survive, i.e.,

(t, t —ao )= g g„exp( incoot—)+ (x )
n&0

=p(8 coot )W„(x,—v, 8), (2.16a)
=2 g g„cos(ncuot)+ (x )

n=1
(2.20a)

W„(x, u, coot +P, t )
P~, (x, u, t ) =2m.

p

The angle-averaged asymptotic probability

(2.16b)

W„(x,u, t ):—f d8p(8 coot )W„—(x, v, 8)
0

= f dip(P) W„(x,u, coot+/)
0

(2.17)

is time independent only for p=const. For general initial
phase distributions the angle averaging does not provide
time-independent two-dimensional probabilities. Insert-
ing the general relation (2.10) into (2.17) we find the con-
nection between the angle-averaged probability
W„(x,u, t) and the phase-averaged asymptotic probabili-
ty P„(x,u), i.e.,

where p(8 a&ot) is a po—sitive periodic weight function.
One can show by insertion that (2.16a) in fact is a solu-
tion of the time-dependent FPE (2.6). The case of a uni-
form initial-phase distribution is represented in (2.16) by
p(8 coot )= 1. —The relation between the three-
dimensional asymptotic probability and the two-
dimensional asymptotic probability, which is a generali-
zation of (2.10), then reads

where

g„=f dx fd8 f du xg.„(x,u, 8)
X fdx f d 8f dv x exp( in 8)—

XW„(x,u, 8) (2.20b)

and P,„(x,v, 8) is the right eigenfunction of L„p corre-
sponding to A,„=inc,uo (Note . that exp( in 8) is t—he cor-
responding left eigenfunction. ) The spectral power densi-
ty S(cu) of the P-averaged stochastic process is given via
the Wiener-Khintchin theorem by the Fourier transform
of the correlation function K(t), i.e.,

S(Q)= f exp( i Qt )K(—t)dt . (2.21)

The asymptotic contribution

S„(Q)=f K„(r)exp( iQr)dr— (2.22)

where P denotes the principal value, yielding

can now be expressed in terms of X,„=in co0 by the use of
Cauchy's formula

=P — i m5(x ),— .1 (2.23)
, X

W„(x,v, t )= dP p(P)P~, (x, u, t )2'' 0

(P (x~v~t) ) (2.18)

S„(Q)=2m. g g„5(Q ncoo)+2~(—x ) 5(Q) .
n =—oo
n&0

(2.24)

D. Correlation functions and susceptibilities

The correlation function ( (x(t)x(0) )&)&, averaged
over the process and the initial phase is written within
our three-dimensional framework, see Eqs. (2.5) and (2.6),
as

Since the spectral densities, i.e., the Fourier transforms of
the diagonal elements of the time-dependent covariance
matrix have to be positive for a real-valued stationary
process in virtue of the Wiener-Khintchin theorem, g„
has to be real and positive. This has been used to derive
(2.20a) and (2.24). Thus, with g „=g„*=g„,we finally
obtain
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S„(Q)=2m g g„[5(Q—ntuv)+5(Q+ntuo)]
n=1

+2m. (x ) 5(Q) . (2.25)

X =U

u =—yu —cu x+ A sin8+g,
0—Q)p .

(3.1)

As a result, the spectrum contains 5 spikes at the multi-
ples of the driving frequency.

Another important result is that the correlation func-
tion K„(t) in (2.20) contains no additional phases in the
terms cos(ntuot) since g„ is real. This vanishing phase,
however, is only true for perfect periodic modulation.
Switching on the modulation at a fixed time point gives
rise to a small phase shift, as observed by Presilla, Mar-
chesoni, and Gammaitoni. '

Systems where the correlation functions K(t) do not
decay to zero, i.e.,
K(t)=((x(t)x(0)))—((x(t))) %0 for t~~, (2.26)

are called not strongly mixing. This nonmixing proper-
ty of our system on a functional subspace means that the
system does not lose information in the course of time on
that very subspace.

In the case of nonuniformly distributed initial phases P
the probability W„(x,u, 8, t') can be expanded into a
Fourier series with respect to the time t'. Using (2.16a)
we find for the general asymptotic correlation function

Note that this stationary process is not a three-
dimensional Ornstein-Uhlenbeck process. It is, however,
possible to transform it to an Ornstein-Uhlenbeck process
by introducing a set of shifted variables

x =x—f(8),
v =v —g(8),

(3.2)

L(x, u, 8)=Lo(x, v )—coo + [roof '(8)—g(8)]
BX

+ [tu f(8) Asin8+—cuog'(8)+yg(8)] .
BU

(3.3)

with the still undetermined periodic functions
f(8)=f(8+2m ) and g(8)=g(8+2ir) Th. e Fokker-
Planck operator (2.6) corresponding to (3.1) is, with Lo
defined in (2.2), transformed to

K(t, t') = g p„(exp[ in(8 co—ot')]x—

Xexp[L„+p(t t')]x)„—
(2.27)

Choosing the functions f(8) and g(8) in such a way that
the square brackets in Eq. (3.3) vanish identically, i.e.,
with

2 22 2 2ln'"A

[( 2 2)2+ y2 2] l/2
where the average has to be taken over the stationary dis-
tribution W„(x,v, 8). Since the underlying three-
dimensional process is not stationary, the Wiener-
Khintchin theorem is not valid, and the spectral power
density is not related directly to the Fourier transform of
the correlation function.

In this section we have presented general characteris-
tics for periodically modulated stochastic systems valid
for all values of the damping constant y and for general
(nonlinear) force fields. We have extended the concepts
introduced in Refs. 19 and 20 for the overdamped case to
the more general system with inertia. In Sec. III we con-
sider the analytically solvable case of the periodically
modulated Ornstein-Uhlenbeck process. The N-
dimensional Ornstein-Uhlenbeck process has been solved
formally in Ref. 25. From this forrnal solution it seems,
however, difficult to extract explicit expressions for the
Floquet parameters and the Floquet functions. With our
method we have direct access to all those quantities. The
solutions for a nonlinear potential will be the subject of
future publications.

—= A (coo)sin(8+ q&),

A cop

2 22 22ln[( '— ')'+y' 'o]'" (3.4)

=cuoA (coo)cos(8+Ip),

P COptang=—
CO COp

a a, a a' a
U +P U+CO X+fT COp
aX aU aU aU

which is of Ornstein-Uhlenbeck form.

(3.5)

the Fokker-Planck operator separates in (x, v ) and 8, i.e.,

L(x, u, 8)=Lo(x, u) tuo-a

III. PERIODICALLY MODULATED
ORNSTEIN-UHLENBECK PROCESS

Within our three-dimensional framework, Eqs.
(2.4)—(2.6), the Langevin equations for a parabolic poten-
tial U(x) =—,'cu x read with a unit mass

A. Spectrum and quasispectrum

L limn ~lmn Wlmn (3.6a)

The eigenfunctions i)'ll „(x,u, 8) and eigenvalues )(i „
of I., i.e.,
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are given in terms of the eigenfunctions K „(x,u ) and ei-
genvalues A „ofLo by

p„(x, v, t )=K „(x —f ( coot +P ), v g—( coot +P ) )

X exp(ilcoot ), (3.9b)
1(, „(x,u, 8)=exp(il8)K „(x,u), (3.6b)

A, t „=ilcoo+A „, I=—oo, . . . , 0, . . . , oo, (3.6c)

where the eigenvalues A „of the Kramers operator Lo
are given for the parabolic potential by

2 1/2 .

A =+ 1+ 1—r'
+~ 1—

2

' 1/24'
y'. n, n, m=Q, . . . , ao .

(3.7)

The eigenfunctions K „(x,v ) are given explicitly in Ref.
27. The particular eigenfunction Koo(x, v) reads

2

Koo(x, u) = exp — x — u
CO CO 2 1

2mT 2T 2T (3.8)

In the original variables (x, u, 8) the eigenfunctions have
the same form but x and U have to be substituted by
x f(8) and—u —g(8), respectively, (note that the Jacobi-
an is equal to the unity). The results for the quasieigen-
values (Floquet coeScients) and the quasieigenfunctions
(Floquet functions) then read

with

oo ) ~ ~ ~ ) 0) ~ ~ ~ ) c) ) m, n =0) ~ ~ ~ ) ~ ~l=—
Note that in the complete Floquet solutions [Eq. (2.3)]

P'"'(x, v, t)=exp( p t—)p '"'(x, v, t )
=exp( A—„t )
XK „(x f(coo—t+P), u g(co—at+a)) (3.10)

the exp( ilco—ot) have canceled. The results in Eqs. (3.9)
and (3.10) are the natural extension of the well-known re-
sults for Brownian motion in a parabolic potential. For
vanishing modulation ( A =0),f and g both are zero, and
the familiar results are recovered. The Floquet solu-
tions (3.10) "decay" with the same relaxation times
t, =A„as the probability distributions in the
modulation-free system. The shapes of the "relaxation
modes, " however, are periodically modulated. This re-
sult is intuitively clear, since in linear systems the
response to a modulation and to noise can be linear super-
imposed, and thus one expects a "decoupled" action of
modulation and noise.

In the overdamped limit (y~ oo ) the modulated
Ornstein-Uhlenbeck process reads (after a time-scale
transformation coo= cooy, t = t ly )

p& „=ilcoo+ (n +m—)+(m n) ——4coy r' 2

1/2

(3.9a)

x = co x+/I si—n(coot+/)+&T((t) . (3.11)

The quasieigenfunctions are obtained in the same way as
for the case with inertia, or may be derived from the re-
sults above to read

' 1/2

2' T
1 N

, /2 exp — x—,sin(coot +y)
(2 n ) )

/ 2T ( 4+—2)1/2

'2

xH„
1/2

N
2T x—,sin(coot +y) exp( nco t ), —2—

(co +co o)
(3.12a)

p„]=neo +licoo,2 (3.12b)

where

n =0) ~ ~ ~ ) ~) pl ~) ~ ~ ~ j0) ~ ~ ~ )

the zero eigenvalues. Thus from Eqs. (3.2), (3.6a), and
(3.8) we find

&Og= P—arctan
CO

Here H„(x) denote Hermite polynomials and P denotes
an arbitrary initial phase of the modulation.

W„(x,v, 8)= Koo(x f(8),v —g(8))—1

exp — co [x f(8)]—4~ T
B. Asymptotic probability

The stationary solution of the three-dimensional FPE
(2.6) is identical with the eigenfunction corresponding to

[v—g(8)] . (3.13)
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The asymptotic probability is thus given with (2.10) by

P~, (x, U, t)= exp — [x f—(coot+/)]2
In the overdamped case y~ ~ we find with the time-

scale transformation [cf. (3.11)]

f(8)~, sin(8+ p),A

(
—2+ 2 )1/2

[U g—(COOt+p)]2 (3.14) g(8)~0, (3.15)

which is, as expected, time periodic with a period of
21T/cdo and contains higher harmonics of coo.

Q)p
tang —+-

CO

and thus

2

P„(x,t)= exp — x—,sin(coot+q&+P)co A

2n T 2T (g 02+~4)'~2
(3.16)

C. Time-averaged asymptotic probabilities

We now consider the time-averaged asymptotic probabilities. Since the time t and phase P enter only in the combina-
tion coot+/, time averaging is equivalent to averaging over the initial phase P for uniformly distributed initial phases.
The resulting probabilities are time independent and important for comparison with experiments since the initial phase
in such system is averaged out by taking the average over many experimentally obtained time series. The averaged
probability in x is obtained from Eq. (3.13), i.e.,

p(x)= f dv f d8 W„(x,U, 8)= f exp — [x—A(coo)sin8] d8.—oc p 27rT 2T (3.17)

Using the fact that exp[iz sin(8)] and exp[iz cos(8)] are generating functions of the modified Bessel functions I„(z),
one finds

COp(x) = exp
&2m T

1 q 2 1'2 2 2

co x exp —— A (coo) Io A (coo) Io A(coo)x
CO CO

In Fig. 1 p(x) is plotted for various of ruo with co=1,
T=0.1, @=0.1, and A =0.5. Most important the prob-
ability p(x ) becomes bimodal at a certain value of coo, or
equivalently at a certain value of the amplitude A(coo).
This can be understood as a consequence of the linear su-
perposition of the response of the system to noise and to
modulation.
The averaged probability p(x) close to the origin

(x =0) is obtained by using the following expansions for
modified Bessel functions:

+2 g ( —1)"Ik
k=1

1.5

p(x)

1.0-

Q7 A ( Cdo)

4T I2p A (coo)x (3.18)

Io(z)=1+—,'z +O(z ),
Ik(z) = 1 1

2" I (k+1)z"+O(z"+'),

to be

(3.19)

0.5-

CO 1 co2P(x)= exp —— A (coo)v'2~T 4 T 0.0

where

+ID A (coo) Kx4T (3.20a) FIG. 1. The phase-averaged asymptotic probability p (x )
(3.18) is shown at D=0. 1, co=1, and y=0. 1 for coo=0, 0.7, 0.9,
and 1.
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A (coo)exp 4 T
V'2m. T

gA2(~ ) 1 co A (o0co A (cop) IiIp 4 T 42 T
co A (cop)—Ip 4 T

(3.20b)

ositive for an unimodal averaged proba-
d 1 d b bilit .

h ' ll 1 td
ative for a bimo a ave

KFi . 2 we have plotted t e num

tll t i k-
1 d 1

of the damping y e
~ ~

ly approaches fofor increasing cop a posi iv-
f the stationary prob-

d s...h. l- ~

ith the curvature o e
dulation. For ecrea '

=1 the curvature de-approached mor e slowly. At y=, e
dulation frequencie,'

s but increases to
=1 I h dthe Iimi1' 't above resonance cop=co=

I

p x u)= dHW„(x, u, 8)p x, u (3.21)

the enerating functions forcan also be obtained by using t e g
modified Bessel functions,

F; 1}the curvature has twtwo mi»-damped limit (see also 'g.
nce and a relativeone above resonama one below and on

h' relative maximumn at resonance. is re
~ ~

maximum between a r
ely flat probabihtyat resonance correspon s to an extreme y

~ ~

Np(x u) = exp2m-T

2
X2T A (coo)(co'+coo)2T v exp

cooA(coo} co A(coo}
X I A Cgp p() I uIo4T X

+2+ QI„
k =0 l = 1

CO N
A (co) I(4T

co A(coo)
2l +2kT

coo A (coo)

T

+2+ g Ik
k =11=0

CO

A (co ) I&i4T
coi A (coo)

~2l—2k~T
coo A (coo)

T (3.22)

=0.1, =0.1,
e uencies below and aboved = 1 for modulation frequencies

resonance; i.e., coo=
' s far from resonanc 0=, v isFor frequencies

at the origin x =v =0unimoda wi1 'th the peak centered at t e
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FIG. 3. The altitude charts of the phase-averaged two-dimensional asymptotic probability P(x, U) (3.22) are plotted at D=0. 1,
y =0.1, 3 =0.5, and co= 1 for ~0=0.2 (a), 0.5 (b), 0.6 (c), 0.7 (d), 1 (e), 1.3 (f), and 1.5 (g). The lines are equidistant with respect to the
probability in each figure. Dots denote hyperbolic points while maxima are marked by plus signs and minima by minus signs.

P„(x,e ) of x =—x + e, i=—( I lr)e+ ( I /~)v'D I (t) has
for 7 & r, (D) one saddle point at (x =e=O) and has for
r&r, (D) two off-axis saddle points, and a minimum at
x =e=0. ' Important for the bifurcation of the
second type is the existence of an unstable deterministic
point (x =e=O). In our system x=v, v= —yv —cv x
+ A sincoot, the origin is also an unstable point yielding in
connection with the non-Markovian process the men-
tioned bifurcation. It is also worthwhile to remark about
the nonspherical symmetry of p(x, v) in the x and v direc-
tion, cf. Fig. 3. The reason for this is the ~0 prefactor in
the deterministic solution of x =U, i =—y U

—co x
+ A sincoot. This asymmetry, however, may also be re-
sponsible for the observed asymmetry in the resonance
curve of the rate enhancement in resonance activation ex-
periments. -'

D. Correlation functions

The position-position correlation function is defined by

K.„(t,t') = ( (x(t)x (t') ),-) d, ,

where the first average g has to be taken over the realiza-
tions of the noise, and the second average 4 has to be tak-
en over the initial phases of the oscillator. In the frame-
work of our three-dimensional description, the correla-
tion function (3.22) reads

K„„(t,t') = (x exp[L „+p(t t')]x )„, — (3.24)

+ ( x cos0 }„sincvot .
The solution is with y (4' given by

(3.25)

Kzz ( T= t I )= 'exp t slnci)7'V V

2C'3& & 2

T+ exp —~ cosco~
CO

+ —,
' 3 (coo)cos(~0~),

where the average has to be taken over the three-
dimensional stationary probability. The equation of
motion for the correlation function reads

K„„+yK„„+tvK„=(x sinO) „costvot
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FIG. 3. (Continued).

while for y )4', the trigonometric functions are substi-
tuted by the corresponding hyperbolic functions. The
frequency co= ~m —y /4~', and the resonant amplitude
A(coo) is given in Eq. (3.4). The correlation function is
the linear superposition of the deterministic correlation
function (noise strength T =0) and the correlation func-
tion without modulation ( A =0).

The dynamical susceptibility, defined by

y„,(Q)= f dr exp( iQr)K,„(r—), (3.27a)

reads

(0)= T
( 2 Q2)2+ 2Q2

+—,'m. A (coo)[5(Q—~o)+5(Q+~o)]

+ IQT co Q 7' . ) AP( )2
(

2 Q2)2+y2Q2 & 0 Q2 2

(3.27b)

for y&0, and

g„„(Q)=—,'m A (coo)[5(Q—coo)+5(Q+ coo)]

T, 1K (~)= exp( —~ ~)+— coscuo~,
co 2 (co +coo)

(3.28)

y„„(Q)= +— [5(coo—Q)+5(coo+Q)]T 1 A n
2+g2 4 2+ 2

fl T 1 A+l ——
2 CO~ Q +co 2 (coo+co )(Q —coo)

(3.29)

+ [5(Q—co)+5(Q+co)]
2co

,'i A (c—oo—) i — (3.27c)0 . T 0
o 0

for y=0. The spectral power density (being twice the
real part of the susceptibility) shows, as predicted in Sec.
IID, a 5 spike at the driving frequency 0=+coo. In the
overdamped limit y~ (x the correlation function and the
susceptibility reduced to
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Like in the inertia case, cf. Eq. (3.27b), the real part of
the susceptibility has 5 spikes at the driving frequency.

x =x f—(8), u =u —g(8), z =z—h(8), (4.5a)

IV. APPLICATION TO NON-MARKOVIAN
EQUILIBRIUM SYSTEMS

where the functions f(8), g(8), h(8) obey the linear sys-
tern of differential equations

toof '(8)=g(8),

In many situations ' the memory time of the non-
Markovian system is not small in comparison to the typi-
cal system time scale, and the white-noise assumption is
not valid. In this section we consider a linear non-
Markovian system, which is perturbed by periodic modu-
lations. The Langevin equations reads in normalized (di-
mensionless) variables

x+p f p(t —t')x(t')dt'+tu2x =p'~ g(t)+ A sin(coot+/)
p

cuog'(8) =—Ph(8)—tuof(8)+ A sin8,

cuoh '(8)=yg(8) —yh (8) .
The periodic solutions of (4.5b) are found to be

f(8)=B(coo)cos(8+1'),
g(8)=—B(coo)cuosin(8+y),

h (8)=Z(coo)cos( 8+y, ),
where

(4.5b)

(4.6a)

with the Gaussian noise g(t) obeying the fluctuation-
dissipation theorem of the second kind

tuopy trop y
B(too)= A cu —coo+ +y'+ o' (y'+ o')'

—1/2

(g(t)g(t') )= Tp(t t')—,
(g(t)) =0.

For the memory kernel we choose an exponential, i.e.,

P(r)=y exp( —yI&I) .

Introducing the variable z, i.e.,
z= I p(t t')x(t')dt' —p'"g(t)—

p

(4.1)
A cop/

Z(too) =
(~2+ y

2
)
I /2

(4.2) and

g22y4
+

(y2+ 2)2

2 '2
2 tropy'

CO COp+
+Np
—1/2

(4.6b)

(4.6c)

the equivalent four-dimensional Markovian system reads

X =U

coo (co —ruo)(coo+5 )tang=
py cuo

(4.6d)

u =—Pz —cu x+ A sin8,
z =—yz+yu y&T ipr(t —),
6I—COp,

(4.3a)

tang, =— +P 2 (4.6e)
CO Np

The eigenvalues of the FPE (4.4a), being identical with
the Floquet coe%cient of the equivalent three-
dimensional nonstationary FPE, are

with the Gaussian white noise r(t)
(r(t)r(t)) =25(t t), (r(t)) =0. — (4.3b)

kl
=klNP lA1 m ~2 n ~3

~ ~ ~ 7 Oy ~ ~ ~
k=—
l, m, n=0, 1, . . . , ~,

(4.7)

A. Spectrum and quasispectrum

a --- = — --- a—W(x, u, z, 8, t )= Lo(x, u, z ) too-at W(x, u, z, 8, t)

(4.4a)

with

Lo(x, u, z )=—u +Pz +cuox
X C)U BU

T c3

Bz p+y z—yu

The variables x, U, z are defined by

(4.4b)

The Fokker-Planck equation corresponding to Eqs.
(4.3a) and (4.3b) is transformed to the simple form

where A1 2 3 are the complex roots of the polynomial

(x +co )(x+y)+yPx =0 . (4.8)
For a derivation of the eigenvalues of an N-dimensional
Ornstein-Uhlenbeck process, see our recent paper. In
the Markovian limit y~ ~ the roots are given by
x 1"2=——,

' p+ —,
' (p —4' )

' . At p= 2' two real branches
(P & 2cuo) approach each other to create a complex pair of
eigenvalues (p(2tuo). In the non-Markovian case we
have one additional complex root. For small correlation
times y ', there is another bifurcation at large values of
the damping P (y = 100 in Fig. 4). For increasing correla-
tions times the two bifurcation points come closer (y = 10
in Fig. 4) and finally cancel each other at the same value
for the correlation time (cf. Fig. 4 with y=5). For
r & t, =y, ' (y = 1 in Fig. 4) one has a real and a complex
root without a bifurcation.
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FIG. 4. The real parts of the complex roots of Eq. (4.8) are

shown at m=1 for y=100, 10, S, and 1. Real branches are
marked by r and complex branches by c.

B. Asymptotic probability
5-

The asymptotic (periodic) probability is the Floquet
function corresponding to the vanishing Floquet
coefficients and thus is given by

L(X,v, z)W„(x,u, z)=0, (4.9)
0 05 1.0 1.5 2 0

where L(x, v, z) is given in Eq. (4.4b). The solution of
Eq. (4.9) is

' 1/2

0)p

2ny T
COp

4m T

(4.10)

FIG. 5. The resonance amplitude B(coo) (4.6b) is depicted for
(a) high-damping P= 10 and (b) low-damping P=0.5 for various
values of the noise color 1/y.

Integrating out the auxiliary variable z the asymptotic
probability in x, U reads

Pt, ( , xt)v=2m f dz W„(x f(toot+/—), v g(root+/), z——h(rvot+P))
2

2T~ 2T 2Texp — [x f(

divot

+P ) ]'—— [v g( root +P )]— (4.11)

The time-averaged probability

P„(x,v)= f dPP~, (x, v, t)2& 0
(4.12)

may also be expressed analytically in a series of Bessel
functions. Since Eqs. (3.14) and (4.11) have the same
structure, the phase-averaged probabilities of the Marko-
vian system (y= ~ ) (see Fig. 3) and the non-Markovian
system (y = &x ) are very similar. The differences are due
to the different amplitude functions 8(coo) (4.6b) and
& (rvo) (3.4). The non-Markovian resonant amplitude

I

function 8(rvo), being identical with the frequency
response of the unperturbed system is plotted in Fig. 5
for 3 =0.5, co= 1 at P=0.5 (a) and P=10 (b). In both
cases we observe that the amplitude function behaves for
increasing correlation times more underdamped, i.e., the
resonance curve becomes more sharp. Note, however,
that in the overdamped case the Lorenzian peak at co0=0
does not vanish for decreasing y and we thus have a dou-
ble resonance. It is also interesting that the position of
the resonance peak at ~0%0 crucially depends on the
correlation time y '. For very large correlation times
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the resonant peak at too%0 converges to coo=to= l. The
physical meaning of the amplitude function becomes evi-
dent in the discussion of escape rates out of a metastable
state: for larger 8(coo), the averaged probability becomes
more widespread. The activation process out of a meta-
stable state (modeled by a cut-off oscillator) is thus
strongly enhanced. In the overdamped case we therefore
find an enhancement at a resonance frequency cop 0.
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