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Abstract

Using 1992 data of 1490 banks covering about 40% of German banking, we specify a 
multi-product translog cost function and follow the „thick frontieru-approach to control 
for cost inefficiency when evaluating the technology of banking. Scale economies are 
found to exist up to a size of about 5 billion DM of total assets, with diseconomies 
being caused by non-operating costs. There is hardly any evidence of economies of 
scope. Compared to X-inefficiency external factors play a surprisingly strong role in 
explaining cost differences between high-cost and low-cost banks. Smaller banks turn 
out to be more responsive to input prices.
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1 Introduction

Throughout the 1980s German banking like banking in many other countries experi
enced an increase in concentration which apparently continues in the 1990s. From end 
of 1990 until end of 1993, for example, the number of German banks decreased by 
16%.! In the vast majority of cases market exit of formerly independent banks was not 
caused by bank failure, but by mergers and acquisitions. Unlike in the U.S. and in some 
other European countries, however, the economics of this trend towards larger banks 
have not been sufficiently analyzed in the case of Germany. Due to a lack of accessible 
micro data little is known, for example, about efficiency gains from increasing the size 
of a bank or from extending the range of its products, about the optimal size of a Ger
man bank, and about the extent of X-inefficiency in this part of the service sector. Both 
bank managers and regulators of banking, however, would need this kind of information 
on the „technology“ of banking in order to support their business and policy decisions.

As for any other firm, a bank's motivation for increasing its size can arise from the 
revenue andzor the cost part of its profit equation. It appears rather unlikely, however, 
that the desire to create or expand market power is the main driving force behind bank 
mergers recently observed in Germany. Given that the nature of the banking industry in 
this country is still rather disperse and that local monopolies or oligopolies - if they ex
ist - are increasingly threatened by telephone banking and discount brokerage, probably 
only a small number of very big banks can hope to increase their market power in an 
economically significant way by mergers and acquisitions. For all other banks it is pre
dominantly the cost of banking which they try to influence by creating larger units. This 
view is supported by the fact that very small banks like cooperative banks in the south 
of Germany play a more than proportionate role in the merger activities we observe. 
Managers of these banks argue that their banks need to become bigger in order to ex
ploit economies of scale and scope in banking. Research should therefore focus on the 
costs or - more precisely - the cost functions of German banks.

The technology and the costs of banking have been examined in numerous studies of the 
U.S. banking industry (see e.g. Gilligan el al., 1984, Mester, 1987, Berger et al., 1987; 
for recent surveys see Berger et al.. 1993. and - with a focus on mergers - Berger and 
Humphrey, 1992}. The majority of these studies conclude that there exists an optimal 
size in U.S. banking which they typically identify in the range of $ 100-300 million (cf. 
Berger et al.. 198") or around S 500 million (cf. McAllister and McManus. 1993) of

For the years of 1985 to 1989 there was a decrease of 10%.
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deposits, i.e,, for relatively small units. Banks exceeding this threshold can no longer 
improve their cost situation by internal or external growth. They may even face a cost 
disadvantage from their size. Recently Berger arid Humphrey (1991, 1992) and Bauer el 
al. (1993) pointed to the considerable cost dispersion as an indicator for the existence of 
X-inefficiencies in banking. They showed that the cost savings from eliminating these 
inefficiencies clearly dominate the cost savings from adjusting to optimal size and opti
mal output mix (for a similar conclusion see Ferrier and Lovell, 1990}. Taken together 
these results seem to imply that in the United States there is limited empirical support 
for a strategy of improving cost competitiveness by merging banks. The data indicate 
that this would work only for rather small banks, and even for these banks the cost ef
fects of improved management of an existing bank are stronger than the cost effects of 
increasing the bank's size. In addition, we should be careful using measures of scale and 
scope economies and of optimal size derived in many of the previous studies because 
the authors did not control for the presence of X-inefficiency which may lead to biased 
estimates of those measures.2

Compared to the U.S. the technology of banking has been much less examined in Euro
pean countries. Notable exceptions are Sheldon (1993. 1994) and Sheldon and Haegler 
(1993) on Swiss banking. Berg et al. (1993) and Berg and Kim (1993, 1994) on Nordic 
and Norwegian banking, respectively. Kolari and Zardkoohi (1990) and Zardkoohi and 
Kolari (1994) on Finnish banking. Schmid (1994) on Austrian banking. Dietsch (1993) 
on French banking. Baldini and Landi (1990) on Italian banking. Rodriguez et al. 
(1993) on Spanish savings banks. Drake (1992) on British building societies, and Glass 
and Me Killop (1992) on a major Irish bank. There are also a few studies which analyze 
international samples such as Vennet (1993) on 2600 credit institutions in the EC, Al- 
tunbas and Molyneux (1993) on French. German. Italian and Spanish banks, and Allen 
and Rai (1993) on European. U.S. and Japanese banks. The main conclusion from these 
papers is that there are economies of scale which tend to disappear or even reverse to 
diseconomies as the banks examined become larger (for a brief survey of the results see 
Altunbas and Molyneux. 1993). As for economics of scope, the results are less clear. 
However, several of these studies suffer from severe limitations in the data they employ. 
This restricts the number of outputs they are able to consider, forces the authors to in
clude banks which are atypical of a country's banking sector, inhibits the calculation of 
meaningful input prices, and in general seems to generate numerical values of scale and 
scope measures w’hich often look rather unplausible.

For a discussion of this bias which may go in either direction see Berger and Humphrey (/991, 
footnote 2"}.



For the German banking sector there are currently only papers by Altunbas and Moly
neux (1993) and Lang and Welzel (1994a, 1994b, 1995). In their study of four EC 
banking markets the former use 1988 balance sheet and income statement data from the 
IBCA database for 196 German banks. They estimate a hybrid form of the multi-product 
translog cost function where output levels undergo a Box-Cox transformation. If they do 
not control for the number of branches, they find diseconomies of scale in all size 
classes of their sample. After controlling for branches part of the smaller banks and 
banks with total assets greater than $ 5 billion exhibit economies of scale. Evidence on 
economies of scope is also fairly mixed. On the whole, many of the numerical values 
presented by Altunbas and Molyneux (1993) are outside the range which w'ould nor
mally be considered as plausible. The paper seems to suffer considerably from the con
sequences of data restrictions mentioned above. The studies by Lang and Welzel 
(1994a, 1994b, 1995) are also limited, since they deal only with about 760 southern 
German cooperative banks. While the quality of the data appears to be good, the results 
cannot be representative for the German banking sector as a whole, because this seg
ment which covers less than 20% of all German banks is characterized by low firm 
sizes, relatively high numbers of branches, and by volumes of loans which are often 
lower that the volume of deposits. Using a multi-product translog specification Lang 
and Welzel conclude that there exist moderate scale economies for all banks in the 
sample which are. however, clearly dominated by the X-inefficiencies observed. Fur
thermore. there is evidence of moderate economies of scope, in particular of cost advan
tages of universal as opposed to specialized banking.

Given the wave of mergers in German banking there is a clear need for more empirical 
knowledge on the technology of banking in Germany. In the present paper we try to 
close this gap by analyzing a sample of 1490 German banks for the year 1992. We apply 
the intermediation approach and estimate a multi-product translog cost function. In or
der to control for the presence of X-inefficiencies and to be able to compare the cost 
savings potential of better management to the cost savings potential of becoming bigger, 
we follow the lead of Berger and Humphrey (1991) and estimate a „thick cost frontier“. 
From this frontier measures of scale and scope economies, of X-inefficiency, and of 
factor substitutability are derived.

The plan of the paper is as follows: In section 2 we outline our specification and esti
mation method, and give a brief review of measures used to analyze the technology and 
efficiency of banking firms. In section 3 our data are explained. Section 4 presents our 
empirical results. Finally, section 5 sums up.



2 Theoretical Background

2.1 Econometric Specification

Observations on output quantities and input prices are used to estimate a multi-product 
cost function in the non-homothetic functional form of the translog-type (cf. Diewert 
and Wales, 1987). Total costs C of an individual bank are given as a function of three 
factor prices i=  1,2,3, five output levels y m, m~  1 ,...,5, a growth variable gr and 
the number of branch offices br. As in Mester (1987) the branching variable br is treated 
as a technological condition of production which interacts with other exogenous vari
ables. Omitting subscripts identifying individual banks, the translog cost function is 
specified as follows:

3 5 | 3 3
In C( w. j'. b r ) = a ^ Y .  a i l n  "1 +  X  l n  y« + X X  X  °« ln  l n  

,= 1 w=1 ;=1 i = ]
3 5 J 5 5

+ Z  X  s„„ In n; In + -  Z  Z  l n  •>’» I n  » +  l n  b r  m  
/ = ! m=] m=ï w = l

3 3
d, In it; In br + eQ gr + £  /  gr In w, + p

Using Shephard's Lemma we derive a cost share 5, for each input:

= a , + S  a >: ln  + X  £ - l n  y * + d >ln  b r  + /  +  li> i = L 2 -3 (-)
7 = 1 ni=]

For the disturbance vectors z = 0.1,2.3. we assume E(z/J = 0 and E(wX) = o ; I . To 
ensure symmetry and linear homogeneity in input prices, the following restrictions are 
imposed:

!,J = 1,2.3 b,„„ = b„„, m,n = 1 5 Z °<  = 1

r=l

Z rf.=° X /= °  Xs™ = ° m=1....5
'=1 /=] ./ = ! , = ]

Two of the three share equations (2) can be added to the cost function (1) to build a 
system of „seemingly unrelated regressions equations“ (SURE) (cf. Greene, 1993, 
pp. 486-487). Given that there are parameter restrictions across equations and that there 
can be non-zero covariances E(iz,i/') = cr~I of residuals across equations, the three 
equations should be estimated jointly. We apply Zellner's (1962) iterative SURE- 
estimator which starts with an OLS estimation of each single equation to derive a first 
estimate of the unknown 3x3 matrix of the o if 's and uses this estimate of the covariance
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matrix in a GLS estimation of the full system which is iterated until convergence is 
achieved.

2.2 Cost Inefficiency

The estimation of a multi-product translog cost function as outlined above yields a best
practice cost frontier for the banks in the sample. However, as Berger and Humphrey 
(1991) observed and will be shown to be also true in our data of the German banking 
sector, the banks’ actual costs deviate considerably from the minimum cost as defined 
by the cost frontier. In particular, these deviations are much stronger than can be ex
plained by normally distributed errors which capture luck and measurement error. This 
indicates the existence of cost inefficiency and calls for a modified approach that allows 
for efficiency differences in the estimation of the cost function.

We follow Berger and Humphrey (1991) and use their concept of a „thick cost frontier“ 
to modify the estimation of the cost function.3 In a first step we divide the sample in K 
size classes. We then define the ratio of total costs and total assets as a measure of the 
banks’ average costs. This measure is used to define within each size class k = 1..... K 
two groups of banks: group lk which consists of the banks in the lowest cost quartile, 
and group hk which consists of the banks in the highest cost quartile. Finally, for the 
whole sample the group 7 of the banks in the lowest cost quartile is defined as 
I = (J*-j h ■ a n d analogously for the group h of the banks in the highest quartile.

For groups 7 and h separate translog cost functions of the type specified above are esti
mated. Denote by X k .q  = l.h. the vector of the means of all exogenous variables in 
class k and quartile q. From the estimated cost function Cq (A^ ).q  = l. h. we calculate 
estimated average costs ck of class k in quartile q as the ratio of estimated total cost and 
total assets of the average (£ .7 )-bank. I.e., c'k = C''(X k )iBk . where Bk denotes the 
mean of total assets of class k in quartile q. We then calculate

^ k ^ { c k
h - ^ \ ! c ' k . (4)

which is a measure of the total deviation of the typical bank in the high-cost quartile h in 
class k from the average cost of the typical class k bank in the low-cost quartile I. Ak 
tells us how much higher average costs of class k are in quartile h compared to quartile 7. 
Apart from bad luck, other sources such as differences in the output mix or in input 
prices, but also bad management can cause this deviation. Berger and Humphrey (1991) 
therefore suggested to decompose AA into a part determined by external factors and an

For a brief survey of other approaches to account for the existence of cost inefficiency see the 
discussion in Berger and Humphrey (1991. pp. 119-122).
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inefficiency residual which captures management’s failure to achieve the lowest possi
ble level of average costs.

Suppose that output mix, input prices and the number of branch offices can not or at 
least not in the short run be influenced by management. Denote by ck ' = C‘(X k )/B k the 
hypothetical average costs for class k in quartile h which would hold, if this group of 
banks used the efficient technology of quartile I instead of their present technology. By

(5)

we can then measure the share of A* which is caused by external factors. Finally,

(6)

defines a measure of cost inefficiency in class k. X k is the share of the relative differ
ence in average cost which can not be explained by output mix, factor prices, the num
ber of branch offices, and previous growth. In the terminology of Leibenstein (1966) X k 
can be called a bank’s X-inefficiency. Figure 1 uses a simple isoquant diagram to clarify 
this notion of inefficiency. Suppose, there is a single-output bank using two inputs. It 
currently employs the input combination (x*,**) to produce an output quantity of y. 
This production plan is X-inefficient because it is located on a higher isocost line than E 
which is the most efficient input combination to produce y. The ratio OA/OC is a meas
ure of cost inefficiency.

Figure 1
X-inefficiency

A factor-oriented decomposition of X-inefficiency XA can be calculated as
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For a given input i the numerator represents the difference between production plans A 
and E in factors costs relative to total assets. Notice from (6) that the denominator gives 
the difference in average costs which can not be explained by external factors. Together 
this yields factor-oriented measures of X-inefficiency that add up to one.

2.3 Factor Substitution and Economies of Scale and Scope

After estimating the „thick cost frontier“ we apply the cost function found for the group / 
of the most efficient banks to all banks in the sample. Proceeding in this way we control 
for the existence of cost inefficiencies when we evaluate the technology of banking. 
Following the common practice in the literature, the measures presented below are 
evaluated for the average bank in each size class k.

The reactions of German banks to changes in input prices are captured by price elastici
ties i. j  = 1,2,3.

Scale economies can arise from improved division of labor and specialization in larger 
firms. In addition, there is a bank-specific reason for increasing returns to scale: Deposi
tors face a lower risk at a larger bank. They are therefore willing to hold larger balances 
in their accounts which reduces the bank's costs per currency unit deposited (see Shel
don. 1993. p. 356).

The ray scale elasticity

R SC E (v)= C  = (8 )
s in k  |._=] c ln y „  c y m C(y)

is used to measure economies of scale. RSCE is the relative cost increase caused by a 
relative increase in outputs, where the levels of all outputs are raised proportionately. 
Values of RSCE of less than one indicate cost increases which are less than proportion
ate to output increases. A given output vector can then be produced at a lower cost 
within one big firm compared to several smaller firms with the same composition of 
outputs. RSCE can be disaggregated by the three factors of production used:

RSCE,( v) = Y  C 111 X |- = V  C ------ . i = 1.2.3 (9)
c In T,„ c c y,„ c C(y) c w,

RSCE, gives the percentage change in the demand for input i in response to a one per
cent change in all outputs. If RSCE, <1. factor i can be considered a source of scale
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economies. Under RSCE, > 1, on the other hand, the use of input / increases more than 
proportionately which indicates factor-specific diseconomies of scale.

Economies of scope in banking can arise from a variety of factors (cf. Berger et al., 
1987, pp. 504-505): (a) fixed costs, e.g., of branch offices, computer equipment, or col
lection of information on the financial status of customers, can be spread across several 
products; (b) diversification and adjustment of maturities of deposits and loans can be 
used to reduce the portfolio and the interest rate risks; (c) customers enjoy an advantage 
from being served with several products at one bank, which allows banks to extract 
some of this additional consumer surplus by charging higher fees for their services. Our 
cost function is able to capture effects of type (a). The traditional measure for economies 
of scope, used for example in Mester (1987), gives the relative cost increase from pro
ducing a firm's output vector in two or more different firms which specialize in some of 
the outputs. To calculate this measure, some components of the output vector have to be 
set to zero which can be criticized in our framework for at least two reasons. Firstly, we 
can hardly find banks in the dataset and in the economy in general which are completely 
specialized. We can rather expect banks to differ in their degree of specialization. 
Evaluating the cost function in those regions of full specialization is therefore equiva
lent to extrapolating the estimated function far beyond the range of output vectors cov
ered by the data. Secondly, output levels of zero which are used to measure economies 
of scope are in conflict with the specification of a translog cost function, since the 
logarithm of zero does not exist. There are a number of ..solutions" for this problem in 
the literature (see e.g. Mester, 198~. p. 439. Berger et al., 1987, p. 513. Pulley and 
Braunstein, 1992, p. 227). but none of them is very convincing. We therefore employ a 
modified measure of economies of scope suggested by Kolari and Zardkoohi (1987):

M S C O P E ^ y ^ y ^ l tC ty 1; .y<T ) ^ ^  ))
- ( C ( y ^ y ^ ) - C ( y ^  (10)

where T c  {1......5}. -  T = {1.... ,5} \ T.

y f  ( y i )  denotes the output vector of bank B (A) in which all outputs which are not cov
ered by the index set T are set equal to zero. Analogously, y J*T ( j  ) is the output vector 
of bank B (A) in which all outputs belonging to T are set equal to zero. We compare a 
(larger) bank B to a (smaller) bank A. If MSCOPET is greater (less) than zero, the differ
ence between output vectors v /5 and can be produced at a lower (higher) cost within 
a single bank as opposed to production in several specialized firms. If there are econo
mies of scope, a bank of type A which increases only outputs in T or in -T is at a cost 
disadvantage compared to a bank of type B or a bank of type A which increases its out
puts according to the proportions suggested by the output structure of bank B. As for the
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index set, we report results on T -  {w}, m= 1.....5 . We are particularly interested in the 
case T = {4} which, as will be seen from the description of our data in the next section, 
provides information on whether or not there are economies of joint production of loans 
on the one hand and other sendees offered by the banks on the other. Therefore, 
MSCOPE^ can be considered an indicator of the cost advantage of universal banking.

Berger et al. (1987) suggested expansion path subadditivity as yet another measure of 
economies of scope. Again a (larger) bank B and a (smaller) bank A are considered. De
fine the output of a hypothetical bank D as the difference (y B — y^) of the output vec
tors of banks B and J .  We then calculate

(11)

This is the relative cost increase or decrease arising from producing bank B's outputs in 
bank A and in the complementary bank D. Positive (negative) values of EPSUB indicate 
economies (diseconomies) of scope. Notice, however, that EPSUB and MSCOPEr  in
clude both economies of scope and scale.

3 Data

The empirical analysis of this paper is based on 1992 balance sheet and income state
ment data drawn from two sources. One is the Hoppenstedt database which covers a 
considerable share of all banks above a certain size, but contains only very few of the 
small banks. In order to get a dataset as representative for the German banking sector as 
possible, we added to these data the database of the Genossenschaftsverband Bayern 
which contains all Bavarian cooperative banks. The latter banks together make up a lit
tle less than 20% of all German banks, but are almost all comparatively small. We do 
not expect this selection to bias our results because (a) cooperative banks are the banks 
that dominate the small end of the market, and (b) due to their specific legal form coop
erative banks in other parts of the country can be expected to operate like their Bavarian 
counterparts. For each bank additional information on the number of branch offices and 
of employees was given or collected.4

If a bank’s financial status was available both on a consolidated and a non-consolidated basis, we 
used the latter, i.e.. the one without consolidated subsidiaries.
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Table 1
Number of banks by type and size class

Size 
Class

Total Assets
(million DM)

Credit Banks Savings Banks Cooperative 
Banks

Total Number

class 1 0 -2 5 4 0 17 21
(29) (0) (78) (107)

class 2 25 -50 3 0 117 120
(?) (0) (405) (412)

class 3 50- 100 17 0 216 233
(25) (4) (726) (755)

class 4 100 -250 27 0 276 303
(61) (37) (1016) (H14)

class 5 250 - 500 29 0 119 149
(45) (130) (420) (595)

class 6 500 - 1000 30 56 151 240
(39) (214) (183) (436)

class 7,8 1000 -5000 64 280 76 420
(96) (297) (87) (480)

class 9 > 5000 26 37 3 67
(34) (41) (3) (78)

Total number 200 373 975 1548
(336) (723) (2918) (3977)

Numbers for whole booking sector given in parentheses: source: Deutsche Bundesbank, Monatsberichte

Table 1 presents detailed information on the size classes we defined, the numbers and 
types of banks in our data and in the German banking sector as a whole. Classes in table 
1 are defined such that the numbers in our data can be compared to the numbers pub
lished by the Deutsche Bundesbank for the whole banking sector. For our evaluations of 
the technology of banking we split the class from 1000 to 5000 million DM of total as
sets into class 7 from 1000 to 2000 million DM and class 8 from 2000 to 5000 million 
DM. Our dataset contains credit, cooperative and savings banks, but we omitted four 
head organizations of the cooperative and thirteen of the savings sector because of their 
atypical functions. For similar reasons mortgage banks, building and loan associations 
as well as some other special banks, e.g., of the public sector, remained excluded. Fi
nally. while contained in the Hoppenstedt database, most of the private banks could not 
be included in our data, because they did not report all the information we needed for 
our estimations. With a total of 1548 banks we cover about 40% of German banking. 
Given the wide dispersion both across size classes and across types of banks we feel 
rather confident about the representativity of our sample.

We follow the majority of the literature and apply the „intermediation approach“ pro
posed by Sealey and Lindley which treats deposits as inputs and loans as outputs. 
Total costs consist of operating and interest costs, the former being defined as costs of
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labor and physical capital. We define inputs as labor (x,), physical capital (x,), and de
posits (x,). Input quantities are measured by the annual average of the number of em
ployees, the value of fixed assets in the balance sheet, and the volume of deposits both 
from non-banks and banks, respectively. Factor prices for labor (w,) and deposits (w3) 
are calculated in a straightforward way by dividing nominal expenses through input 
quantities. For the price of physical capital we draw upon the concept of user-costs: A 
price w, of capital is generated as sum of a bank’s depreciation rate and opportunity 
cost. The former can be inferred from the balance sheet and the income statement. As 
for the latter, we use the (firm-specific) interest rate for loans less the expected rise in 
the value of the physical capital employed. We approximate this latter expectation by 
the growth rate of the producer price index for investment goods in Germany. While this 
approximation of a price of physical capital is far from perfect, we feel confident that 
our approach is more reliable than what can be found in related work in the literature, 
where rents for office space, depreciation, spending on furniture etc. are used as proxies 
for the quantity of physical capital and a price is generated by dividing quantity by the 
volume of deposits or the number of employees (see e.g. Mester, 1987. Sheldon and 
Haegler, 1993}. Total costs C are finally calculated as the sum over w.x,. i = 1,2.3.

Reflecting both the limitations of the data and the German system of universal banking, 
we consider loans, security holdings, and commissions as outputs. More precisely, our 
five outputs t; are defined as short-term loans to non-banks (y,). long-term loans to 
non-banks (y2). interbanking assets (y,). commissions (y4). and a residual output (y5). 
Long-term loans have a duration of at least four years. The residual output includes 
bonds, cash and other assets held by a bank and not covered by outputs y, to y.. with 
bonds dominating this variable. Notice that only share holdings for portfolio purposes 
were included in this variable which therefore does not cover investments German 
banks hold in other firms.5 Income from commissions, finally, is a consequence of the 
universal banking system in the German financial sector. The growth variable gr which 
we include to control for short-run disequilibrium effects is defined as the rate of growth 
of total assets from the previous year to the year examined. Table 2 gives information on 
the variables used.

In the terminology of a German balance sheet we only included shares from the „L'mlaufvemtö- 
gen“ but not from the „Anlagevermögen“.

- 11 -



Table 2
Description of the variables

Variable Description Mean Value Standard- 
Deviation

Minimum Maximum

total assets (million DM) 1845.1 12587.2 7.5 333969.5

C total cost (million DM) 131.7 878.9 0.5 22939.7

price of labor
(thousand DM/empIoyee)

76.6 18.3 35.6 240.2

W2 price of capital (%) 19.3 9.4 6.1 87.9

price of deposits (%) 5.9 1.1 2.1 14.5
5 1 cost share of labor (%) 22.3 5.7 1.0 85.1
5 2 cost share of capital (%) 4.5 2.1 0.03 21.4

cost share of deposits (%) 73.2 6.7 12.3 97.9

% short-term loans to non-banks 
(million DM)

390.7 3298.1 0.02 88908.1

y 2 long-term loans to non-banks 
(million DM)

601.1 3061.6 0.001 83590.8

J i loans to banks (million DM) 304.4 3226.2 0.03 106272.5

3*4 commissions (million DM) 12.7 107.4 0.005 2978.6

% bonds, cash, shares 
(million DM)

356.9 1685.4 0.1 37034.6

gr growth of total assets (%) 9.8 15.4 -36.1 247.5
br number of branch offices 20.S 62.8 1 1518

Number o f banks used in estimations: 1490; year: 1992

Notice that table 2 is based on the 1490 banks finally entering our estimations. Of the 
1548 banks initially included in our database 58 (3.7%) had to be eliminated after defin
ing our variables for two reasons: Some had a zero output level for at least one output, 
and some other had unreasonably high input prices. By excluding banks with zero out
puts we avoided the problem of using replacement values in the translog specification. 
In the case of real capital one reason for an extremely high input price could be special 
depreciation rules in the five federal states of former East Germany.

4 Results

Consider first figure 2 where the means of actual average costs c[ and for the most 
efficient quartile and the least efficient quartile, respectively, are compared to the means 
of average costs ck of the full sample.
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Figure 2
Dispersion of average costs

size class, million DM of total assets

There is considerable dispersion of ax erage costs, even within size classes, where differ
ences in scale and scope are relatively small. Banks in group h on average enjoy a cost 
disadvantage of 30% relative to banks in group I. This confirms our conjecture that an 
estimation approach should be used which takes account of the existence of inefficien
cies.

In table A-l in the appendix we report the parameter estimates and /-statistics of the SU
RE system for the most efficient quartile I. The share equations of inputs 1 and 2, i.e., 
labor and physical capital, were used. Most parameters are highly significant. We also 
ran Likelihood-Ratio tests in order to check whether a less flexible functional form of 
the cost function would have been sufficient. The hypotheses of a linear-homogeneous, 
a homogeneous, and a homothetic cost function were all clearly rejected. The same pro
cedure was followed for the least efficient quartile h. The qualitative properties of this 
second cost function were similar to the first one.

Before analyzing the underlying technology of German banks, we have to check 
whether our estimated function meets the theoretical requirements for a cost function. 
Table 3 provides information on four criteria which were examined for all 1490 banks. 
We find only a very limited number of violations and therefore feel encouraged to pro
ceed with our analysis.
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Table 3
Properties of the estimated cost function

Criterion Actual 
Violations

Potential
Violations

increasing in outputs: 122 7450

increasing in input prices: 16 4470
concave in input prices: 77 1490

negative own-price elasticity: 119 4470

We now apply the cost function estimated for quartile /, i.e., the „thick frontier“, to the 
means - based on the full sample - of the nine size classes in order to evaluate the tech
nology of banking in Germany. Recall that this amounts to controlling for cost ineffi
ciencies in the evaluation of technology. Consider first table 4, where price elasticities 
of input demands are presented.

Table 4
Estimated price elasticities of inputs

E ll £ ; 2 E", £12 El? e 23

class I -0.364 -0.686 -0.110 0.042 0.438 0.649

class 2 -0.357 -0.668 -0.097 0.048 0.381 0.418

class 3 -0.355 -0.659 -0.094 0.047 0.357 0.348

class 4 -0.34S -0.663 -0.08S 0.046 0.334 0.418

class 5 -0.352 -0.671 -0.093 0.042 0.350 0.500

class 6 -0.339 -0.656 -0.079 0.036 0.294 0.473

class 7 -0.320 -0.653 -0.067 0.035 0.253 0.518

class 8 -0.322 -0.647 -0.067 0.035 0.268 0.476

class 9 -0.278 -0.602 -0.042 0.038 0.209 0.222

From table 4 we see that all factor demands are inelastic with respect to changes in input 
prices. Smaller banks show somewhat stronger reactions to price changes. Physical 
capital turns out to be the input most responsive to its own price, deposits the least re
sponsive. As for cross-price elasticities, we find that labor and deposits, as well as 
physical capital and deposits are substitutes, whereas labor and physical capital are very 
close to being limitational. This latter result seems to reject the wide-spread notion of 
computer systems and automatic teller machines replacing bank employees.

Next we evaluate the „thick frontier" to determine whether or not there are economies of 
scale and scope in the German banking industry. Figure 3 provides condensed iniorma- 
tion on the measure RSCE of scale economies based on table A-2 in the appendix. From
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the line labelled „Class 1-9“ we see that economies of scale diminish with increasing 
size and that banks in the largest class already face moderate diseconomies. Our data 
therefore indicate an L- or slightly U-shaped average cost curve with an optimal size of 
a German bank somewhere in the range of 2 to 5 billion DM of total assets. This is con
siderably higher than the threshold usually identified with U.S. data, which is probably 
mainly due to differences in the regulator}- environment. At the same time our optimal 
size is lower than the range of $ 3 to S 10 billion total assets found in Vermel's (1993) 
study of 2600 European credit institutions.

Figure 3
RSCE for full and split samples

size class, million DM of total assets

Notice that for the purpose of calculating RSCE we excluded the „Big Three“ of German 
banking, i.e.. Deutsche Bank. Dresdner Bank, and Commerzbank, from class 9 and 
evaluated them individually. In our view this makes sense because of the fact that their 
presence shifts the means of the data in class 9 far to the right. From the second column 
in table A-2 in the appendix which exhibits RSCE based on the „thick frontier" C we 
find that Deutsche Bank. Dresdner Bank, and Commerzbank hold RSCE values of 
1.02-4. 1.030. and 1.031. respectively. It is interesting to observe that Deutsche Bank 
despite being by far the biggest bank faces diseconomies which are a little smaller than 
the ones of numbers two and three in the market.6

Input prices for labor and physical capital are significantly higher at Deutsche Bank compared to 
Dresdner Bank and Commerzbank, w hereas its price of deposits is slight!} lower. Apparently the 
market leader managed to compensate for some of its diseconomies of scale by finding a better 
output mix or a more efficient number of branch offices



Recently McAllister and McManus (1993) pointed out that the optimal size identified in 
banking studies typically is rather sensitive to the range of size classes covered by the 
sample. They show that the point of reversal from economies to diseconomies of scale 
shifts to the right as additional classes of bigger banks are added. To check the robust
ness of our findings we split our data in two parts. The results are represented in figure 3 
by the curves labelled „Class 1-5“ and „Class 6-9“, respectively, and by column 3 of ta
ble A-2 in the appendix. As can be seen, the optimal size turns out to be robust against 
this change. There are, however, stronger economies for smaller banks and stronger 
diseconomies for banks beyond the threshold, i.e., the average cost curve surely is U- 
shaped now. Notice finally, that as a point of reference we included column 4 in table 
A-2 in the appendix which gives RSCE based on a conventional cost function estimated 
for all 1490 banks in the sample. The results which show values of RSCE below one for 
all size classes confirm the need to control for inefficiencies when calculating this 
measure of scale economies.

We then disaggregated scale economies into factor-specific components RSCEr  Figure 
4 shows the elasticities of input demands with respect to changes in output.

Figure 4
Output elasticity of input demand

Our results indicate that labor (x,) and physical capital (x2 ) increase less than propor
tionately. if a bank increases its size. This holds for all size classes in the sample, imply
ing that German banks do indeed benefit from economies of scale as far as their operat
ing costs are concerned. Deposits (x -). on the other hand, have an output elasticity 
above one for all but the very smallest banks which points at the existence of dis-
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economies of scale for non-operating costs in German banking.7 Given the heavy weight 
of the interest costs of deposits in our cost function, this can be considered responsible 
for our general result of values of RSCE near or above one.

As for economies of scope, the curves for EPSUB in figure 5 were drawn in analogy to 
figure 3. Somewhat surprisingly, EPSUB from the full sample points to the presence of 
moderate diseconomies. However, EPSUB is less robust with respect to a split in the 
sample, and the data might indicate that medium-sized banks enjoy economies of scope, 
whereas small and large banks suffer from diseconomies. Notice from table A-3 in the 
appendix which gives the details on EPSUB that among the „Big Three", Deutsche Bank 
and Dresdner Bank face relatively strong diseconomies of scope, whereas splitting 
Commerzbank into specialized banks would yield only moderate gains.

Figure 5
EPSUB for full and split sample

The values for MSCOPEr  T = {m}. m = 1,...,5 , calculated for the full sample under the 
efficient technology C and given in table A-4 in the appendix also support the presence 
of diseconomies rather than economies of scope. In addition, consider figure 6 for some 
information on the economics of universal banking. MSCOPE* indicates that only rela
tively small banks enjoy economies of scope from producing loan outputs y,. y,. y, and 
y5 jointly with the commissions earned on other services. Cost effects as covered by this 
study therefore are not supportive to the presumed advantages of universal banking.

The „Big Three" banks which are again excluded from class 9 have higher output elasticities than 
the typical class 9 bank in the diagram.
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Figure 6
MSCOPE^ for full sample

size class, million DM of total assets

Our results are compatible with Berger and Humphrey (1991) who find diseconomies of 
scope for banks above S 200 million of total assets.8 Taken at face value, this result 
raises the question why banks do not react to the underlying economics of banking and 
turn from universal into specialized banks. When trying to answer this question we 
should on the one hand notice that universal banking embodies an element of diversifi
cation. i.e.. of lowering risk, which is not measured in our data. On the other hand there 
is evidence of German banks not actually splitting up into independent firms but setting 
up specialized subsidiaries e.g. for capital management or discount brokerage which is 
in line with our findings of diseconomies of joint production. Furthermore, in their 
moves to cover additional financial services such as mortgage loans or insurance, the 
majority of German banks relied on buying existing specialized firms or starting part
nerships with them instead of setting up these operations within the bank. While this 
policy is clearly influenced by the desire to use existing „brand names", it could also 
reflect the banks' awareness of the cost disadvantages of joint production.

8 Notice, however, that when analyzing the group of Bavarian cooperative banks separately as in 
Lang and Welzel (1995) the evidence is much more favorable to economies of scope.

Let us turn to the issue of cost inefficiency. Table 5 presents the measure E k of the de
viation in predicted average costs between quartile h and / in class k, and the decom
postion of this deviation into component determined by external factors and the X- 
inefficiency residual X k. On the whole external factors seem to be more important for 
the cost disadvantages of the least efficient quartile than management error. This differs
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from other findings in the literature such as in Berger and Humphrey (1991) or Lang 
and Welzel (1995). What is even more unpleasant, is the fact that X-inefficiency has a 
negative sign for the banks in class 6 or higher. While such negative signs can also be 
found in Berger and Humphrey (1991, p. 132), we find them rather disturbing.

Cost deviation A*. and decomposition of L k

Table 5

(%> MÀ. (%) X J% )

class 1 37.9 21.3 16.6
class 2 28.4 11.6 16.8

class 3 31.0 18.5 12.5
class 4 27.2 15.6 11.6
class 5 27.9 20.3 7.6
class 6 34.8 36.1 -1.3
class 7 28.5 29.5 -1.1
class 8 30.2 38.1 -8.0

class 9 31.6 53.7 -22.1

Consider finally the factor-oriented decomposition of Xt given in table 6, where we re
strict out attention to classes 1-5 which had meaningful values of X-inefficiency in the 
previous table.

Factor-oriented decomposition of XA

Table 6

X1 (%) X;  (%) X '(% )

class 1 60.3 22.1 17.6
class 2 58.5 21.3 20.1
class 3 45.9 20.0 34.1
class 4 47.8 18.3 33.9
class 5 32.3 17.9 49.8

As expected, labor is the - almost - dominant source of XA.. This is in line with previous 
findings in the literature. Note, however, the shift in relative weight from labor to de
posits as size increases.

5 Conclusions

Based on a dataset w ith 1992 data of 1490 banks covering about 40% of the German 
banking industry we estimated a cost function of the multi-product translog type. By
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running estimations for the lowest and highest average cost quartiles separately, we 
followed the „thick frontier“ approach developed by Berger and Humphrey (1991) 
which allows to control for the presence of cost inefficiencies in the evaluation of the 
technology of banking. As expected, we found factor demands to be inelastic with re
spect to changes of input prices. Labor and deposits as well as physical capital and de
posits are substitutes in banking, whereas labor and physical capital are nearly limita- 
tional, indicating that increased computerization of banking so far posed no threat to 
employment. Smaller banks turned out to be more responsive to input prices.

As for cost advantages from size, the bad news for big German banks is that from a cost 
perspective the optimal size is located at a volume of total assets somewhere between 
2000 and 5000 million DM. Banks surpassing this threshold can be expected to suffer 
from diseconomies of scale. However, there is also good news. When we disaggregated 
scale economies by input factors, we found deposits to be the source of diseconomies 
among larger banks. While output elasticities of labor and physical capital are below 
one for all size classes, deposits tend to increase more than proportionately with the size 
of a bank. This implies that even the biggest German banks enjoy economies of scale as 
far as their operating costs are concerned, whereas on the side of non-operating costs 
there are diseconomies which increase with size.

There is hardly any evidence of economies of scope. On the contrary, most of our re
sults point in the direction of diseconomies from joint production of the five outputs 
considered. This is also true for a rough test of the cost advantage from of universal 
banking, when joint production of loans on the one hand and investment-oriented sen - 
ices on the other is analyzed. When we finally examined the deviation of costs between 
the most efficient and the least efficient quartile in the sample, we found the role of ex
ternal factors in explaining this deviation surprisingly strong compared to the role of 
management-related X-inefficiency. It should be noted, though, that the cost disadvan
tage from X-inefficiency, if it is found to exist, dominates the potential cost savings 
from economies of scale. Considering the three input factors, the inefficient use of labor 
seems to earn7 most weight in the explanation of cost inefficiency.

What additional steps could or should be taken? One way to go would be to further im
prove the representativity of the sample by adding still more of the smaller banks in 
order to better replicate the size structure of the German banking industry. Extending the 
data to a panel is another - major - step which would allow to check the robustness of 
our findings over time and to examine technical progress in banking. We also intend to 
analyze - actual or hypothetical - mergers. This should be of particular interest, since
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merger activity, while motivating our present analysis of banking technology, is not 
really examined in the approach we used.

6 Appendix

Convergence was achieved after four iterations. All calculations were run with Gauss 
386-i VM. Version 3.2.4 on a PC with an Intel 486 processor. In table A-l *, **, and ♦** 
are used to denote significance at the 10%, 5%, and 1% level, respectively.

Table A-l
SURE estimation for group / (lowest cost quartile), 367 observations

Parameter Estimate /-statistic Parameter Estimate /-statistic

Translog:

“ o 1.84702589 21.246*** S33 0.01768495 6.598***
a \ 0.39275563 27.497*** S-4 -0.04054795 -12.380***

0.03835123 5.075 *** S?5 0.04041581 10.727***
Ch 0.56889313 34.120*** ¿11 0.01673997 3.258***
¿1 0.14257380 7.758*** -0.00624790 -1.668*
b 2 0.35540512 16.153*** 0.00024481 0.041

0.28008520 8.822 *** ^14 0.00921749 2.075**
0.10826882 4.398 *** b }< -0.01129627 -1.948 *
0.11 116076 2.660*** b 22 0.08024975 13.592 ***

a . . 0.09736875 9.980*** f>: . -0.05797599 -10.993***
°I2 0.01289297 3.694*** b 24 -0.00325721 -0.658

-0.11026171 -11.331 *’ * h -0.03261114 -5.764**’
0.01296053 5.392 *** 5 . . 0.11524323 20.530***

-0.02585349 -6.838*** b U 0.00232388 0.324
<7 — 0.13611520 12.495 *** -0.05944646 -9.657***
S il -0.02506768 -10.069*** b A4 0.02041485 3.305***
S|2 0.00311025 1.067 b Af -0.01955717 -2.317**
S|3 -0.01374349 -5.969*** b f f 0.13292252 10.733 ***
S|4 0.04004772 14.214*** C0 0.03232937 5.591 ***
Si 5 -0.03426920 -10.601 *** 4 0.02760399 9.983 ***
S21 -0.0003)791 -0.230 d 2 0.00972501 6.507***
S22 0.00168912 1.058 dy -0.03732901 -1 1.654 ***
S24 -0.00394145 -3.087 *** 0.01459034 0.654
S24 0.00050023 0.322 f -0.04965426 -5.290 ***
S25 -0.00614661 -3.434 *** f l -0.00528175 -1.020
S31 0.02538558 8.759*** A 0.05493601 5.071 ***
S?2 -0.00479937 -1.417

R - 0.997 SSR 2.732
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Table A-1 (continued)

Share!: Share2:
a i 0.39275563 27.497*** a 2 0.03835123 5.075***

° n 0.09736875 9.980*** °21 0.01289297 3.694***
f l 12 0.01289297 3.694*** a 22 0.01296053 5.392 ♦♦*

-0.1 J026171 -11.331 *** a 22 -0.02585349 -6.838***
£11 -0.02506768 -10.069*** £21 -0.00031791 -0.230
£12 0.00311025 1.067 £22 0.00168912 1.058
£13 -0.01374349 -5.969*** £23 -0.00394145 -3.087***
£14 0.04004772 14.214*** £24 0.00050023 0.322
£15 -0.03426920 -10.601 *** £25 -0.00614661 -3.434***

0.02760399 9.983*** 0.00972501 6.507***
z -0.04965426 -5.290*** Z -0.00528175 -1.020

R 2 0.712 R 2 0.277
SSR 0.456 SSR 0.140

Table A-2
RSCE based on thick and split thick frontier, and on conventional cost function

Thick Cost 
Frontier

Split Thick 
Cost Frontier

Conventional
Cost Function

class 1 0.937 0.932 0.942
class 2 0.950 0.932 0.950
class 3 0.960 0.938 0.949
class 4 0.967 0.932 0.949
class 5 0.975 0.922 0.948
class 6 0.979 0.920 0.951
class 7 0.981 0.933 0.956
class 8 0.990 0.967 0.955
class 9 1.009 1.036 0.958

Commerzbank 1.031 1.133 0.955
Dresdner Bank 1.030 1.137 0.952
Deutsche Bank 1.024 1.137 0.943



Table A-3
EPSUB based on thick and split thick frontier, and on conventional cost function

Thick. Cost 
Frontier

Split Thick 
Cost Frontier

Conventional
Cost Function

class 1 - - -
class 2 -0.003 -0.004 -0.010
class 3 -0.042 -0.042 -0.041
class 4 -0.015 -0.005 -0.013
class 5 -0.038 -0.016 -0.028
class 6 -0.010 0.022 -0.003
class 7 -0.012 0.021 0.005
class 8 -0.052 -0.039 -0.035
class 9 -0.047 -0.059 -0.030

Commerzbank -0.015 -0.037 0.000
Dresdner Bank -0.092 -0.141 -0.062
Deutsche Bank -0.071 -0.167 -0.045

Table A-4
MSCOP E rased  on thick frontier

.XiSCOPE, MSCOPE. MSCOPE- MSCOPE. MSCOPE.
class 1 - - - - -
class 2 -0.016 -0.039 0.021 0.017 o.oos
class 3 -0.006 -0.011 0.045 0.027 0.048
class 4 -0.054 -0.072 0.019 -0.009 -0.014
class 5 -0.031 -0.036 0.042 -0.005 0.026
class 6 -0.083 -0.101 -0.032 -0.063 -0.042
class 7 -0.041 -0.075 0.006 -0.017 -0.044
class 8 -0.051 -0.035 0.035 -0.020 0.009
class 9 -0.277 -0.124 -0.088 -0.183 -0.022
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