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Abstract

Some aspects of superconductivity in restricted geometries are reviewed. In particular, the suppression of the critical
temperature and the order parameter in homogeneously disordered thin films, on the basis of a systematic, self-consistent
{one-loop) approximation, 1s discussed. Furthermore, theoretical results for persistent currents (nonlinear magnetic response
in equilibrium} in mesoscopic rings, as well as possible experimental scenarios, are described.

1. Introduction

The interplay between superconductivity and disorder-
induced localization is, naturally, a question of fundamen-
tal interest. As early as 1959, Anderson [1] explained why
nonmagnetic impurities have no considerable effect on su-
pereonductivity. But more detailed studies including vertex
corrections in the clectron—phonon interaction [2] and the
Coulomb interaction (see, for example Ref. {3] and refer-
ences therein), whose effectiveness is enhanced in the dif-
fusive regime, have revealed, for example, that the critical
temperature T, can be strongly shifted. As a rule, it appears
thata “low™ 7 is enhanced, and a “high” 7. is reduced, with
increasing disorder strength [3].

In gencral, it is useful to distinguish between two ideal-
ized classes of superconductors, namely granular and homo-
geneous systems. It is believed that theoretically, the former
{among which I include also Josephson junction arrays ) can
be described by phase-only models, L.e. a Hamiltonian which
includes the Josephson coupling between the grains as well
as the charging energy. In this model, phases and charges are
canonically conjugate variables. For the {ordered ) Josephson
Junction arrays, it seems to be clear that with decreasing the
size of the contacts, i.¢. decreasing capacitance and hence in-
creasing charging energy, a superconductor-insulator tran-
sition is observed al zero temperature when the charging en-
ergy becomes comparable to the Josephson coupling energy
(see Ref [4] and references therein). This result has been
confirmed experimentally. Surprisingly, the phase diagram
as a function of an external voltage has a very rich structure,

including, for example, a “supersolid” phase [S]. It should
be mentioned, however, that the mean-field approximations
used in this context have problems, especially when the in-
verse capacitance matrix is of long range [6}. Dynamical
properties of vortices in the superconducting phase [7], and
close to the transition [8], have been studied in detail (see
also Ref. [9]).

In contrast, the situation is less clear for granular films
{see, for example, Refs. [10-13]), and whether the transition
oceurs at a universal value of the sheet resistance (of the
order of h/4¢’) is a question which remains open.

On the other hand, in homogeneous samples, super-
conductivity is gradually suppressed when, for example,
the thickness d of the film is reduced towards the two-
dimensional limit (at fixed composition, especially keeping
the mean free path / fixed). It is observed that 7, and the
order parameter A4 fend to vanish at a nonuniversal value
of the sheet resistance R- of the order of a few kQ [14-
16], their ratio being roughly constant {151, Following the
early work by Ovchinnikoy [17], the theoretical descrip-
tion of this phenomenon has been discussed by several
authors [18 24]. In Section 2, | will discuss in more detail
the approach taken by Pelzer and myself [22]. A general
overview as well as a discussion of the renormalization
group method and of several controversial questions has
been given recently by Finkel’stein {20].

When reducing the dimensions even more towards
the one-dimensional limit, a further reduction of 7, is ob-
served [25-27] (though the dependence on the width w of
the wire is not always clear) as well as a broadening of the



resistance versus temperature curves. In particular, the resis-
tive transitions seen experimentally in Pb wires [27] can be
reasonably well fitted above T, with the Aslamasov-Larkin
fluctuation contribution to the conductivity, and below 7¢
with the Langer-Ambegackar-McCumber-Halperin contri-
bution arising from thermally activated phase slip processes.
However, below 7%, there are also clear deviations from the
latter which have been interpreted in terms of quantum phase
slip processes [28, 29].

In Section 3, I will review a different topic, namely per-
sistent currents in mesoscopic rings. Persistent currents in
normal metal rings have been observed recently in three
beautiful experiments [30-32], and considerable theoretical
efforts have been devoted to this problem [33-42]. Below 1
will describe some of the results Ambegaokar and I [43] ob-
tained recently for the nonlinear (diamagnetic) response of
superconducting rings above T, and i particular discuss a
situation in which a crossover between “persistent” currents
above T, {which can be either diamagnetic or paramagnetic,
depending on the impurity configuration) to diamagnetic su-
percurrents close to T; should be observable. Experiments
on the nonlocal paraconductance of small superconducting
rings are discussed by Goldman [44] in these proceedings.

2. From bulk to film

About 20 years ago, Ovchinnikov [17] calculated the shift
37, = Te(d™") — T.(0) of a homogeneous film of thickness
dintheregime ! < d < &, where & ~ (z.:pf,f?})m denotes
the zero temperature coherence length. Typical values, ap-
plicable to the experiments, are { ~ 5 A and & ~ 100 A.
The main contribution arises from fluctuations of the scalar
potential, i.e. the Coulomb interaction, with the result

8. 1 Ra,5( &
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provided the logarithm is much larger than one. Here Ry =
{od)™" is the sheet resistance, o = 2.4 4D denotes the
Drude conductivity and Ry = h/4¢” the quantum of the rc-
sistance. Note that the appearance of d in the logarithm is
due to the calculation of difference quantities, 7;"™ minus
729% a point discussed in detail in Ref [22]. Inserting typ-
ical parameters as well as putting d ~ / in the logarithm of
the above equation [18] corresponds surprisingly well with
the data [14]. However, 1 wish to point out that for 4 ap-
proaching £y, the above asymptotic result as well as general
considerations predict a slower than linear initial decrease
(see also below) of 7. versus &', in particular for & > &,
which, however, might be difficult to resolve experimentally.

In order to extend the above result to higher Ro,
Finkel'stein has developed a renormalization group ap-
proach which shows that the 7.-degradation slows down
with increasing R-. His results led to a perfect agreement
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Fig. 1. Suppression of the critical temnperature T¢ in homogeneous
films. The experimental data are from Refs. [14], the solid line is
the theoretical fit given by Finkel'stein [19]. Adapted from Refs.
[19, 20}

with the experimental data, as is apparent from Fig. 1, with
only one fitting parameter, In(1/77.) ~ 8, where 1 is the
elastic scattering time (I = vp7).

In order to devclop an alternative approach, Pelzer and 1
[22] formulated the problem in terms of a path inmegral de-
scription of the theory. Starting from a Hamiltonian which
includes the pairing as well as the Coulomb interaction,
we represented the interactions by fluctuating fields (the
complex order parameter field 4 and the scalar potential
¢) and constructed the appropriate thermodynamic poten-
tial through a Legendre transformation. From this potential
{which we denoted by I'), we denived the gap equation by
differentiation. In the saddle point approximation for I', the
BCS expressions are recovered, but fluctuation corrections
{one-loop approximation) have also been calculated (with
some numerical effort). Thus, our approach is basically sim-
ilar to that of Ovchinnikov.

We evaluated the resulting expressions close to T: to
calculate the suppression of the critical temperature, and
for low temperatures to determine the order parameter sup-
pression. Though the dominant contributions arise from
the range 7. < #im < hDg’ < kD/d*, ic. from short-
wavclength quantum fluctuations, the quantitative analysis,
which we have performed self-consistently for various
interactton strengths and the Coulomb interaction, shows
differences in detail in the behavior of 7, versus A. Close to
7., an important point is that a consistent treatment of phase
and potential fluctuations, as in our approach, does not lead
to a long-wavelength singularity in the results, a fact which
was also discussed in detail recently by Finkel’stein [20]. In
other words, though several of the relevant diagrams are di-
vergent for g — 0, this singularity is cancelled out when all
diagrams of a certain class are included [23]. This also im-
plies that there is practically no differcnce between a strong
local interaction and the Coulomb interaction ¥, = 2nd/y.

The latter, however, does not apply for the zero-
temperature order parameter degradation; There we found
a significant contribution from the regime which is domi-
nated by the collective mode, w ~ ¢'2, which leads to a
considerably stronger 4- than 7.-reduction. Some of our
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Fig. 2. Critical temperature {continuous lines ) and zero-temperature
order parameter {dashed lines), normalized to their bulk values,
respectively, versus sheet resistance in units of Ry — h/4e%. (a) In-
termediate strength local interaction, 2¢? 4o ¥p = 1; (b) Coulomb
interaction, ¥, = 2nd/g. Adapted from Ref, [22].

results are given in Fig. 2, where T; and 4, in units of their
respective bulk values, are plotted versus p = R/Ro. It
should be noted that our results do not confirm the slowing
down of the 7.-reduction which is apparent in Fig. 1 with
inereasing p, though | suspect that both approaches become
questionable close to the point where superconductivity
actually disappears.

Qur results have been confirmed, close to the critical tem-
perature, i detail [23,45] with the diagrammatic method.
In addition, it has been possible to include a magnetic field
[23] and hence to determine the upper critical field, H.{7).
Some results for the perpendicular case are shown in Fig. 3.
It has been found that the electron—clectron interaction in the
Cooper channel mainly affects the slope of Hao(7) versus T
near T, but in addition the clectron—¢lectron interaction in
the diffusion channel, for large enough p, may lead to a pos-
itive curvature (see Fig. 3). From this result it can be inter-
preted that a magnetic field tends to reduce the magnitude of
the 7:-degradation in comparison with the zero-field case.

To the best of my knowledge, a detailed theory of the
additional degradation of the eritical temperature [25] when
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Fig. 3. The caluclated temperature dependences of the upper (per-
pendicular) critical field of a thin superconducting film, normal-
ized to unit slope near T, (a) BCS dirty limit universal curve;
(b) p = 0.2; (¢} p =04 {p = Ry/Re). Adapted from Ref. [23].

reducing the wire width w, at fixed thickness (experimentally
{251 87, ~ —w ™2} is not available at present. As discussed
above, results based on the long-wavelength singularity of
some of the diagrams [21] are erroneous.

3. Mesoscopic rings

In this section, 1 consider a mesoscopic metal ring in an
external magnetic field for the idealized situation where the
width is small compared to the perimeter L, so that the ring is
quasi-one-dimensional. Without magnetic field penetration,
the energy and the appropriate thermodynamic potential de-
pend only on the magnetic flux ©. As the persistent current
H{#)} is an equilibrium quantity, it can be calculated as the
negative of the flux derivative of the potential. Furthermore,
excluding paramagnetic impurities [46], the persistent cur-
rent has the expansion

I =31, sin(2mnd/d,) . (2)

ne=d

where @y = #/e. As in other mesoscopic phenomena (recall
the “universal conductance fluctuations™), the persistent cur-
rent and its Fournier cocflicients {1, } arc stochastic quantitics,
varying from sample to sample. Theoretically, the persis-
tent current is characterized when all correlation functions
are known [41,42], Here I concentrate on the theoretical re-
sults for the average current and the two-point correlator,
which should be compared with the experimental observa-
tions, Refs. [30] and [31], respectively. Estimates of higher
correlation functions are given in Refs, [41,42].

The characteristic energy scales in the problem are the
average level spacing & = (.'97")™", the Thouless energy
E. = hD/L*, the average level spacing of an exactly (one
transverse channel) one-dimensional ring ¢, = hes/L (note
that & ~ 8;/M, where M is the number of transverse chan-
nels} and, for superconducting metals, the critical temper-
ature T;. Typically 0 € £, <4y, and the temperature has to
be of the order of £; or lower to make the normal metal
persistent currents observable.

3.1, Average persisient current

It is generally agreed that, on average (over samples and
hence impurity configurations), the odd harmonics in expan-
sion (2} vanish. Furthermore, for noninteracting electrons,
it has been found [36-38] that {f2.} ~ §/dy, independent
of m, which implies at zero temperature the necessity for
different techniques [39, 40] or, at least, the phenomenolog-
ical introduction of a finite pair-breaking parameter (of or-
der §) in the perturbative expressions of Refs. [36-38] in
the regime of small flux. As a result, the zero-temperature
maximum persistent current, at @ ~ (8/E.)!” &y, is of the
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Fig. 4. Typical contribution to the grand potential which, when
summing all orders, leads to Eq. (3). The wavy lines denote the
attractive interaction, which is chosen to be frequency independent;
dashed lines denote standard impurity connections,

order of (8 £.)"*/®,. But at temperatures which can be rea-
sonably achieved experimentally, 7 ~ £ {(~ 10 mK), only
the m = 1 contribution survives [34].

The calculation of the interaction contribution to the av-
erage grand potential, and hence the persistent current, is
formally identical in normal metals [34, 35] and in super-
conductors above T, (see also Refs. [47,48]). The result for
the average potential which, for example, can be found by
summing diagrams of the form shown in Fig. 4, or equiva-
lently by the path integral methods briefly described in the
previous section, is [43]

(=T In€(w.q), (3)
@

where &{¢, g} denote the eigenvalues of the pair propagator
and » the Matsubara {Bose) frequencies. The wave vector
has to be taken one-dimensional, and in the presence of a
magnetic flux is given by

-7 (%) g

with $¢ = h/2e. Ambegaokar and I [43] evaluated expres-
sion (3) for two cases: (A) I. <« E and (B) E, ~ T. 7.
We found that in case A, apart from the expected opposite
sign, the current to a very good approximation is given by
our first order result [34], with the dimensionless coupling
constant replaced by ~ [In(£./7.)]~". Explicit results for
the first two (nonvanishing) harmonics are given in Fig. 5.
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Fig. 5. First and second (nonvanishing) harmonics of the average
interaction induced persistent current in units of /* = 8F./P¢ for
T./E: = 1073 (¢ = h/2e, Ec = AD/L?). Adapted from Ref. [43).
Note that m = 1 and m = 2 correspond to the period @¢ and &/2,
respectively.
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Fig. 6. First and second harmonics of the average interaction in-
duced persistent current for the case 7. = 3E.. Note that both
curves reach 3n/2 = 4.71 as 7 — 7,7 Adapted from Ref. {43}

Results for case B, on the other hand, are shown in Fig. 6.
In particular, close to the critical temperature, the classical
{zero frequency) contribution dominates, with the result

) = - ep (<), (5)

where { is the temperature dependent coherence length.
From this expression, the average persistent current is easily
determined in closed form [43]. Note that essentially only
those harmonics contribute for which ¢ > mL,

3.2. Fluctuations of the persistent current

In order to determine the current—current correlation, it is
easiest to consider (N )Y D')). and deduce (DU (P ).
by differentiation. A typical diagram is similar to that shown
in Fig. 4, except that the wavy lines have to be removed.
The corresponding diffuson contribution has to be added.
Omitting unimportant terms, the result (see for example,
Ref. [42] for a detsiled description of the intermediate
steps) is
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Q). = ~Q2T/m) Y ol In(jw| = Dq’), (6)

.G

where the arguments were suppressed for brevity. Here

q-gg(nm@:t@> (7}

L by

for the cooperon and the diffuson contribution, respectively.
Note that the logarithm in Eq. (6) appears because of the
symmetry of the diagrams, Clearly, {QQ)c ~ E for the
flux dependent part at low temperatures, and hence {(/f}. ~
(Ec/® ), ie. .

(I~ erplil® (8)

Note, however, that the theoretical results for the grerage
and for the fluctuations are too small to explain the exper-
imental observations, Refs. [30] and [31], respectively.

In order to understand at least the second experiment [31]
which indicated that (1), ~ ewr/L, Schmid and 1 [42] con-
sidered the electron—electron interaction, which we argued
should break the symmetry of the relevant diagrams and
lead to a result close to experiment. But these arguments
were criticized immediately [41], with the conclusion that
the Coulomb interaction only gives a renormalization of the
mean free path in Eq. (8) (and, in any case, / has to be
taken from the experiment). Thus, at present, this problem
is open, and for the following discussion, | assume that the
result (8) is valid.

3.3, Discussion

Finally, 1 would like to discuss a situation which would
be ideal for seeing both effects, “normal™ persistent currents
as well as diamagnetic supercurrents.

Consider an experiment on a single, mesoscopic super-
conducting ring, for which the parameters arc such that 7, ~
E.. Given the present microfabrication technology, rings
with 4 perimeter of a foew pm, transverse dimensions of a few
hundred A and a mean free path of the same order of mag-
nitude are experimentally achievable. This implies that £, is
a few ten mK. The scale for the temperature dependence of
the normal persistent current is also set by £, so | may con-
centrate on the first harmonic. But note that in a single ring
experiment, it can be of either sign, depending on the actual
impurity configuration. Furthermore, if 7, ~ £, the diamag-
netic current induced by superconducting fluctuations, Eq.
(5), is of the same order of magnitude, but of course the flux
periodicity is given by @¢ -« ®p/2. Note that the exponent
in Eq. (5) can also be written as L/¢ ~ (T./E.)""” except for
the temperature dependence of the coherence length.

I would therefore expeet that, for this situation, an exper-
iment should, at 7 ~ 27, show both phenomena, “normal”
persistent currents {period @5) as well as diamagnetic su-
percurrents {period €i¢ ), the latter of course becoming morce

pronounced when the critical temperature is approached. An
experiment of this type would be most valuable and defi-
nitely be of great help in our understanding of these phe-
nomena. Of course, if the experimental result for single rings
[31] can be confirmed, the persistent current will be dom-
inated by the “normal” effect except for temperatures ex-
tremely close 1o the critical temperature,
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