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Abstract— We consider the development, analysis, and parallel implementation of domain decomposition tech-
niques on nonmatching grids, also known as the mortar element approach, for the numerical solution of elliptic
boundary value problems. The methods are based on a macro-hybrid variational formulation with respect to a non-
overlapping decomposition of the computational domain. They feature multilevel block preconditioned Lanczos
type algorithms for the efficient iterative solution and efficient and reliable hierarchical type a posteriori error
estimators for adaptive local grid refinement. Aspects of parallelization such as load balancing are also addressed
in some detail. Numerical results are given to illustrate the asymptotically optimal computational complexity and
parallel efficiency of the solvers as well as the effectivity of the a posteriori error estimators.
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1. INTRODUCTION

The current research activities in the numerical solution of partial differential equations are
largely determined by three important issues:� adaptive local grid refinement/coarsening by the efficient and reliable a posteriori error

estimators to keep the number of unknowns as low as possible according to a prespecified
tolerance,� development of efficient iterative solvers by domain decomposition techniques and/or
multilevel methods to achieve optimal or suboptimal complexity in terms of the number
of arithmetic operations,� parallelization of the algorithms and their implementation on multiprocessor machines,
taking into account the appropriate load balancing and keeping communication costs at
a low level.

Among the most powerful iterative solvers meeting the above requirements, domain decom-
position methods have aroused considerable interest in the past decade. Originating from
Schwarz, early work [39] more than a century ago, which is related to the study of harmonic
functions in complex-shaped domains, these techniques have experienced an extensive growth
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since the late seventies of this century in the need for appropriate parallel computing platforms.
Actually, the scope of methodology ranges from the theory of partial differential and integral
equations, numerical mathematics, and parallel computation to the mathematical modeling and
numerical simulation of complex technological processes (cf., e.g. [1–4, 11–14, 16, 17, 20–
22, 24, 28, 29–32, 38, 40, 42–45]). A new powerful approach in this class of methods has
recently been provided, which has become known as domain decomposition on nonmatching
grids (cf. [1–4, 11–13, 16, 21, 22, 28–30, 38, 42–45]). This approach stems from the macro-
hybrid formulations of differential problems with Lagrange multipliers at the interfaces of the
subdomains. The finite element discretization of the macro-hybrid formulation results in large
scale algebraic systems in saddle point form with special block-structured matrices. Efficient
iterative methods for the solution of these algebraic systems based on multilevel substructuring
with a special coarse grid have recently been developed (cf., e.g. [3, 29]). These techniques are
highly amenable to parallelization so that the algorithms have been designed for implementa-
tion on parallel machines. On the other hand, as far as self-adaptive discretization techniques
are concerned, substantial progress has been made in the past twenty years. Emphasis on a pos-
teriori error estimators such that do provide both local and global information on the error of
the numerical solution and can be cheaply computed by the available numerical approximation
and the data of the problem (cf., e.g. [5–10, 19, 23, 26, 27, 34, 41]). The most common error
estimators are residual based estimators arising from an appropriate evaluation of the residual
of the computed approximation, hierarchical estimators that can be derived by approximating
the error equation, using higher order finite element spaces combined with suitable localization
by hierarchical splittings of these higher order spaces, estimators based on the solution of lo-
cal low-dimensional subproblems, and estimators obtained by local extrapolation or averaging
methods. Although a posteriori error estimation is the familiar tool in the finite element ap-
proximation of partial differential equations, little has been done in the framework of domain
decomposition methods.

In this paper, we deal with the development, analysis, and parallel implementation of adap-
tive mortar finite element approximations of linear elliptic boundary value problems in the form�div(�ru) + "u = f in 
u = 0 on �0 (1.1)n � �ru = g on �1
under the usual assumptions on the data �; "; and f; g; where 
 � Rd ; d = 2 or d = 3, is a
bounded polygonal resp. polyhedral domain and n stands for the outward unit normal vector
on �1. Here �0 is a closed subset of d
 with nonzero measure, and �1 = d
 n �0. Then, (1.1)
has a unique weak solution.

The paper is organized as follows. In Section 2 we give a very brief outline of the mortar
finite element method with Lagrange multipliers. In Section 3 we present the efficient and
reliable hierarchical type of a posteriori error estimator that is specially designed for the mortar
approach. In Section 4 we give block-structured multilevel preconditioners for the saddle point
problem arising from the discretization and discuss parallel implementation aspects. Finally
in Section 5 we present the results of numerical computations with emphasis on asymptotic
optimality and parallel efficiency.

2. MORTAR ELEMENT METHODWITH LAGRANGEMULTIPLIERS

For the numerical solution of the given elliptic boundary value problem (1.1) we consider the
macro-hybrid P1 finite element method with respect to a decomposition of the computational
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domain 
 � Rd into m nonoverlapping polygonal resp. polyhedral subdomains 
i ; 1 � i �m, i.e. �
 = [mi=1 �
i ; 
i \ 
j = ; ; 1 � i 6= j � m. We assume this decomposition to be
geometrically conforming, i.e. if ��ij = �
i\ �
j 6= ; ; i 6= j, then ��ij is either a common vertex
or a common edge resp. a common face of 
i and 
j . We refer toS := [ f ��ij : j �ij j6= 0 ; 1 � i 6= j � m g (2.1)

as the skeleton of decomposition. We further decompose the skeletonS = K[k=1 �k = K[k=1 ��k (2.2)

into the so-called mortars k and non-mortars �k, 1 � k � K, where each mortar is the entire
open edge resp. face of two adjacent subdomains 
M(k) and 
 �M(k) ; 1 �M(k) 6= �M(k) � m,
i.e. k = �M(k); �M(k). The non-mortars �k denote the corresponding opposite side of the mortarsk. Choosing H1=2(�k) as the trace space of H1(
 �M(k)) on �k, we introduceV := mYi=1H1(
i) ; � := KYk=1H�1=2(�k) :
Then, the macro-hybrid primal variational formulation of (1.1) reads:
Find (u; �) 2 V � � such thata(u; v) + b(�; v) = l(v) ; v 2 Vb(�; u) = 0 ; � 2 � : (2.3)

Here the bilinear forms a(�; �) : V � V ! R ; b(�; �) : � � V ! R and the functionall(�) : V ! R are given bya(v; w) := mXi=1 ai(v; w) ; ai(v; w) := Z
i[ �r v � r w + " v w ] dxb(�; v) := KXk=1 bk(�; v) ; bk(�; v) := h�; [v]Ji�kl(v) := mXi=1 Z
i f v dx
where [v]J j�k := vj
 �M(k) � vj
M(k) , and h�; �i�k refers to dual pairing between H�1=2(�k) andH1=2(�k).

We assume that (T (l)i )l2N0 are regular locally quasiuniform nested sequences of simplicial
triangulations of 
i ; 1 � i � m. Furthermore, we refer to Nl := [mi=1N (l)i and El := [mi=1E (l)i
as the sets of vertices and edges of Tl = [mi=1T (l)i , respectively. The diameter of a simplex� 2 Tl and the length of an edge e 2 El are denoted by h� and he, respectively. The regularity
of the sequence impliesc he � h� � C he ; e � @� ; � 2 T (l)i ; 1 � i � m
with constants 0 < c < C independent of l. We note that any adaptively generated nested
sequence (T (l)i )l2N0 ; 1 � i � m, following the refinement rules of [7] or [8], satisfies the
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properties of regularity and local quasiuniformity. The macro-hybrid approach allows us to
choose the simplicial triangulations T (l)i of the subdomains 
i independently of one another so
that typically nonconforming nodal points arise at the common interface between the adjacent
subdomains (see Fig. 1).

The left pattern in Fig. 1 is typical of boundary value problems with discontinuous coeffi-
cients, whereas the right pattern occurs naturally in time dependent problems and on sliding
meshes. T (l)i �ij T (l)j T (l)i �ij T (l)j

hi � hj hi � hj
Figure 1. Nonmatching triangulations T (l)i and T (l)j .

We denote by Vn(T (l)i ) the space of Pn conforming finite elements on 
i associated with
the triangulation T (l)i and satisfying homogeneous boundary conditions on �0 \ @
i. For
discretization we use piecewise linear finite elements n = 1. We refer to Wn(�k) as the trace
of Vn(T (l)�M(k)) on �k ; 1 � k � K. Note that the trace spaces of Vn(T (l)�M(k)) and Vn(T (l)M(k))
restricted by �k are not generally the same. The discrete Lagrange multiplier space �n(�k) is
the corresponding subspace ofWn(�k) of co-dimension n@�k ;where n@�k is the number of nodal
points on @�k. The Lagrange multiplier space in 2D is defined on the non-mortar side �k by�n(�k) := nv 2 C(�k) j vje 2 Pn(e); e 2 E (l)�M(k) \ �k;vje 2 Pn�1(e); if e has an endpoint of �ko
where the 1D triangulation on �k is inherited from the triangulation T (l)�M(k) on 
 �M(k). For the
construction of �n(�k) in the 3D case see, e.g. [2, 12].

Setting Vn := mYi=1Vn(T (l)i ) ; �n := KYk=1�n(�k)
the mortar finite element approximation of (1.1) requires the computation of (un; �n) 2 Vn��n
such that a(un; vn) + b(�n; vn) = l(vn) ; vn 2 Vnb(�n; un) = 0 ; �n 2 �n : (2.4)

In the sequel we denote by c; C generic positive constants independent of the refinement
level l, and by A � B spectral equivalence between the matrices A and B or proportionality
between values A and B.
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3. HIERARCHICAL BASIS ERROR ESTIMATOR

In this section, we consider the efficient and reliable a posteriori error estimator that is cheaply
computable by its elementwise contributions and provides lower and upper bounds for the
discretization error. Here we use a hierarchical basis estimator based on the appropriate higher
order space and restrict ourselves to the 2D case. We note that the concept of error estimator of
this type is given in [9, 19] for conforming discretizations. It is further developed and analysed
for more general discretization schemes like mixed or nonconforming methods in [10, 26, 27].
We refer the reader to [41] for an overview and additional references. The starting point for
hierarchical basis error estimators is generally a saturation assumption. However it can often be
shown that the contributions are locally equivalent to those of a residual based a posteriori error
estimator up to higher order terms. Thus the saturation assumption can be removed [27, 34].

The hierarchical basis estimator can be derived in the framework of the nonconforming
formulation or the equivalent saddle point problem. An estimator for both variables (u; �)
or only for the weak solution u can be given. Here we follow the concept proposed in [19],
and the a posteriori error estimator is based on the saddle point problem. We refer the reader
to [21, 28, 44] for the hierarchical basis type error estimator obtained by solving Neumann
boundary problems on the subdomains. In this case the boundary data is given by the discrete
Lagrange multiplier and a measure for nonconformity at the interface is taken into account.

It is known that the error jjju� unjjj2 + k� � �nk2L is of order O(h2n) if the weak solutionu of (1.1) and � := n � �ru are regular enough, and the discrete Babu ska-Brezzi condition is
satisfied [11, 13, 44]. Here, jjjvjjj2 := a (v; v) is the energy norm, and k � kL denotes the mesh
dependent weighted L2-norm defined bykvk2L := Xe2El\Se�non�mortar side he
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and is the solution of the saddle point problem:a (u2 � u1; v) + b (�2 � �1; v) = r1(v); v 2 V2b (�; u2 � u1) = r2(v); � 2 �2: (3.5)

Here, the residuals r1(�) and r2(�) are given by r1(v) := (f; v)0 � a (u1; v) � b (�1; v) andr2(�) := �b (�; u1). We recall that (u1; �1) stands for the solution of the saddle point prob-
lem (2.4), where n = 1. Then it is easy to see that r1(v) = 0 for v 2 V1 and r2(�) = 0 for� 2 �1. The solution of (3.5) provides the upper and lower bounds for the true error, however
it cannot be obtained by solving low dimensional local problems. Thus, in order to obtain a
good a posteriori error estimator we have to consider a modified saddle point problem whose
solution can be easily obtained and is equivalent to the solution of (3.5) at the same time.

In order to introduce simplified bilinear forms ~a(�; �) and ~b(�; �) we consider the two-level
hierarchical splittings which provide direct decompositions of the discrete spaces V2 ��2. ForV2 we have: V2 = V1 � V̂2; V̂2 := mMi=1 Me2E(l)i n�0 spanf�eg
where �e, e 2 E (l)i in 
i denotes the quadratic bubble function associated with the midpoint ofe. For the Lagrange multiplier space we use the same type of decomposition�2 = �1 � �̂2; �̂2 := Me2El\Se�non�mortar side spanf	eg:
Here, 	e is the one-dimensional quadratic bubble function associated with e if e has no endpoint
on the non-mortar side �k. Otherwise 	e is a linear hat function associated with the endpoint
(see Fig. 2).

Figure 2. Nodal basis functions of V1 (left) and V̂2 (right).

We consider the modified bilinear forms based on this splitting:â(v; w):=a (v1; w1) + a (v2; w2) ; v := v1 + v2; w := w1 + w2; v1; w1 2 V1; v2; w2 2 V̂2b̂(�; w):=b (�1; w1) + b (�2; w2) ; � := �1 + �2; �1 2 �1; �2 2 �̂2
and replace (3.5) by:
Find (ue; �e) 2 V2 � �2 such thatâ (ue; v) + b̂ (�e; v) = r1(v); v 2 V2b̂ (�; ue) = r2(v); � 2 �2: (3.6)

By definition the proposed two-level splitting is orthogonal to the bilinear forms â(�; �) andb̂(�; �). Then it is easy to see that the solution (ue; �e) of (3.6) is in the subspace V̂2 � �̂2 and is
the solution of the saddle point problem on the hierarchical surplus space:
Find (ue; �e) 2 V̂2 � �̂2 such thata (ue; v) + b (�e; v) = r1(v); v 2 V̂2b (�; ue) = r2(v); � 2 �̂2: (3.7)
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At the next step we show that the solution of the variational problem (3.5) can be replaced
by that of (3.6), and (ue; �e) still yields the upper and lower bounds of the error. The main
tools to prove the equivalence of the saddle point problems (3.5) and (3.7) are the strengthened
Cauchy-Schwarz inequality and the discrete Babu ska-Brezzi condition. Herewe use the mesh
dependent norm k � kL for the Lagrange multiplier (see the definition (3.1)). Associated withk � kL is the weighted bilinear form (�; �)L which is defined by(�; �)L := Xe2El\Se�non�mortar side he
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Proof. The proof is based on Lemmas 3.1, 3.2, and 3.3. By (3.4) it is sufficient to show the
equivalence of jjjuejjj2 + k�ek2L and jjju2 � u1jjj2 + k�2 � �1k2L. Here we summarize the proof
given in [44].

The lower bound is established by the stability of the saddle point problem (3.7), the conti-
nuity of the bilinear form b (�; �), and Lemma 3.3c(jjjuejjj2 + k�ek2L)1=2 � supv2V̂2jjjvjjj�1 (a (ue; v) + b (�e; v)) + sup�2�̂2k�kL�1 b (�; ue)= supv2V̂2jjjvjjj�1 r1(v) + sup�2�̂2k�kL�1 r2(�)= supv2V̂2jjjvjjj�1 (a (u2 � u1; v) + b (�2 � �1; v)) + sup�2�̂2k�kL�1 b (�; u2 � u1)� (1 + CJ)jjju2 � u1jjj+ Cck�2 � �1kL:
In order to prove the upper bound we also need the strengthened Cauchy-Schwarz inequality.
Let v = v1 + v2 and � = �1 + �2, with v1 2 V1, v2 2 V̂2 and �1 2 �1, �2 2 �̂2, respectively.
Then,c(jjju2 � u1jjj2 + k�2 � �1k2L)1=2 � supv2V2jjjvjjj�1 (a (u2 � u1; v) + b (�2 � �1; v))+ sup�2�2k�kL�1 b (�; u2 � u1) = supv2V2jjjvjjj�1 r1(v) + sup�2�2k�kL�1 r2(�) = supv2V2jjjvjjj�1 r1(v2)+ sup�2�2k�kL�1 r2(�2) = supv2V2jjjvjjj�1 (a (ue; v2) + b (�e; v2)) + sup�2�2k�kL�1 b (�2; ue)� (jjjuejjj+ Cck�ekL) supv2V2jjjvjjj�1 jjjv2jjj+ Ccjjjuejjj sup�2�2k�kL�1 k�2kL� 0@ 1
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and the coefficients ~e are given by (3.8). The coefficients associated with the internal edges of
the subdomains and with �0 can be obtained by the formula~e = r1(�e)



232 R. Hoppe, Yu. Iliash, Yu. Kuznetsov, Yu. Vassilevski, and B. Wohlmutha(u; v) and the functional l(v), respectively. In the sequel we restrict ourselves to piecewise
linear finite elements (n = 1) and drop the subscript n.

In order to solve the linear problem (4.1) we use the generalized Lanczos method with the
preconditioner R̂ = " R̂A 00 R̂� #: (4.2)

Here the symmetric positive definite matrix R̂A stands for a preconditioner for the subdomain
problems specified by the matrix A, and R̂� for a preconditioner for the interface problem
associated with the matrix BA�1BT .

Lemma 4.1 ([29]). Let the symmetric positive definite matrices R̂A and R̂� be spectrally
equivalent to the matrices A and BA�1BT , respectively, with positive constants c1, c2, c3, c4.
Then the boundaries of the segments [d1; d2], [d3; d4], d1 � d2 < 0 < d3 � d4, that contain the
spectrum of the matrix R̂�1A , A = " A BTB 0 #

, depend only on the values of c1, c2, c3, c4.
Corollary 4.1. Under the above assumption on R̂ the convergence rate of the precondi-

tioned Lanczos method of minimal iterations does not depend on the dimension of the matrixA if it is applied to the problem (4.1).

4.2. Subdomain preconditioner

Before specifying the subdomains preconditioners we briefly discuss the preconditioning of
the first block in (4.1). In general the quality of preconditioning often depends on the shape
of the subdomain. It may be that for some subdomains the real condition numbers of the
preconditioned stiffness matrix are not small enough to provide fast convergence of the Lanczos
method. If this is the case, we introduce a few inner Chebyshev iterations in the first block to
enhance the preconditioning:R̂A=26666664 R̂1;A 0� � �0 R̂m;A

37777775 ; R̂i;A=Ai0@Ii � LiYj=1(Ii � i;jR̂�1i Ai)1A�1 : (4.3)

Here the Chebyshev parameters i;j, j = 1; : : : ; Li, i = 1; : : : ; m, are associated with the
spectrum of R̂�1i Ai, where R̂i stands for the actual preconditioner of Ai, Ii for the identity
matrix.

4.2.1. Preconditioners for singular perturbed operators

Because of (2.4) the ni � ni matrix Ai may be represented asAi = �i �Ai + "iMi
where

�Ai and Mi are the stiffness and mass matrices associated with the triangulation T (l)i ,
respectively. We define the vector w1;i:w1;i = �iei; (Miw1;i; w1;i) = 1; ei = [1 : : : 1]T 2 Rni; �i = 1
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Let Pi = w1;iwT1;i
and Ci be spectrally equivalent to

�Ai + 1
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4.3. Interface preconditioner

We construct the preconditioner R̂� in (4.2) as an approximate inverse (through the inner iter-
ative process with L� Chebyshev parameters) of the matrix ~B ~H ~BT which is spectrally equiva-
lent to the matrix BA�1BT [29]:R̂� = ~B ~H ~BT 0@I� � L�Yj=1(I� � �j ~R�1� ~B ~H ~BT )1A�1 (4.6)

which is the general form of the preconditioner R̂�. Here ~B ~H ~BT is assumed to be spectrally
equivalent to BA�1BT . To provide spectral equivalence of R̂� and BA�1BT , we must choose
the number of Chebyshev iterations L� � p
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We note that P�iM�i are M�i-orthogonal projectors, i = 1; : : : ; m. The spectral decomposition
of the Schur complement for the stiffness matrix

�Ai associated with the elimination of the
internal unknowns results in the lemma.

Lemma 4.4. Let the symmetric positive definite matrix ~Ci be spectrally equivalent to the
matrix

~�Ai + 1
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Theorem 4.1. Let Li, i = 1; : : : ; m, be fixed, and L� � � maxi=1;:::;m�i�1=2, where �i is the
condition number of the matrix ~Ti ~C�1i ~T Ti which depends only on the grid ~T (l)i . Besides suppose
that the diagonal matrix that results from the lumping of the matrixD� is spectrally equivalent
to D�. Then the convergence rate of the preconditioned Lanczos method of minimal iterations
does not depend on ni, �i, "i, di,m. If� mXi=1 ni�=� mXi=1 n�i� > CL�;
the arithmetical complexity of each iteration is of optimal order.

4.3.2. Factorization of the matrix associated with the sparse grid

Due to the shape of subdomains 
i, in some cases the actual condition number of the matrixR̂�1� BA�1BT is large and leads to slow convergence of the Lanczos method. In these cases we
offer the explicit computation of the Schur complement ~B ~A�1 ~BT on the sparse grids ~T (l)i~B ~H ~BT = mXk=1B�i ~Ti ~A�1i ~T Ti BT�i ; ~Ai = �i ~�Ai + "i ~Mi:
To get rid of the �i, "i- and m-dependence of L�, in (4.6) we use the preconditioner ~R� from
(4.8). In the case of 2D triangulations the time and storage requirements are not excessive
since the dimension ~ni of the matrix ~Ai is not very large (in our computation ~ni is hardly larger
than 500). The arithmetical complexity of the factorization of the matrix ~Ai is O(~n3=2i ) [37]
for the regular triangulation ~T (l)i , while multiplication of a vector by the factored matrix costsO(~ni log ~ni), which is almost the optimal estimate. The factorization is performed once and
does not affect the overall computational time. As is seen, given factored matrices ~Ai, we
achieve the arithmetical complexity O(n3=2�i logn�i) = O(n3=4i logni) in the case of quasiuni-
form grids T (l)i to solve the system with R̂�. Thus, we have constructed the fast convergent
method with arithmetical complexity of optimal order for each iteration provided that T (l)i are
quasiuniform 2D triangulations and ~Ai has been factored. In the case of 3D quasiuniform gridsT (l)i the matrix ~Ai may be factored [37] for O(~n2i ) = O(n4=3i ) (ops), while multiplication of a
vector by the factored matrix requires O(~n4=3i ) = O(n8=9i ) (ops), and the combined arithmetical
complexity for solving the system with the preconditioner R̂� is O� mPi=1n19=18i �

.

4.3.3. Parallel implementation aspects

The parallel implementation of the algorithm is based on the following concepts. First, in order
to minimize the communications we duplicate the Lagrange multipliers data in both subdo-
mains sharing the respective interface. This slightly increases the data storage but results in
only one communication operation in the residual computation. The solution procedure for
the system with preconditioner R̂ exploits communications only within the evaluation of the
interface preconditioner R̂�. We use two types of communications, viz. the interface data ex-
change and the coarse mesh problem solution on a root processor for which we gather data and
broadcast the solution. The above implementation is discussed in [1] in greater detail. The
second concept is of great importance in the adaptive parallel computation. The latter results
in large variations of the number of nodes in the subdomains. To overcome the problem of
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load balancing we combine the subdomains to form clusters, each of them corresponding to a
process. We propose the following scheme for the load balance. Given the number of proces-
sors P and the domain decomposition �
 = mSi=1 �
i, execute: allocate (arbitrarily) the subdomain
tasks to P processors; perform preliminary measurements; find the optimal allocation of the
subproblems based on their computed complexity; redistribute the tasks and perform the main
(and cumbersome) computations.

The above scheme for the adaptive parallel solution assumes that a knowledge of the com-
plexity of the tasks is available. In the practical implementation we measure their complexity
in terms of the execution time on each processor. The communication time is supposed to be
negligible as compared to the calculation time and only the arithmetical job has to be balanced.
The structure of the preconditioner implies that the calculations are split into two stages. The
first one is preliminary, it measures the bounds of the spectra for R̂�1i Ai and ~R�1� ~B ~H ~BT to
calculate the Chebyshev iterative parameters i;j; j = 1; : : : ; Li, and �j; j = 1; : : : ; L�. It is
where we measure the complexity of each subproblem. The Lanczos iterative method is the
second stage. It is more time-consuming than the preparation stage. The preparation stage for
2D computations takes 10–20% of the elapsed time for the problem to be solved completely.

Let us assume that the complexity of the subproblems is given by an array of loads Q, which
contains m real numbers q1; q2; : : : ; qm. In order to balance the load on P equal processors we
solve (approximately) the optimization problem: split the array Q into P subsets Pk; k =1; : : : ; P , so that the load balancing value is as close to 1 as possible. We define the load
balancing value as the ratio of the minimal combined load on one processor mink=1;:::;P Qk and the
maximal combined load maxk=1;:::;P Qk. We propose the simple heuristic algorithm for attaining
optimum:

1. Rearrange the array Q to obtain the monotone sequence: qi1 � qi2 � : : : � qim ;
2. Allocate the first P elements of the array to P processors;

3. Set r = P + 1;

4. Allocate the largest rest subproblem to PP : qir 2 PP ;
5. Rearrange the array of processors to obtain the monotone sequence of combined loadsQk: Qk1(Pk1) � Qk2(Pk2) � : : : � QkP (PkP );
6. If r < m, then r = r + 1, goto 4; else stop.

This approach to load balancing is worthwhile under the conditions: communication time
is small as compared to computation time and does not change considerably as the topology
of the links changes; the estimation of the complexity qi for the subproblems takes less time
than computations in the updated allocation of the subproblems; the above heuristic algorithm
contributes significantly to the load balancing value. Actually, this implies m � P . The
alternative algorithm is presented in [1].

As to the technical issues, for completeness we use the Message Passing Interface (MPI)
library. The code is “single program – multiple data” (SPMD) written in Fortran-77 and has
been ported on IBM SP2, Cray T3E, Dec TruCluster.
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5. NUMERICAL EXPERIMENTS

5.1. Evaluation of adaptivity

We consider the diffusion equation �div �ru = f , on the unit square, where the coefficient �
is discontinuous. Here 
 is split into four subdomains 
1 := f(x; y) 2 
 j x < y < 1 � xg,
2 := f(x; y) 2 
 j y < x < 1 � yg, 
3 := f(x; y) 2 
 j x > y > 1 � xg, and
4 := f(x; y) 2 
 j 1�y < x < yg. The coefficient � restricted to the subdomains 
i is given
by the constant �i, 1 � i � 4. The right-hand side f and the Dirichlet boundary conditions are
chosen to match the given exact solution.

The solution u(x; y) = �ir0:1 sin(0:1� + �i) has a singularity at (x; y) = (0:5; 0:5). Herex = r � cos�+ 0:5, y = r � sin�+ 0:5 and � 2 [�
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character of the weak solution. If we compare the true error in Table 1, we find that when the
non-mortar side is associated with the smaller coefficient �, the number of nodes to obtain the
given accuracy is smaller. In this case the efficiency index, the ratio between the estimated and
true errors is between 0:7 and 0:8. If the Lagrange multiplier is defined for � = 161:44, we first
observe the overestimation and then underestimation of the true error.

Table 1.
Efficiency error for the hierarchical error estimator.
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consider the mortar discretization, where the subdomains are chosen by the piecewise constant
coefficients (settings II and III), and conforming P1 and nonconforming Crouzeix-Raviart el-
ements are coupled. This coupling is realized by the piecewise constant Lagrange multipliers
(see [42]). Then we distinguish two different cases. In setting II the Lagrange multiplier space
is defined on the side with � = 10000, whereas in setting III it is taken on the opposite side� = 1. The adaptively refined triangulations after 4 refinement steps are given in Fig. 7.

Setting I Setting II Setting III

Figure 7. Adaptively refined triangulations.

In setting I we obtain the geometrical conforming triangulation due to the refinement rules.
In the subdomain with � = 1 the local contribution of the error estimator requires the adaptive
refinement of the elements. On the other hand, the refinement at the interface in the subdomains
with � = 10000 is a consequence of the refinement rules.

At first glance the situation in setting II is similar to that of setting I. On both sides of the
interface we observe strong adaptive refinement. However this is not enforced by the refinement
rules. In this setting we need the adaptive refinement at the interface in the subdomains with� = 10000 because of the Lagrange multiplier. The discrete Lagrange multiplier is nothing but
the approximation of the flux along the interface and therefore we observe a strong adaptive
refinement on the side with � = 10000. We recall that this corresponds to the side, where the
Lagrange multiplier space is defined.

Finally in setting III we get a sharp interface between the subdomains. In contrast to setting
II, we observe the highly nonconforming triangulation at the interface. The Lagrange multiplier
space is now defined on the side with � = 1 and there is no need to refine on both sides of the
interface.

The following figure shows how crucial the effect of the choice of the Lagrange multiplier
space is. For the given highly nonconforming triangulation, for settings II and III we calculate
the mortar finite element solution.

Triangulation Setting II Setting III

Figure 8. Isolines of the mortar finite element solutions.
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Figure 8 shows that we obtain the incorrect solution in case of setting II. In this case the
consistency error is dominant and the obtained finite element solution is highly discontinuous.

The numerical results indicate that a sharp interface between the strongly refined and almost
unrefined subdomains can only be obtained if the Lagrange multiplier is defined on the side with
smaller coefficient �. Otherwise, if we apply an adaptive refinement strategy controled by the
suitable error estimator, we observe adaptive refinement on both sides of the interface. Or if we
compute the mortar finite element solution on the given highly nonconforming triangulation,
we obtain a poor finite element approximation and the consistency error is dominant.

5.2. Evaluation of the algebraic solver

5.2.1. Test problem

As a test problem, we choose the potential flow model which describes the steady inviscid
irrotational incompressible flow of an ideal gas around the profile �S:�u = 0 in 
 (5.1)n � ru = g on @

where u is the velocity potential, @
 = �S [ �1, �1 is the boundary of a large square con-
taining �S and approximating “infinity”, g = 0 on �S , g = (n � v1) on �1, v1 is the speed of
the flow at infinity. We present here the simplest system for the nonlifting flow. In the case of
lifting flows the potential u is assumed to have a constant unknown jump across an artificial slit
drawn from �S to �1, and the system (5.1) is completed with the Kutta-Joukowski condition
[36]. Then the solution procedure is to solve two Poisson equations with different right-hand
sides.

For the profile �S with curved boundary we use the quasihierarchical grids to approximate
(5.1) with the second-order local mesh size, and the hierarchical grids to construct the precon-
ditioner R̂. The quasihierarchical grid is obtained from the hierarchical one by shifting all the
boundary nodes approximating the profile �S onto �S , at each level of the refinement. If this
shifting does not produce degenerate triangles, the stiffness matrices on the hierarchical and
quasihierarchical grids are evidently spectrally equivalent and the preconditioning on the hier-
archical grids makes sense. In order to obtain positive definite matrices in the subdomains we
perturb the Laplace operator by "I , where " > 0 is small. By the theory of the solver this does
not affect the convergence of the iterative process.

5.2.2. Parallel scalability

In order to present the parallel performance of the algorithm we distinguish two settings. The
first one exhibits the parallel properties of the method when the number of nodes in each subdo-
main is the same and the load balance is perfect. In order to have the same number of nodes ni
in 
i, we refine each “coarse” triangle uniformly p� 1 times into 4 equal “finer” ones starting
from the triangle-subdomain. (In the 3D case we sequentially split each tetrahedron into 8 te-
trahedra, which produces three different similarity classes of tetrahedra and preserves the shape
regularity.) In order to simulate nonmatching grids we displace the nodes at the interfaces �ij ,
randomly shifting them along �ij from their original positions. Instead of the BPX precondi-
tioner in the subdomains we use the algebraic multigrid preconditioner [25] on the uniformly
refined grids. We consider the solution of the problem (5.1), where 
 is the complement of the
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profile NACA0012 to a square (an octahedron to a cube in 3D) and is partitioned into 56 (116
in 3D) subdomains (see Fig. 9).

56 subdomains 116 subdomains

Figure 9. Decomposition into subdomains.

In Tables 2, 3 we show the execution time of Lanczos iterations to reduce the initial Eu-
clidean norm of the residual by a factor of 106, measured on different numbers of processors of
IBM SP2 and Cray T3E, respectively. The reader is referred to the next section for details.

Table 2.
Execution time of Lanczos iterations (sec), and the speed-up with respect to 7 processors for
2D uniformly refined grids on a IBM SP2.
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decomposition into 119 subdomains is shown in Fig. 10. The initial grid is a quasiuniform one
with mesh size h�;i = di=7. The adaptive refinement is performed by the bisection algorithm
[7], and the BPX preconditioner is used in the subdomains. At the third step of the adaptive
procedure max�2T (k)i h�= min�2T (k)i h� is as much as 500. The initial and adaptive grids are shown in

Fig. 11.

Figure 10. Domain decomposition, 119 subdomains.

Figure 11. The first and third adaptation step grids.

In Table 4 we exhibit the execution time of the Lanczos iterations applied to two problems
with different right-hand sides, on a different number of processors of IBM SP2. The residual
was reduced by a factor of 105.

If we compare the data in Table 4 and Table 3 we see that when m � P , the speed-up
in the adaptive computation is comparable with that in the 2D computation with perfect load
balance and roughly the same number of nodes. The case P = 48 illustrates deterioration of the
parallel performance in the adaptive computation. The reason is the inefficient load balance.
We motivate it by the data in Table 5, where we show the load balancing value defined as the
ratio of the minimal combined load on one processor mini=1;:::;P Qi and the maximal combined
load maxi=1;:::;P Qi, obtained before and after the reallocation of the tasks. We see that even at the
first step with quasi-uniform grids in the subdomains the reallocation significantly improves
the load balance. At the second step of adaptation the load balance drops dramatically without
reallocation, while at the third step the deterioration is not as strong due to the reallocation from
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the previous step. Further, whatever the adaptive step is, the subtasks reallocation works well
for m=P � 1 and loses its efficiency for small values of m=P .

Table 4.
Execution time of Lanczos iterations (sec), and the speed-up with respect to 6 pro-
cessors for 2D adaptively refined grids on a IBM SP2.
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Table 6.
The number of iterations, execution time tex, and arithmetical
scalability for 3D uniformly refined grids on 56 processors of
Cray T3E.
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Table 8.
The number of iterations for two Poisson equations, exe-
cution time tex, and arithmetical scalability for 2D adap-
tively refined grids on 6 processors of a IBM SP2.
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