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Abstract. The problem of an energy dissipation optimization in a con-
ductive electromagnetic media is considered. The domain is known a
priori and is fixed throughout the optimization process. We apply a
perturbed and damped interior–point Newton method for the primal–
dual formulation of the nonlinear programming problem. Nonnegative
slack variables are added to the inequality constraints in the optimization
problem. Computational results concerning a two–dimensional isotropic
system are included.

                                                              
                                                 

                                           

1 Introduction

Computation of electromagnetic fields in various settings, analysis and different
approaches for the spatial discretization of the Maxwell equations have been a
subject of intense research in the last decade, see, e.g., [2,7,10]. In this paper we
consider problems concerning topology optimization in electromagnetic media.
For a general overview on the field of structural optimization and topology de-
sign, we refer to [3]. We are looking for an optimal distribution of conductivity
in a fixed geometrical configuration.

Let Ω ⊂ R3 be a domain occupied by a conductor with a conductivity σ > 0.
The rest of the space is vacuum. To simplify the presentation, we consider the
stationary case, i.e., constant currents are available in the conductor (div J = 0).
In this case the Maxwell equations read:

curlE = −∂tB, curlH = J, divD = ρ, divB = 0, (1)
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supplemented by the following material laws:

D = εE, B = µH, J = σ E. (2)

Here, the fundamental electromagnetic quantities are the electric field E, the
magnetic induction B, the magnetic field H, the electric induction D, the electric
current density J, and the space charge density ρ. We consider only linear and
isotropic materials, so that the electric permeability ε, the magnetic permeability
µ, and the electric conductivity σ are supposed bounded scalar functions of the
spatial variable x with ε ≥ ε0 > 0, µ ≥ µ0 > 0, and σ > 0. Steep jumps of these
coefficients may occur at material interfaces. One can introduce a scalar electric
potential ϕ and a magnetic vector potential A, so that

E = −gradϕ− ∂tA and B = curlA. (3)

To specify A, which is not uniquely defined, we use the Coulomb gauge, namely,
divA = 0. From (2) and (3) one gets J = σ E = −σgradϕ−σ∂tA, which yields

div J = div (curlH) = 0 = −div (σ gradϕ)− div (σ ∂tA). (4)

Suppose now that σ is piecewise constant, i.e., independent of the spatial variable
x. Then divA = 0 results in div (σ ∂tA) = 0. From (4) we get the following
coupled system of equations for ϕ and A:

div(σ gradϕ) = 0 in Ω, n · σ gradϕ =
{
Iν on Γν ⊂ ∂Ω
0 otherwise (5)

σ ∂tA+ curl (µ−1 curlA) =
{−σgradϕ in Ω

0 in R3\Ω̄ . (6)

Here, the unit normal vector is denoted by n. For the given electric current
densities {Iν} on the boundary Γν ⊂ ∂Ω we impose the compatibility condition∑

ν Iν = 0. The energy dissipation given by the Joule–Lenz law reads as follows:

f(ϕ, σ) :=
∫

Ω

JE dx = −
∫

Ω

J · gradϕdx = −
∫

Ω

div(ϕJ) dx. (7)

Using the Gauss–Ostrogradski formula and the Neumann boundary conditions
from (5) we get the following expression:

f(ϕ, σ) = −
∫

∂Ω

n · Jϕds =
∑

ν

∫
Γν

Iν ϕds. (8)

The remainder of this paper is organized as follows. In Section 2 we introduce
the primal–dual formulation of our nonlinear nonconvex programming problem.
Slack variables are added directly to the optimization problem. In Section 3
we discuss the steplength strategy and give the interior–point algorithm. In the
last section, we include some numerical experiments concerning the conductivity
distribution for a two–dimensional isotropic system.
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2 Primal–Dual Approach

In this section, we formulate the nonlinear nonconvex optimization problem for
a minimization of the energy dissipation given by (8).

min
ϕ,σ

f(ϕ, σ) = min
ϕ,σ

∑
ν

∫
Γν

Iνϕ ds, (9)

subject to the following constraints:

ϕ satisfies (5),∫
Ω

σ dx = C (mass constraint),

σmin ≤ σ ≤ σmax (conductivity box constraint).

(10)

Here, σmin and σmax are a priori given positive limits for the conductivity
and C is a fixed given value. Note that we formulate a constrained optimization
problem, where the differential equation for ϕ (5) is part of the constraints. This
is in contrast to many standard optimization approaches, which would consider
ϕ as a function of the independent variable σ via the differential equation. How-
ever, this simultaneous optimization approach reduces the overall computational
complexity of the resulting optimization algorithm.

We apply the primal–dual interior–point method, originally proposed for lin-
ear programs by [8]. This method has been recently extended to nonlinear pro-
gramming in [1] and started to prove its impressive computational performance
for nonlinear programming, see, e.g., [5,6,12]. We deal with the corresponding
inequality constraints introducing nonnegative slack variables. This variant of
the primal–dual approach has been used, e.g., in [1,9]. After a finite element
discretization of the domain we get the following finite dimensional nonlinear
programming problem:

min
ϕ,σ

f(ϕ,σ), (11)

subject to A(σ)ϕ− b = 0,
g(σ)− C = 0,

σmine− σ + s = 0,
σ − σmaxe+ t = 0,

s ≥ 0,
t ≥ 0, (12)

where A(σ) is the finite element stiffness matrix, b is the discrete load vec-
tor and g(σ) is a discrete approximation of

∫
Ω σ dx. Here, e ∈ RN , e =

(e1, . . . , eN)T , ei = 1, 1 ≤ i ≤ N , and σ, s, t ∈ RN , where N is the number of
finite elements. Note that the lower bound σmin plays a crucial role keeping the
ellipticity of the discrete problem.

The Lagrangian function associated with problem (11)-(12) is:

L(ϕ,σ,λ, η, z,w, s, t,α,β) := f(ϕ,σ) + λT (A(σ)ϕ− b) + η (g(σ)− C)
+ zT (σmine− σ + s) +wT (σ − σmaxe+ t)
− αT s− βT t. (13)

Here, λ, η, z ≥ 0, w ≥ 0 and α ≥ 0, β ≥ 0 are the Lagrange multipliers for
the equality and inequality constraints in (12), respectively. Our purpose is to
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find an isolated (locally unique) local minimum of the problem (11)-(12) under
the assumption that at least one such point exists. We suppose that the standard
conditions for the application of Newton’s method, see, e.g., [4], are satisfied.
Denote by Φ := (ϕ,σ,λ, η, z,w, s, t) the vector of the unknown variables. The
complementarity conditions Z s = 0 and W t = 0 are replaced by the perturbed
complementarity conditions Z s = p e and W t = p e. At each iteration, the
positive parameter p is decreased by a certain amount.

The necessary first–order Karush–Kuhn–Tucker (KKT) optimality condi-
tions lead to the following nonlinear equation:

Fp(Φ) :=




∇ϕL
∇σL
∇λL∇ηL
∇zL
∇wL
∇sL
∇tL




=




∇ϕf +A(σ)T λ

∂σ(λT A(σ)ϕ) + η∇g(σ)− z+w
A(σ)ϕ− b
g(σ)− C

σmine− σ + s
σ − σmaxe+ t

Z s− p e
W t− p e




= 0, (14)

where ∇sL = Z s−p e, ∇tL = W t−p e. The search direction is given by Φ :=
(ϕ,σ,λ,η,z,w,s,t). The update Φ ← Φ + Φ is determined
by the increment Φ computed by using the Newton method for the following
p−dependent system of equations.

F ′
p(Φ)Φ = −Fp(Φ), (15)

where (15) is often referred to as the primal–dual system and solved at each
iteration with a decreasing parameter p. More precisely, (15) is equivalent to:




0 Lϕσ Lϕλ 0 0 0 0 0
Lσϕ Lσσ Lσλ Lση −I I 0 0
Lλϕ Lλσ 0 0 0 0 0 0
0 Lησ 0 0 0 0 0 0
0 −I 0 0 0 0 I 0
0 I 0 0 0 0 0 I
0 0 0 0 S 0 Z 0
0 0 0 0 0 T 0 W







ϕ
σ
λ
η
z
w
s
t




= −




∇ϕL
∇σL
∇λL∇ηL
∇zL
∇wL
∇sL
∇tL




, (16)

where I stands for the identity matrix, S = diag(si), Z = diag(zi), T = diag(ti),
and W = diag(wi) are diagonal matrices. Note that Lλϕ = A(σ) is the stiffness
matrix of the electric potential equation, Lσσ is a diagonal matrix, and Lησ =
∇T g(σ) is just one row vector.

The primal–dual matrix F ′
p(Φ) in (15) is sparse, nonsymmetric, indefinite,

and usually well–conditioned. Our approach is to transform F ′
p(Φ) to a smaller

(so called condensed) matrix, which is inherently ill–conditioned, but the ill–
conditioning should not necessarily be avoided and has no negative consequences.
For detailed discussion, see, e.g., [12]. We eliminate the increments for s and t
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from the 5th and 6th rows of (16), namely,s = σ−∇zL, t = −σ−∇wL.
From the last two rows of (16) we obtain the increments for z and w:

z = S−1(−∇sL − Z (σ −∇zL)) (17)
w = T−1(−∇tL −W (−σ −∇wL)).

Substituting (17) in the second row of (16), we get the following linear system:




0 Lϕσ Lϕλ 0
Lσϕ L̃σσ Lσλ Lση

Lλϕ Lλσ 0 0
0 Lησ 0 0






ϕ
σ
λ
η


 = −



∇ϕL
∇̃σL
∇λL∇ηL


 , (18)

where L̃σσ = Lσσ +S−1 Z+T−1 W and the modified entry for the right–hand
side is

∇̃σL = ∇σL+ S−1(∇sL − Z∇zL)− T−1(∇tL−W ∇wL).

Transforming iterations, proposed in [11], for the null space decomposition of
the condensed matrix, are applied to compute the search direction, see, [9].

3 Interior–Point Method

We apply the line–search version of the Newton method. After computation of
the search direction Φ, a common steplength α (α > 0) is employed to update
the solution Φ← Φ+αΦ. In all Newton–type methods, α = 1 is almost always
the ”ideal” value. The method for choosing α at each iteration becomes more
complex, as it is well known that for general nonlinear problems with a poor
initial estimate, Newton’s method may diverge. Complete convergence analysis
of the Newton interior–point method for nonlinear programming is given by [1]
provided the Jacobian F ′

p(Φ) of the system (14) remains nonsingular.
A standard approach for choosing the steplength α is to define a suitable

merit function, that measures the progress towards the solution. The squared
l2−norm of the residual as a merit function was introduced in [1] as

M(Φ) = ‖F (Φ)‖22, (19)

where F (Φ) := Fp(Φ) + p ê, see (14), and ê = (0, . . . , 0, 1, . . . , 1) is a vector
with 2N ones. We accept the following notations: Mk = Mk(0) = M(Φk)
and Mk(α) = M(Φk + αΦk), where Φk is the computed solution at a given
iteration.

To specify the selection of α, we apply the algorithm proposed by [1].
Let Φ0 = (ϕ0,σ0,λ0, η0, z0,w0, s0, t0) be a given starting point with
(z0,w0, s0, t0) > 0. Let

τ = min(Z0 s0,W0 t0)/[(zT
0 s0 +wT

0 t0)/(2N)].
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We denote by

Φ(α) := (ϕ(α),σ(α),λ(α), η(α), z(α),w(α), s(α), t(α)) = Φ + αΦ.

For a given iteration k, we define

qk(α) = min(Z(α)s(α),W (α)t(α)) − γkτ (z(α)T s(α) +w(α)T t(α))/(2N),

where γk ∈ (0, 1) is a constant. The steplength αk is determined as

αk = max
α∈(0,1]

{α : qk(α′) ≥ 0, for all α′ ≤ α}. (20)

Note that the function qk(α) is piecewise quadratic and, hence, αk is either one
or the smallest positive root of qk(α) in (0, 1].

We describe now the primal–dual Newton interior–point algorithm.

Interior–point algorithm:

1. Choose Φ0 = (ϕ0,σ0,λ0, η0, z0,w0, s0, t0) such that (z0,w0, s0, t0) > 0 and
β ∈ (0, 1/2]. Set k = 0, γk−1 = 1, and compute M0 = M(Φ0). For k =
0, 1, 2, . . . , do the following steps:

2. Test for convergence: if Mk ≤ εexit, stop.
3. Choose ξk ∈ (0, 1); for Φ = Φk, compute the perturbed Newton direction
Φk from (15) with a perturbation parameter

pk = ξk(zT
k sk +wT

k tk)/(2N). (21)

4. Steplength selection.
(4a) Choose 1/2 ≤ γk ≤ γk−1; compute αk from (20).
(4b) Let αk = αk/(2n), where n > 0 is the smallest integer such that

Mk(αk) ≤Mk(0) + αk β∇MT
k Φk.

5. Let Φk+1 = Φk + αkΦk and k ← k + 1. Go to 2.

It was shown in [1] that for the proposed choice of pk in (21), the search direc-
tion Φk, generated by the interior–point algorithm, gives descent for the merit
function M(Φk), i.e., ∇MT

k Φk < 0, where ∇Mk is the derivative of Mk(α) at
α = 0.

4 Numerical Experiments

In this section, we give some details concerning our computations. We solve the
optimization problem (11)-(12) with an objective function defined in (8). The
first equality constraint is related to solving elliptic differential equation for the
electric potential ϕ, see (5). We allow here some modification in the conductivity,
namely, we consider

div(h(σ)gradϕ) = 0 in Ω, n · h(σ)gradϕ =
{
Iν on Γν ⊂ ∂Ω
0 otherwise , (22)
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where

h(σ) =
(

σ − σmin + 0.01
σmax − σmin

)2

(23)

is treated as a conductivity. Neumann boundary conditions were imposed, as-
suming that the compatibility condition from Section 1 is satisfied. The compu-
tations have been carried through a rectangular domain Ω decomposed into N
uniform quadrilateral finite elements. We suppose that the domain is an isotropic
conductor. The conductivity is computed at the center points of the finite ele-
ments and the electric potential is approximated at the midpoints of the edges.
Due to the definition (23), the diagonal matrix Lσσ does not vanish.

Our primal–dual code was written in C++ using double precision binary
arithmetic. All numerical tests were run on Alpha PC164LX machine. We choose
lower and upper limits for the conductivity σmin = 0.01 and σmax = 1, re-
spectively. In all runs, an initial homogeneous distribution was proposed with
σ = 0.45. The constant C in (11) is computed in accordance with this initializa-
tion. The following parameters for the interior–point algorithm in Section 3 are
used: ξk = min(0.2, 100 (zT

k sk +wT
k tk)), β = 0.0001, and εexit = 10−6.

The most expensive (in terms of CPU–time) part of the algorithm during a
given iteration is to solve the condensed primal–dual system finding the incre-
ments. Two transforming iterations have been used with a zero initial guess. The
preconditioned conjugate gradient (PCG) method is applied with the symmetric
successive overrelaxation (SSOR) iteration as a preconditioner for the stiffness
matrix. We choose a relaxation parameter ω = 1.5 and a stopping criterion for
both iterative procedures rT A(h(σ))r < 10−10, where r is the current residual.

The results from our numerical experiments are reported in Table 1 for var-
ious number of contacts NC and various number of finite elements N . The
dimension of the stiffness matrix is denoted by NP . We report as well the global
number of iterations in the main optimization loop denoted by iter, the pertur-
bation parameter p and the merit function M(Φ) at the last iteration.

Table 1. Results from applications of the interior–point algorithm

NC N NP iter p M(�)

2 30 71 20 1.13e-4 5.11e-7
2 40 93 14 2.17e-5 3.42e-8
2 80 178 18 7.03e-5 5.76e-8
2 80 178 22 5.08e-4 2.05e-7
2 120 262 34 3.93e-5 1.27e-8
3 30 71 25 6.03e-4 4.18e-7
3 64 144 41 5.17e-5 8.03e-8
4 96 212 45 3.12e-4 4.32e-7
5 180 388 42 1.18e-4 2.84e-7
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Fig. 1. Conductivity distribution for a mesh 30× 40 with 5 contacts

Figure 1 shows the conductivity distribution for a mesh 30 × 40 with five
contacts. The black color indicates elements where the conductivity is very close
to σmax and the white color indicates those elements with a conductivity close
to σmin.
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