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Introduction

Inspired by the work of Nair, Evans, Mareels and Moran [25] about entropy-
like notions for measuring the complexity of certain control tasks, and the
characterizations of Bowen-Dinaburg of the topological entropy in metric
spaces, Colonius and Kawan introduced in [10] the invariance entropy and
outer invariance entropy concepts for continuous-time control systems as a
measure of how often open-loop control functions have to be updated in order
to achieve invariance of a given compact and controlled invariant subset Q of
the state space for a fixed set of initial states K ⊂ Q. In subsequent works
[19], [18], [20] and [21], Kawan obtained lower and upper bounds for the
invariance entropy and in some particular cases an expression was obtained
(see for instance Corollary 5.3, Theorem 7.2 and 7.8 of [21]). In [20] is shown
that if there is subbundle of constant rank of the tangent space over points in
Q where the system is expanding, then the lower bound obtained depends on
the infimum sum of the positive Lyapunov exponents of the system and on
a quantity that measures how much the solutions of our system starting in
K tends to escape the compact controlled invariant set Q. For control-affine
system, with assumptions, the upper bound depends also on the sum of the
positive Lyapunov exponents but it differs from the lower bound in which set
the infimum is considered. Although such bounds goes in the direction of an
expression it is hard to say whether the escape entropy vanishes or not.

In order to analyze those bounds and see if one could improve them, at
least for some particular cases, we consider a right invariant control-affine
system over a semi-simple Lie group G. Associated with it there is a con-
tinuous flow, denominated control flow of the system, that acts as a flow of
automorphisms on a trivial principal bundle with fiber G. For such settings,
the theory developed in [28], [26], [30] and [1] allow us to say explicitly who
are the chain control sets and control sets of the induced systems on the
flag manifolds of G. It is shown that on every chain control set of every
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flag manifold the induced control-affine systems are partially hyperbolic sets
and there are chain control sets on certain flag manifolds where we actually
have hyperbolicity. For such hyperbolic chain control sets it is shown that
we can get rid of the escape entropy and we can slightly improve the upper
bound showing that lower and upper bounds are almost the same. When
hyperbolicity happens in the maximal flag the result is true for all control
sets.

Still concerning control-affine system we have a special class of such sys-
tems that are the system whose drift generates a flow of automorphisms as
introduced in [4] and [5]. For such systems we work with the concept of outer
invariance entropy (that is a natural lower bound for the invariance entropy).
Its is shown that for some class of groups we have that the outer invariance
entropy is given by the sum of the real parts of the eigenvalues of an associ-
ated linear derivation what is a natural generalization of the result for linear
control systems obtained in [10] for Euclidean spaces. For the semi-simple
case what we get is that the outer invariance entropy is bounded below by
the same sum of the real parts of the eigenvalues as above and by a negative
quantity that depends just on the exponential growth rate of the associated
right invariant control-affine system without drift.

At the end a new concept of entropy is defined for continuous-time ran-
dom control systems and random pairs as a measure for the amount of infor-
mation necessary to achieve invariance of random weakly invariant compact
subsets of the state space. For linear random control systems with compact
control range, this entropy is given, in a set of full measure for some in-
variant measure, by the sum of the real parts of the unstable eigenvalues of
the uncontrolled system and if we assume ergodicity such quantity is almost
everywhere constant.

Now we briefly sketch the contents of the Thesis:
The first Chapter is divided in two Sections. The first serves as an intro-

duction of the basic control-theoretic notions. We will just consider system
given by differential equations, more specifically control-affine systems. Such
systems have special properties and one of them is that we can associate to
it a continuous flow whose dynamical properties are intrinsically connected
with the properties of the solutions of this system. The notion of uniformly
hyperbolic sets for control-affine systems is also introduced and it will be
central in Chapter 3 and in subsequent chapters.

In the second Section the central notion of invariance entropy for control
systems is established and its basic properties are stated, such as the impor-
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tant result about invariance under conjugacy. A related notion, named outer
invariance entropy, is also introduced. Such notion is a natural lower bound
for the invariance entropy and is, in some respect, better behaved. The last
subsection state the bounds obtained for general systems and the concept of
escape entropy.

In Chapter 2 the semi-simple theory is considered. The first Section serves
to introduce the general notations and results about semi-simple theory. In
Section 2.2 is introduced the concept of flag type of a semigroup and the
relation between it and the control sets of the semigroup considered. In
Section 2.3 a flow on a principal bundle is considered and the flag type of
such flow is defined. It is shown that the flag type of a flow is closely related to
its finest Morse decomposition on the induced flag bundles. The notion of a
vectorial cocycle associated with the flow is also defined and some properties
are derived.

In Chapter 3 we consider a right invariant control-affine system on a semi-
simple Lie group. The associated control flow acts as a flow of automorphisms
on a trivial principal bundle what allow us to apply all the results stated in
Chapter 2 to this special case. Such results allow us to characterize all
the chain control sets for the induced systems on the flag manifolds and
to show that they are partially hyperbolic sets. For some flag manifolds is
shown that the maximal control set has escape entropy equals to zero and
for some hyperbolic chain control sets that is also true. In particular, when
hyperbolicity happens on the maximal flag manifold it is shown that all the
control sets on every flag manifolds have escape entropy equals to zero. In
the last Section we improve the upper bound over some hyperbolic chain
control sets, using the ideas from [21] for projective systems.

In Chapter 4 we consider an admissible pair for a linear system on a Lie
group (not necessarily semi-simple) and analyze the outer invariance entropy.
It is shown that in many cases a generalization of the result for linear system
in Rd is possible and that is closely related with the geometry of the Lie
group considered.

In Chapter 5 we introduce a new concept of invariance entropy by adding
a new random component to our system. The addition of such component
gives rise to a concept of a family of entropies parametrized by the random
component. For the linear case we are able to show that such invariance
entropy is given a.e. by the sum of the real part of the unstable eigenvalues
of the uncontrolled system and assuming ergodicity is possible to show that
this entropy is a.e. constant.

3



Acknowledges

I would like to thank my supervisors Prof. Fritz Colonius and Prof. Luiz San
Martin for the support and help within this four years working together. I
am also thankful to my dear friend and co-worker Dr. Christoph Kawan for
reading my thesis and giving many suggestions for its improvement. More-
over, I thank CAPES, grant no 4229/10-0, CNPq, grant no 142082/2013-9,
and DAAD which financed this work, and both Universities, University of
Augsburg and University of Campinas for giving me the chance to do this
double Ph.D.

I also want to thank my family and my friends Felix Silva, Vitor Moretto,
Marcos and Elen Spreafico, Anne Hock, Christine Ostermayr, Ingrid Pfeil-
maier for believing and helping me always that I needed, especially my wife,
Yulia K. da Silva, our paths crossed when I needed it most, I love you very
much.

4



Chapter 1

Control Systems and Invariance
Entropy

The aim of this chapter is to introduce the notion of control systems on
smooth manifolds given by differential equations and define its invariance
entropy.

1.1 Control Systems
Let Ω be a compact convex set of Rm. The set of admissible control
functions is defined by

U := {u : R→ Rm;u measurable with u(t) ∈ Ω a.e.}.

The set Ω is denominated the control range of the system.
The shift flow on U is defined by

θ : R× U → U , θ(t, u) := θtu with (θtu)(s) := u(t+ s) for all t, s ∈ R.

Let M be a d-dimensional smooth manifold and F : M ×Rm → TM be a
continuously differentiable function such that for each u ∈ Rm we have that
Fu := F (·, u) is a C1-vector field on M .

By a control system we understand a family of ordinary differential
equations

ẋ(t) = F (x(t), u(t)), u ∈ U (1.1)

on M parametrized by the set of admissible functions U . We call the map F
the right-hand side of the system.
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The assumptions on F implies that there exists, for every initial value
x ∈ M and every control function u ∈ U , a unique solution ϕ(·, x, u) such
that ϕ(0, x, u) = x and for t > 0, ϕ(t, x, u) does not depend on the values of
u outside of [0, t), that is, if u1, u2 ∈ U and u1(s) = u2(s) for all s ∈ [0, t),
then ϕ(t, x, u1) = ϕ(t, x, u2) (see [21]).

We will usually use the notation ϕt,u(x) instead of ϕ(t, x, u). Since the
concept of invariance entropy consider only solutions which stay inside a
compact set (or an ε-neighborhood of it) we may assume, without loss of
generality, that all solutions are defined on R. Hence, the solutions give rise
to a global map

ϕ : R× U ×M →M, (t, u, x) 7→ ϕ(t, x, u). (1.2)

For the control system (1.1) and a state x ∈M , the sets

O+
≤τ (x) := {y ∈M ;∃u ∈ U , t ∈ [0, τ ]; y = ϕ(t, x, u)}

and
O+(x) :=

⋃
τ>0

O+
≤τ (x).

are called, respectively, the set of points reachable from x up to time
τ and the positive orbit of x. In the same way, the sets

O−≤τ (x) := {y ∈ X ;∃u ∈ U , t ∈ [0, τ ]; x = ϕ(t, y, u)}

and
O−(x) :=

⋃
τ>0

O−≤τ (x)

are called the set of points controllable to x within time τ and the
negative orbit of x. Moreover, for every τ > 0, the set of points reach-
able at time τ is given by

Oτ (x) := {y ∈ X ;∃u ∈ U ; x = ϕ(τ, y, u)}.

The next Definition is necessary when we are interested in the notion of
controllability of control systems.

Definition 1.1.1 The control system (1.1) is called local accessible from
x ∈ X if the interior of the sets O+

≤τ (x) and O−≤τ (x) are nonempty for every
τ > 0. It is called locally accessible if it is locally accessible from every
point x ∈ X.
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The following Proposition give us a Lie-algebraic criterion in order to have
local accessibility. Such result is known as Krener’s criterion and is usually
called the Lie rank condition.

Proposition 1.1.2 Consider a control system with right-hand side F and
control range Ω and assume that Fu is a C∞-vector field for every u ∈ Rm.
Define

F := {Fu; u ∈ Ω} ⊂ X∞(M).

Let L(F) ⊂ X∞(M) be the smallest Lie algebra containing the set F and
∆L(F)(x) := {f(x); f ∈ L(F)} for all x ∈ M . Then if ∆L(F)(x) = TxM for
all x ∈M , the system is locally accessible.

We introduce now a very special class of control systems, the so-called
control-affine systems. For such systems we have associated a continuous flow
whose properties have intrinsic relations with the solutions of the system.
The proofs of the results stated here can be found in [12].

Definition 1.1.3 Let M be a connected Cn-manifold (n ≥ 3). A control
system given by differential equations is called control-affine if the right-
hand side F has the form

F (x(t), u(t)) = f0(x(t)) +
m∑
i=1

ui(t)fi(x(t)) u ∈ U (1.3)

with vector fields f0, . . . , fm ∈ X 1(M) and control range Ω compact and con-
vex. The vector field f0 is called the drift vector field and f1, . . . , fm the
control vector fields of the system.

The set U of admissible control functions in the case of control-affine
systems becomes a compact metrizable space with the weak*-topology of
L∞(R,Rm) = L1(R,Rm)∗. A metric compatible with the topology is given
by

dU(u1, u2) =
∞∑
k=1

1

2k

∣∣ ∫
R〈u1(t)− u2(t), xk(t)〉dt

∣∣
1 +

∣∣ ∫
R〈u1(t)− u2(t), xk(t)〉dt

∣∣ (1.4)

where {xk} is an arbitrary countable dense subset of L1(R,Rm). Also, in the
control-affine case, the control flow

φ : R× (U ×M)→ U ×M, φt(u, x) = (θtu, ϕ(t, x, u)),
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defines a continuous dynamical system on U ×M (see Lemma 4.3.2 of [12]).
The next Definitions introduce the notions of control sets and chain con-

trol sets of a control system.

Definition 1.1.4 A nonempty set D ⊂ M is called a control set of the
control system (1.1) if

(i) D is controlled invariant, that is, for every x ∈ D there is u ∈ U with
ϕ(R+, x, u) ⊂ D;

(ii) For every x ∈ D one has D ⊂ clO+(x);

(iii) D is maximal with properties (i) and (ii), that is, if D′ ⊃ D satisfies
(i) and (ii), then D′ = D.

We say that a control setD is an invariant control set if clD = clO+(x)
for all x ∈ D.

Let x, y ∈ M and ε, τ > 0. A controlled (ε, τ)-chain from x to y
is given by n ∈ N, x0, . . . , xn ∈ M , u0, . . . , un−1 and τ0, . . . , τn−1 ≥ τ with
x0 = x, xn = y and

%(ϕ(ti, xi, ui), xi+1) < ε for all i = 0, 1, . . . , n− 1,

where % is any metric in M compatible with the given topology.

Definition 1.1.5 A set E ⊂M is called a chain control set of the system
(1.1) if it satisfies the following properties:

(i) For every x ∈ E there is u ∈ U with ϕ(R, x, u) ∈ E;

(ii) For all x, y ∈ E and ε, τ > 0, there is a controlled (ε, τ)-chain from x
to y (the points in this chain are not necessarily elements of E);

(iii) E is maximal with properties (i) and (ii).

The following properties of chain control sets, whose proofs can be found
in [12], Section 4.3, establish a relation between the control-theoretic pro-
perties of the control-affine system and the dynamical properties of the as-
sociated control flow.
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Proposition 1.1.6 The following assertions hold:

(i) Every chain control set E of the control system (1.3) is closed;

(ii) Assume that the (1.3) is locally accessible. Then every control set D
with nonempty interior is contained in a chain control set E;

(iii) Different chain control sets of (1.3) are disjoint;

(iv) If M is compact and E is a chain control set of the control system
(1.3), then

E := {(u, x) ∈ U ×M ; ϕ(R, x, u) ⊂ E}

is a maximal invariant chain transitive set1 for the control flow of the
control-affine system (1.3). On the other hand, if E ⊂ U × M is a
maximal chain transitive set for the control flow, then the projection of
E to M is a chain control set.

Next we introduce the notion of hyperbolicity for control-affine systems,
notion that we will find when working with induced systems on flag manifolds.

Definition 1.1.7 Assume that Q ⊂ M is a compact set which is controlled
invariant in forward and in backward time for the control-affine system (1.3),
that is, for any x ∈ Q there exists u ∈ U with ϕ(R, x, u) ⊂ Q. Define the
full time lift of Q by

Q := {(u, x) ∈ U ×M ; ϕ(R, x, u) ⊂ Q}.

Further assume that for each (u, x) ∈ Q the tangent space TxM can be written
as a direct sum

TxM = E−u,x ⊕ E+
u,x

of subspaces such that the following statements hold:

1. For all t ∈ R and (u, x) ∈ Q we have

(dϕt,u)xE
−
u,x = E−φt(u,x) and (dϕt,u)xE

+
u,x = E+

φt(u,x);

1See Definition on page 32 ahead
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2. There are constants c, µ > 0 such that

||(dϕt,u)xv|| ≤ c−1e−µt||v|| for all t ≥ 0, (u, x) ∈ Q, v ∈ E−u,x

and

||(dϕt,u)xv|| ≥ ceµt||v|| for all t ≥ 0, (u, x) ∈ Q, v ∈ E+
u,x;

Then Q is called uniformly hyperbolic.

From Lemma 6.4 of [21] the decomposition of the tangent space above
vary continuously on (u, x) and when the state space M is compact, the
dimension of E±u,x are constant on Q.

1.2 Invariance Entropy
This Section gives an introduction to the concepts of invariance entropy for
the control system (1.1) and its properties. The proofs can be found mainly
in [21].

1.2.1 Definitions and Basic Properties

Invariance entropy is a nonnegative (possibly infinite) quantity which is as-
signed to a pair (K,Q) of subsets of M , which satisfies the properties de-
scribed in the following definition.

Definition 1.2.1 A pair (K,Q) of nonempty subsets of M is called admis-
sible for the control system (1.1) if it satisfies the following properties:

(i) K is a compact set;

(ii) For each x ∈ K there exists u ∈ U such that ϕ(R+, x, u) ∈ Q (in
particular, K ⊂ Q).

Given an admissible pair (K,Q) and τ > 0, a set S ⊂ U is called (τ,K,Q)-
spanning if

∀x ∈ K ; ∃u ∈ S ; ϕ([0, τ ], x, u) ⊂ Q.

By rinv(τ,K,Q) we denote the minimal number of elements that such a set
can have. If there is no finite set we say that rinv(τ,K,Q) = ∞. If K = Q,
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we omit the argument K, that is, we write rinv(τ,Q) and we speak of (τ,Q)-
spanning sets.

Note that the existence of (τ,K,Q)-spanning sets is guaranteed by prop-
erty (ii); indeed, U is a (τ,K,Q)-spanning set for every τ > 0. A pair of
the form (Q,Q) is admissible if and only if Q is a compact and controlled
invariant set.

Definition 1.2.2 Given an admissible pair (K,Q), we define the invari-
ance entropy of (K,Q) by

hinv(K,Q) := lim sup
τ→∞

1

τ
log rinv(τ,K,Q).

Here, we use the convention that log = loge = ln. If K = Q, again we omit
the argument K and write hinv(Q). Moreover, we let log∞ :=∞.

The following Proposition put together the main basic properties of the
invariance entropy. Their proofs can be found in [21], Proposition 2.1 to 2.3.

Proposition 1.2.3 Let (K,Q) be an admissible pair. It holds:

(i) If τ1 < τ2 then rinv(τ1, K,Q) ≤ rinv(τ2, K,Q);

(ii) If Q ⊂ P , then also (K,P ) is admissible and rinv(τ,K,Q) ≥
rinv(τ,K, P ) for all τ > 0; hence hinv(K,Q) ≥ hinv(K,P );

(iii) If L ⊂ K is closed in M , then also (L,Q) is admissible and
rinv(τ, L,Q) ≤ rinv(τ,K,Q) for all τ > 0; hence hinv(L,Q) ≤
hinv(K,Q);

(iv) If Q is open, then rinv(τ,K,Q) is finite for all τ > 0.

If Q is compact and controlled invariant we have also:

(v) The number rinv(τ,Q) is either finite for all τ > 0 or for none;

(vi) The function τ 7→ log rinv(τ,Q), R+ → R+ ∪ {∞}, is subadditive and
therefore

hinv(Q) = lim
τ→∞

1

τ
log rinv(τ,Q) = inf

τ>0

1

τ
log rinv(τ,Q).
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Remark 1.2.4 The preceding proposition implies the equivalence of the fol-
lowing statements:

• hinv(Q) is finite;

• rinv(τ,Q) is finite for some τ ;

• rinv(τ,Q) is finite for all τ .

A trivial example where we have zero entropy is when Q is an invariant
set, that is, the solutions starting in Q do not leave Q. Nontrivial examples
can be found in [21] page 47.

Another notion of entropy associated with an admissible pair is given by
the following Definition.

Definition 1.2.5 Given an admissible pair (K,Q) such that Q is closed in
M , and a metric % on M , we define the outer invariance entropy of
(K,Q) by

hinv,out(K,Q; %) := limε↘0 hinv(K,Nε(Q))
= supε>0 hinv(K,Nε(Q)),

where Nε(Q) denotes the ε-neighborhood of Q.

The above Definition is independent of uniformly equivalent metrics
(Proposition 2.5 of [21]) and when it is the case, we denote the outer in-
variance entropy just by hinv,out(K,Q). This quantity is better behaved than
the invariance entropy and they are related by

0 ≤ hinv,out(K,Q) ≤ hinv(K,Q) ≤ ∞

(Proposition 2.4 of [21]). A question that arises is under which conditions
we have the equality between them.

The following result (Proposition 3.1 of [10]) shows that in order to cal-
culate the (outer) invariance entropy it is enough to consider steps that are
integer multiples.

Proposition 1.2.6 Let (K,Q) be an admissible pair for the control system
(1.1). Then for all τ ∈ R+ we have

hinv(K,Q) = lim sup
N3n→∞

1

nτ
log rinv(nτ,K,Q) (1.5)

and the same holds for the outer invariance entropy.
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An appropriate notion of topological conjugacy for control systems, which
preserves the invariance entropy, is given in the next Definition.

Definition 1.2.7 Consider two control systems ẋi(t) = Fi(xi(t), ui(t)) on
Mi with solutions ϕi(ti, xi, ui) and set of admissible functions given by Ui
corresponding to control ranges Ωi, i = 1, 2. Let π : R+×M1 →M2 (t, x) 7→
πt(x), be a continuous map and h : U1 → U2 a map such that

πt(ϕ1(t, x, u)) = ϕ2(t, π0(x), h(u)) (1.6)

holds for all t ∈ R+, x ∈M1 and u ∈ U1. Then:

• The pair (π, h) is called a time-variant semi-conjugacy from ẋ1(t) =
F1(x1(t), u1(t)) to ẋ2(t) = F2(x2(t), u2(t));

• If π is independent of τ ∈ R+, we can regard π as a map from M1

to M2 and we say that (π, h) is a (time-invariant) semi-conjugacy
from ẋ1(t) = F1(x1(t), u1(t)) to ẋ2(t) = F2(x2(t), u2(t));

• If the maps πt : M1 → M2 are homeomorphisms and h : U1 → U2

is invertible, we call (π, h) a time-variant conjugacy from ẋ1(t) =
F1(x1(t), u1(t)) to ẋ2(t) = F2(x2(t), u2(t)).

The next result (Proposition 2.13 of [21]) give us a relation between the
(outer) invariance entropy of conjugated systems.

Proposition 1.2.8 Let ẋi(t) = Fi(xi(t), ui(t)), i = 1, 2 be two control
systems and let (π, h) be a time-variant semi-conjugacy from ẋ1(t) =
F1(x1(t), u1(t)) to ẋ2(t) = F2(x2(t), u2(t)). Further assume that (K1, Q1)
is an admissible pair for ẋ1(t) = F1(x1(t), u1(t)) and

πt(Q1) ⊂ π0(Q1) for all t > 0. (1.7)

Then (K2, Q2) = (π0(K), π0(Q)) is an admissible pair for the system ẋ2(t) =
F2(x2(t), u2(t)) and

hinv(K1, Q1) ≥ hinv(K2, Q2).

Moreover, if Q1 is compact and the family {πt}t∈R+ is pointwise equiconti-
nuous, then

hinv,out(K1, Q1) ≥ hinv,out(K2, Q2).

A sufficient condition for the existence of a topological conjugacy can also
be formulated in terms of the right-hand sides of the systems (see Proposition
2.14 of [21]).
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1.2.2 Upper and Lower Bounds for Control-Affine Sys-
tems

In this section we will show the known bounds for the invariance entropy,
due to Kawan. As before we will be considering control-affine systems over
a Riemannian manifold M .

Upper bound

Let M be a d-dimensional Riemannian manifold and let

ẋ(t) = F (x(t), u(t)) = f0(x(t)) +
m∑
i=1

ui(t)fi(x(t))

be a control-affine system with control range Ω.

Definition 1.2.9 We say that the system ẋ(t) = F (x(t), u(t)) on M is
strongly accessible if for each x ∈ M there is some τ > 0 such that
intOτ (x) 6= ∅

If we denote by L0 the ideal in L(F) generated by the vector fields
f1, . . . , fm we have that the system is strongly accessible if dimL0 = d (see
Proposition 5.6 (vi) in [21]).

For a given t ∈ R and (u, x) ∈ U ×M , the derivative

(dϕt,u)x : TxM → Tϕt,u(x)M

is a linear isomorphism between d-dimensional Euclidean spaces, and hence
has well-defined (positive) singular values, which we denote by

σ1(t, x, u) ≥ σ2(t, x, u) ≥ . . . ≥ σd(t, x, u) > 0.

For 0 ≤ k ≤ d, the singular value function of order k of (dϕt,u)x is denoted
by

αk(t, x, u) =

{
σ1(t, x, u)σ2(t, x, u) · · ·σk(t, x, u) for k > 0

1 for k = 0.

We have that for every k ∈ {0, 1, . . . , d}, the function ak : R×U ×M defined
by

akt (u, x) := logαk(t, x, u)
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is a subadditive cocycle over the control flow.
When k = d, we have the absolute determinant of (dϕt,u)x, that is,∣∣det(dϕt,u)x

∣∣ := σ1(t, x, u)σ2(t, x, u) · · ·σd(t, x, u).

For the control function u ∈ U , the Lyapunov exponent at x in the
direction v ∈ TxM, v 6= 0x, is given by

λ(u, x; v) := lim sup
τ→∞

1

τ
log |(dϕτ,u)xv| ∈ R ∪ {−∞,+∞}.

We have then the following upper bound for the invariance entropy.

Proposition 1.2.10 Let D be a control set with nonempty interior of the
above system and assume that strongly accessibility holds. Let (u, x) ∈ intU×
intD such that ϕ(t, x, u) is contained in a compact set of intD for all t ≥ 0.
Furthermore, assume that there exists k ∈ {0, 1, . . . , d} such that the following
are satisfied:

(i) Every periodic trajectory corresponding to some (v, y) ∈ intU × intD
has exactly k positive Lyapunov exponents (counted with multiplicity);

(ii) There exists t0 ≥ 0 such that akt (u, x) ≥ 0 for all t ≥ t0.

Then for every compact set K ⊂ D it holds that

hinv(K,Q) ≤ lim sup
τ→∞

1

τ
akt (u, x)

The proof of the above Proposition can be found in [19] page 147. Al-
though the condition about strongly accessibility seems to be a little restric-
tive, for the systems that we will consider it will be equivalent to the rank
condition.

Lower Bound and Escape entropy

Consider the control system (1.1) and let (K,Q) be an admissible pair for
this system such that Q is compact and controlled invariant. Furthermore,
assume that hinv(Q) <∞.
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Following [19] we can associate with the set Q a vector bundle of rank d,
called the extended tangent bundle over Q, given by:

πQ :
⋃

(u,x)∈Q

{u} × TxM → Q, πQ(u, v) = (u, πTM(v)), (1.8)

where πTM : TM → M is the map sending a tangent vector v ∈ TxM to
its base point x. The topology considered on U is the relative topology of
L∞(R,Rm), which turns Q ⊂ U ×M into a metrizable topological space.

By πU : U × M → U we denote the projection onto the first factor,
πU(u, x) = u.

We define the lift of K inside Q as

K := {(u, x) ∈ Q; x ∈ K}.

Moreover, for each u ∈ πUK we define the nonempty compact sets

K(u, τ) := {x ∈ K; ϕt,u(x) ∈ Q for all t ∈ [0, τ ]}, τ > 0.

For each u ∈ U and τ > 0 the Bowen-metric is defined by

%τ,u(x, y) := max
t∈[0,τ ]

%(ϕt,u(x), ϕt,u(y)).

For each (u, x) ∈ U ×M and τ, ε > 0, the Bowen-ball of order τ and radius
ε centered at x ∈M , is denoted by

Bτ
ε (u, x) = {y ∈M ; %τ,u(x, y) < ε}.

A set S ⊂ M is called (u, τ, ε)-separated if for all x1, x2 ∈ S with x1 6=
x2 one has %τ,u(x1, x2) ≥ ε. By rsep(u, τ, ε,K,Q) we denote the maximal
cardinality of an (u, τ, ε)-separated subset of K(u, τ). We say that a set
D ⊂ M (u, τ, ε)-spans another set E ⊂ M if for every x ∈ E there is
y ∈ D such that %τ,u(x, y) < ε. By rspan(u, τ, ε,K,Q) we denote the minimal
cardinality of a set which (u, τ, ε)-spans K(u, τ). It is easy to see that a
maximal (u, τ, ε)-separated subset S of K(u, τ) also (u, τ, ε)-spans K(u, τ)
and hence

K(u, τ) ⊂
⋃
x∈S

Bτ
ε (u, x).
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Definition 1.2.11 The escape entropy of (K,Q) is defined as follows:

r̄sep(τ, ε,K,Q) := sup
u∈πUK

rsep(u, τ, ε,K,Q),

hesc(ε,K,Q) := lim sup
τ→∞

1

τ
log r̄sep(τ, ε,K,Q),

hesc(K,Q) := lim
ε↘0

hesc(ε,K,Q).

The next Proposition state the main properties of the escape entropy. It
is a collection of the principal results about the escape entropy and the proofs
can be found in the Chapter 6 of [21].

Proposition 1.2.12 The following assertions hold:

(i) For all τ, ε > 0 and u ∈ U it holds that

rspan(u, τ, ε,K,Q) ≤ rsep(u, τ, ε,K,Q) ≤ rspan(u, τ,
ε

2
, K,Q) <∞;

(ii) It holds that

hesc(K,Q) = lim
ε↘0

lim sup
τ→∞

1

τ
log r̄span(τ, ε,K,Q),

where r̄span(τ, ε,K,Q) := supu∈πUK rspan(u, τ, ε,K,Q);

(iii) hesc(K,Q) ∈ [0,∞);

(iv) hesc(K,Q) is invariant under C0-state equivalence, and hence metric-
independent.

Remark 1.2.13 In [21] we found two definitions for the escape entropy. The
above is just used for uniformly hyperbolic sets. Since we are interested in
calculate lower bounds for the invariance entropy on induced flag manifolds
where we do have that the chain control sets are uniformly hyperbolic sets,
the definition above is the best choice.

Let us assume that Q is uniformly hyperbolic and consider the subbundle
E+ → Q whose fibers are E+

u,x. The following result (Theorem 6.2 of [21]) give
us a lower bound for the invariance entropy in the case where hyperbolicity
holds.
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Theorem 1.2.14 Assume that the vector fields f0, f1, . . . , fm are of class C2

and let Q be a uniformly hyperbolic set that satisfies hinv(Q) <∞. Then for
each compact set K ⊂ Q of positive volume we have

hinv(K,Q) ≥ inf
(u,x)∈Q

lim sup
τ→∞

1

τ
log
∣∣∣det(dϕτ,u)|E+

u,x

∣∣∣− hesc(K,Q).

The main goal is try to get rid of the escape entropy, in order to get
a lower bound just in terms of the positive eigenvalues of (dϕt,u)x. In this
direction we have the following results.

Definition 1.2.15 Fix a metric % of the state space M of the system (1.1)
and let K ⊂ Q ⊂ M be nonemtpy sets. Let x1, x2 ∈ K, u ∈ U and τ ≥ 0
with ϕt,u(xi) ∈ Q for all t ∈ [0, τ ] and i = 1, 2. We say that (1.1) restricted
to K is:

(i) uniformly expanding inside Q if there are constants c, µ > 0 such
that

%(ϕτ,u(x1), ϕτ,u(x2)) ≥ ceµτ%(x1, x2);

(ii) uniformly contracting inside Q if there are constants c, µ > 0 such
that

%(ϕτ,u(x1), ϕτ,u(x2)) ≤ c−1e−µτ%(x1, x2).

Remark 1.2.16 If K = Q in the above Definition, we say that the system
is uniformly contracting or expanding on Q.

Proposition 1.2.17 Consider the control system (1.1) on M and let (K,Q)
be an admissible pair for it with Q compact and controlled invariant. If
the system is uniformly contracting or uniformly expanding on Q, then
hesc(K,Q) = 0.

Proof. The proof for uniformly expanding systems is due to Kawan and can
be found in [19] Proposition 7.4.

Let us then assume that the system is uniformly contracting. For x ∈ Q
and τ, ε > 0, if y ∈ Bcε(x) and t ∈ [0, τ ] we have

%(ϕt,u(x), ϕt,u(y)) ≤ c−1e−µt%(x, y) < ε
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what show us that Bcε(x) ⊂ Bτ
ε (u, x). If we denote by N = N(ε) the minimal

number of cε-balls necessary to cover K we have that

K(u, τ) ⊂
N⋃
i=1

Bcε(xi) ⊂
N⋃
i=1

Bτ
ε (u, xi)

for some x1, . . . xN ∈ K. The set S = {x1, . . . , xN} is in particular a (u, τ, ε)-
spanning set for K(u, τ) which give us

r̄span(τ, ε,K,Q) ≤ N(ε)

and consequently
hesc(K,Q) ≤ 0.

Since we do not always have uniformly expanding or contracting on the
whole set Q we will look at the projection between manifolds in order to
compare their escape entropy. Such idea will be central when we specialize
our calculations to the flag manifolds.

Theorem 1.2.18 Let ẋi(t) = Fi(xi(t), u(t)), i = 1, 2 be two control systems
with the same set of admissible functions U and π be a continuous map from
M1 onto M2 such that (π, idU) is a semi-conjugacy between them.

Let (K1, Q1) be an admissible pair for ẋ1(t) = F1(x1(t), u(t)), with Q1 be-
ing compact and controlled invariant and consider (K2, Q2) be the admissible
pair for ẋ2(t) = F2(x2(t), u(t)) given by the projection of (K1, Q1). We have
then:

(i) If for any (u, x) ∈ K2 there exists z ∈ π−1(x) such that (u, z) ∈ K1 then

hesc(K1, Q1) ≥ hesc(K2, Q2);

(ii) If for every u ∈ πUK1 and τ > 0 we have that ϕτ,u restricted to the
subset of the fibers Qy := Q1∩π−1(y) for y ∈ K2 is uniformly expanding
or contracting inside Q, then

hesc(K1, Q1) ≤ hesc(K2, Q2).
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Proof. By the semiconjugation property above, we have that

πUK1 ⊂ πUK2

and property (i) implies that πUK1 = πUK2 and

π(K1(u, τ)) = K2(u, τ), for u ∈ πUK1, τ > 0.

Let then τ, ε > 0 and u ∈ πUK1. Since π is uniformly continuous on K1,
there exists δ = δ(ε) such that

%2(π(x), π(y)) < ε if %1(x, y) < δ.

Using the above and the semiconjugation property, we have that if S is a
(u, τ, δ)-spanning set for K1(u, τ), its projection π(S), is a (u, τ, ε)-spanning
set for π(K1(u, τ)) = K2(u, τ) and then

rspan(u, τ, δ,K1, Q1) ≥ rspan(u, τ, ε,K2, Q2).

Since πUK1 = πUK2 we have

r̄span(τ, δ,K1, Q1) ≥ r̄span(τ, ε,K2, Q2).

which implies
hesc(K1, Q1) ≥ hesc(K2, Q2)

and it shows (i).

For item (ii) denote by Ky the intersection π−1(y)∩K1. Consider τ, ε > 0
and u ∈ πUK1 and for each y ∈ K2 let Sy be an (u, τ, ε)-spanning set for
Ky(u, τ) = {z ∈ Ky;ϕt,u(z) ∈ Q1, t ∈ [0, τ ]} with the minimum number of
members. Then

Uy =
⋃
z∈Sy

Bτ
ε (u, z)

is an open neighborhood of Ky(u, τ). Now

K1(u, τ) \ Uy ∩
⋂
γ>0

π−1(Bγ(y)) = ∅.

By the finite intersection property for compact sets, there is Wy = Bγ(y) for
which Uy ⊃ π−1(W y). Let Wy1 , . . .Wyr cover K2 and let δ > 0 be a Lebesgue
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number for K2 for this open cover. Let then S be an (u, τ, δ)-spanning set
for K2(u, τ) with minimal number of elements. For x ∈ S let us denote by
y(x) the element in y1, . . . yk such that

Bτ
δ (u, x) ⊂ Wy(x)

that always exist, since δ is the Lebesgue number of
{
Wyi

}r
i=1

and Bτ
δ (u, x) ⊂

Bδ(x). We claim that

K1(u, τ) ⊂
⋃
x∈S

⋃
z∈Sy(x)

Bτ
ε (u, z).

In fact, since π(K1(u, τ)) ⊂ K2(u, τ) for every u ∈ πUK1, we have for
y ∈ K1(u, τ) that π(y) ∈ Bτ

δ (u, x) for some x ∈ S and then y ∈ π−1(π(y)) ⊂
Uy(x) what give us y ∈ Bτ

ε (u, z) for some z ∈ Sy(x).
Then the set ∪x∈SSy(x) is a (u, τ, ε)-spanning set for K1(u, τ) what give

us

rspan(u, τ, ε,K1, Q1) ≤ rspan(u, τ, δ,K2, Q2) ·max
x∈S

rspan(u, τ, ε,Ky(x), Q1).

For the uniformly contracting case, an analogous analysis as the one
made in Proposition 1.2.17 above allow us to conclude that the number
rspan(u, τ, ε,Ky, Q1) is bounded above by a constant that depends just on
ε for any y ∈ K2, what give us

rspan(u, τ, ε,K1, Q1) ≤ C1(ε) · rspan(u, τ, δ,K2, Q2)

For the uniformly expanding case we have also the same and the proof is
analogous of the proof of Proposition 7.4 of [21] as follows: Let Sy ⊂ Ky be
an (u, τ, ε)-separated set for Ky(u, τ). Let x1, x2 ∈ Sy with x1 6= x2 and let
s = s(x1, x2) ∈ [0, τ ] such that %(ϕs,u(x1), ϕs,u(x2)) = %u,τ (x1, x2). Using the
cocycle property of ϕ, we find that

%(ϕτ,u(x1), ϕτ,u(x2))

= %(ϕ(τ − s, ϕ(s, x1, u), θsu), ϕ(τ − s, ϕ(s, x2, u), θsu))

≥ ceµ(τ−s)%(ϕs,u(x1), ϕs,u(x2))

≥ ceµ(τ−s) ≥ cε.
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Hence, the set ϕτ,u(Sy) is a cε-separated subset of Q1 with the same cardina-
lity as Sy. By compactness we can cover Q1 with finitely many balls Bη(xi),
i = 1, . . . n of a fixed radius η > 0 such that

exp−1(Bη(xi)) = Bη(0xi)

and

%(expxi(v), expxi(w)) ≤ 2|v − w|, for all v, w ∈ Bη(0xi) (1.9)

that is possible since (d expx)0x = idTxM for all x ∈M . Then

#ϕτ,u(Sy) ≤
n∑
i=1

#(ϕτ,u(Sy) ∩Bε(xi))

n max
1≤i≤n

# exp−1
xi

(ϕτ,u(Sy) ∩Bδ(xi)).

SetNi = # exp−1
xi

(ϕτ,u(Sy)∩Bε(xi)). By (1.9) the set exp−1
xi

(ϕτ,u(Sy)∩Bη(xi))
is a cε/2-separated subset of Bη(0xi) and so, B(xi, η + (cε)/4) contains Ni

disjoint balls of radii (cε)/4. Letting d = dimM1, this implies(
η +

cε

4

)d

≥ Ni

(
cε

4

)d

⇒ Ni ≤

(
4η + cε

cε

)d

which give us

#Sy = #ϕτ,u(Sy) ≤ n

(
4η + cε

cε

)d

and therefore we obtain for the expanding case, using Proposition 1.2.12,

rspan(u, τ, ε,K1, Q1) ≤ C2(ε) · rspan(u, τ, δ/2, K2, Q2)

for C2(ε) = n
(

4η+cε
cε

)d
. Then, in both cases we have

r̄span(τ, ε,K1, Q1) ≤ C(ε) · r̄span(τ, δ/2, K2, Q2).

Applying log, dividing by τ and taking the lim sup give us

hesc(ε,K1, Q1) ≤ hesc(δ/2, K2, Q2) ≤ hesc(K2, Q2)

and consequently
hesc(K1, Q1) ≤ hesc(K2, Q2)

as desired.

22



Chapter 2

Control Sets and Morse Sets and
their Flag type

The aim of this chapter is give some notions of the semigroup theory for
semi-simple Lie groups applied to control theory. The notion of flag type of
a semigroup and flag type of a flow are introduced and is shown that they are
closely connected with the control and Morse sets on the flag manifolds and
flag bundles. At the end of the section a vectorial cocycle associated with
the Iwasawa decomposition of the group is defined. Such cocycle normally
measures exponential growth of the associated flow and it will be important
in order to estimate the entropy.

2.1 Semi-simple Theory
We refer to Duistermat-Kolk-Varadarajan [15], Helgason [17], Knapp [22] and
Warner [34] for the theory of semi-simple Lie groups and their flag manifolds.
In order to set notation let G be a connected noncompact semi-simple Lie
group with finite center and Lie algebra g. Fix a Cartan involution θ of g
with Cartan decomposition g = k⊕ s. Associated with the Cartan involution
we have the inner product Bθ(X, Y ) = −〈X, θY 〉, where 〈·, ·〉 is the Cartan-
Killing form of g.

For a maximal abelian subspace a ⊂ s and a Weyl chamber a+ ⊂ a fixed,
we denote by Π the set of roots of a, Π+ the positive roots corresponding to
a, Σ the set of simple roots in Π+ and Π− = −Π+ the negative roots. For a
given root α ∈ Π we denote by Hα ∈ a its coroot so that Bθ(Hα, H) = α(H)
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for all H ∈ a. The standard Iwasawa decompositions of the Lie algebra g
associated with this choice of maximal abelian and the Weyl chamber are
given by g = k ⊕ a ⊕ n± where n± =

∑
α∈Π± gα and gα is the root space

associated to α. As for the global decomposition of the group we write
G = KS and G = KAN± where K,A and N± are the connected subgroups
whose Lie algebras are k, a and n±, respectively.

Let W be the Weyl group of G. It is constructed either as the subgroup
of reflections generated by the roots of (g, a) or as the quotient M∗/M where
M∗ and M are respectively the normalizer and the centralizer of a in K.
There is an unique element w0 ∈ W which take the positive roots Π+ to Π−.
Such element is called the principal involution of W .

Associated with Θ ⊂ Σ there are several Lie algebras and groups (cf.
[34], Section 1.2.4). We will denote by g(Θ) the semi-simple Lie subalgebra
generated by gα, α ∈ Θ, and put k(Θ) = g(Θ) ∩ k, a(Θ) = g(Θ) ∩ a, and
n±(Θ) = g(Θ)∩n±. The simple roots of g(Θ) are given by Θ, more precisely,
by the restriction of the functionals of Θ to a(Θ). The coroots Hα, α ∈ Θ,
form a basis for a(Θ). Let G(Θ) and K(Θ) be the connected Lie groups
with Lie algebras g(Θ) and k(Θ), respectively. Then G(Θ) is a connected
semi-simple Lie group with finite center. Let A(Θ) = exp a(Θ), N±(Θ) =
exp n±(Θ). We have the Iwasawa decomposition G(Θ) = K(Θ)A(Θ)N±(Θ).
Let aΘ = {H ∈ a; α(H) = 0 for all α ∈ Θ} be the orthogonal complement of
a(Θ) in a with respect to Bθ and put AΘ = exp aΘ. The subset Θ singles out
the subgroupWΘ of the Weyl group which acts trivially on aΘ. Alternatively
WΘ can be given as the subgroup generated by the reflections with respect to
the roots α ∈ Θ. The restriction of w ∈ WΘ to a(Θ) furnishes an isomorphism
between WΘ and the Weyl group W(Θ) of G(Θ).

The standard parabolic subalgebra of type Θ ⊂ Σ with respect to the
chamber a+ is defined by

pΘ = n−(Θ)⊕m⊕ a⊕ n+

where m is the Lie algebra of M . The corresponding standard parabolic
subgroup PΘ is the normalizer of pΘ inG. It has the Langlands decomposition
PΘ = KΘAN

+. The empty set Θ = ∅ gives the minimal parabolic subalgebra
p = m ⊕ a ⊕ n+ whose minimal parabolic subgroup P = P∅ decompose as
P = MAN+.

We let ZΘ be the centralizer of aΘ in G and KΘ = ZΘ∩K. We have that
KΘ decomposes as KΘ = MK(Θ) and ZΘ decomposes as ZΘ = MG(Θ)AΘ
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which implies that ZΘ = KΘAN(Θ) is an Iwasawa decomposition of ZΘ

(which is a reductive Lie group). Let Θ1,Θ2 ⊂ Σ, then aΘ1∩Θ2 = aΘ1 + aΘ2 .
Thus it follows that ZΘ1∩Θ2 = ZΘ1∩ZΘ2 , KΘ1∩Θ2 = KΘ1∩KΘ2 and PΘ1∩Θ2 =
PΘ1 ∩ PΘ2 .

For H ∈ a we denote by ZH , WH , etc. The centralizer of H, respectively,
in G, W , etc., except when explicitly noted. When H ∈ cl a+ we put

Θ(H) = {α ∈ Σ; α(H) = 0},

and we have ZH = ZΘ(H), KH = KΘ(H), N+(H) = N+(Θ(H)) and WH =
WΘ(H).

Let n±Θ =
∑

α∈Π±\〈Θ〉 gα and N±Θ = exp n±Θ where 〈Θ〉 is given by all root
in Π that is linear combination of the roots in Θ. Then N± decomposes as
N± = N±(Θ)N±Θ where N±(Θ) normalizes N±Θ , N±(Θ) centralizes N∓Θ and
N±(Θ) ∩ N±Θ = 1. We have that g = n−Θ ⊕ pΘ, N−Θ ∩ PΘ = 1 and PΘ is the
normalizer of n+

Θ in G. The subgroup PΘ decomposes as PΘ = ZΘN
+
Θ , where

ZΘ normalizes N+
Θ and ZΘ∩N+

Θ = 1. We write p−Θ = Θ(pΘ) for the parabolic
subalgebra opposed to pΘ. It is conjugated to the parabolic subalgebra pΘ∗

where Θ∗ = −(w0Θ) is the dual to Θ and w0 is the principal involution of
W . More precisely p−Θ = kpΘ∗ where k ∈M∗ is a representative of w0 in M∗.
If P−Θ is the parabolic subgroup associated to p−Θ then ZΘ = PΘ ∩ P−Θ and
P−Θ = ZΘN

−
Θ , where ZΘ normalizes N−Θ and ZΘ ∩N−Θ = 1.

The flag manifold of type Θ is the orbit FΘ = Ad(G)pΘ on the Grassmann
manifolds of subspaces of the Lie algebra g, with base point bΘ = pΘ, which
identifies with the homogeneous space G/PΘ. Since the center of G normal-
izes pΘ, the flag manifolds depends only on the Lie algebra g of G. The empty
set Θ = ∅ gives the maximal flag manifold F = F∅ with base point b0 = b∅.
For Θ1 ⊂ Θ2 ⊂ Σ there is a G-equivariant projection πΘ1

Θ2
: FΘ1 → FΘ2 given

by gbΘ1 7→ gbΘ2 , g ∈ G. When Θ1 = ∅ we denote this fibration just by πΘ2 .
The above subalgebras of g, which are defined by the choice of the Weyl

chamber of a and a subset of the associated simple roots, can be defined
alternatively by the choice of an element H ∈ a as follows. First note that
the eigenspaces of ad(H) in g are the weight spaces gα, and the centralizer
of H ∈ g is given by zH =

∑
{gα; α(H) = 0} where the sum is taken over

α ∈ a∗. Now define the negative and positive nilpotent subalgebras of type
H given by

n+
H =

∑
{gα; α(H) > 0}, n−H =

∑
{gα; α(H) < 0}
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and the parabolic subalgebra of type H which is given by

pH =
∑
{gα; α(H) ≥ 0}.

Denote by N±H = exp n±H and by PH the normalizer in G of pH . Note that
n±H , pH , N

±
H and PH are not centralizers of H: These are the only exceptions

for the centralizer notation introduced above. We have clearly that

g = n−H ⊕ zH ⊕ n+
H and pH = zH ⊕ n+

H .

Define the flag manifold of type H as the orbit on the Grassmann manifolds
of subspaces of the Lie algebra g given by

FH = Ad(G)pH .

Now choose a chamber a+ of a which contains H in its closure, consider the
simple roots Σ associated to a+ and take Θ(H) ⊂ Σ. Since α ∈ Θ(H) if, and
only if, α|aΘ(H)

= 0, we have that

zΘ(H) = zH , n±Θ(H) = n±H , pΘ(H) = pH .

So it follows that
FH = FΘ(H),

and that the isotropy of G in pH is

PH = PΘ(H) = KΘ(H)AN
+ = KHAN

+,

since KΘ(H) = KH . We note that we can proceed reciprocaly, that is, if a+

and Θ are given, we can choose H ∈ cl a+ such that Θ(H) = Θ and describe
the objects that depend on a+ and Θ by H (clearly such an H is not unique).
We remark that the map

FH → s, kpH 7→ Ad(k)H, for k ∈ K,

gives an embedding of FH in s (see Proposition 2.1 of [15]). In fact, the
isotropy of K at H is KH = KΘ(H) which is, by the above comments, the
isotropy of K at pH . Define the negative parabolic subalgebra of type H by

p−H =
∑
{gα; α(H) ≤ 0}
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and denote by P−H its normalizer in G. Then we have that P−H = P−Θ(H).

An element Y = Ad(g)H, H ∈ cl a+ is said to be a split element. In
the same way we call an element of the form ghg−1 split if h ∈ clA+, where
A+ = exp a+.

An split element H ∈ cl a+ induces a vector field H̃ on a flag manifold
FΘ with flow exp tH. This is a gradient vector field with respect to a given
Riemannian metric on FΘ (see [15], Section 3). The connected sets of fixed
point of this flow are given by

fixΘ(H,w) = ZHwbΘ = KHwbΘ,

so that they are in bijection with the cosets in WH \W /WΘ. In particular,
if H ∈ a+ is regular then there are |W|/|WΘ| isolated singularities. Each
w-fixed point connected set has stable manifold given by

stΘ(H,w) = N−HfixΘ(H,w) = P−HwbΘ,

whose union gives the Bruhat decomposition of FΘ:

FΘ =
∐

WH\W /WΘ

stΘ(H,w) =
∐

WH\W /WΘ

P−HwbΘ.

The unstable manifold is

unΘ(H,w) = N+
HfixΘ(H,w) = PHwbΘ.

Remark 2.1.1 For h ∈ clA+ we will write fixΘ(h,w) to denote the set of
fixed points of fixΘ(H,w) where h = expH, H ∈ cl a+.

For each element w ∈ W there exist simple roots αi ∈ Σ, i = 1, . . . , n such
that w = s1 · · · sn where si are the simple reflection associated to αi. The
length l(w) of w is the number of simple roots in a minimal decomposition
of w as above. Let Πw = Π+ ∩ wΠ− be the set of positive roots that are
taken to negative ones by w−1. It is a fact that l(w) is equal the cardinality
of Πw.

Also, if w ∈ W and α ∈ Σ is a simple root, holds

l(wsα) = l(w) + 1 if and only if , w(α) ∈ Π+
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and
l(wsα) = l(w)− 1 if and only if , w(α) ∈ Π−

For a fixed simple system Σ of the roots, the Bruhat-Chevalley order
of the Weyl group W is given as follows. For w ∈ W take a minimal de-
composition w = s1 · · · sn as product of simple roots. Then w1 ≤ w if and
only if there are integers 1 ≤ i1 < . . . < ik ≤ n such that w1 = si1 · · · sik is a
minimal decomposition of w1.

In general the order of W depends on the choice of the simple system
of roots Σ, that is, on the set of generators of W . Note however that the
order obtained from −Σ coincides with the order coming from Σ because
both simple systems of roots define the same set of generators.

The Bruhat-Chevalley order are associated with the order of control sets
on the flag manifolds (see [29]).

2.2 Control Sets for Semigroups Actions
In this section we will introduce the notion of control set via semigroup theory
that is the best approach to work in flag manifolds. The notion of control
sets, as defined in Chapter 1, for control systems on flag manifolds coincide
with the one here stated and so we will use both approaches.

Let S be a semigroup of diffeomorphisms acting on a Riemannian mani-
fold X. We say that S is accessible in x ∈ X if int(Sx) 6= ∅. If the semigroup
S is accessible for every x ∈ X we say that S is accessible.

Definition 2.2.1 A subset D ⊂ X is said to be a control set for the action
of S provided it satisfies

1. D ⊂ cl(Sx) for every x ∈ D;

2. intD 6= ∅;

3. D is maximal with these properties.

The control sets for S are ordered by putting D1 ≤ D2 if there are x ∈ D1

and g ∈ S such that gx ∈ D2. Equivalently, D1 ≤ D2 if D2 ⊂ cl(Sx) for
some, and then for all, x ∈ D1.

For a given control set D the set D0 = {x ∈ D;x ∈ int(Sx)∩ int(S−1x)}.
is called the set of transitivity of D or core of D. Such set can be empty
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but when it is not the control set D is said to be effective. The invariant
control sets are effective, that is, D0 6= ∅ if SD ⊂ D or S−1D ⊂ D.

We consider now G to be a semi-simple Lie group and S ⊂ G a semigroup
with intS 6= ∅. The concept of flag type of a semigroup come from the
characterization of the effective control sets in FΘ. The demonstration of the
results in this section can be found in [31].

Let us consider an Iwasawa decomposition G = KAN+ and let W the
Weyl group of G. In order to describe the effective control sets and define
the flag type of S, let us consider the set of the split-regular elements of G
that are in the interior of S, that is

R(S) = {h ∈ intS;h = gh̄g−1, for g ∈ G, h̄ ∈ A+},

where A+ is a fixed Weyl chamber.
The core of the effective control sets for the action of S on FΘ are given by

the fixed points for elements in R(S) as state the following theorem, whose
proof can be found in Section 3 of [31].

Theorem 2.2.2 For every w ∈ W there is a control set DΘ(w) ⊂ FΘ whose
core is given by

DΘ(w)0 =
⋃
{fixΘ(h,w); h ∈ R(S)}.

Moreover, D+
Θ = DΘ(1) is the only control set S-invariant and D−Θ = DΘ(w0)

the only S−1-invariant. Also, every effective control set is DΘ(w) for some
w ∈ W.

The next theorem allow us to define flag type of a semigroup S. For the
proof see [31].

Theorem 2.2.3 Let S ⊂ G be a semigroup with nonempty interior. There
exists a subset of the simple roots Θ(S) ⊂ Σ such that the following are
equivalents:

(i) Θ(S) is the smallest subset Θ ⊂ Σ, or the largest flag manifold FΘ,
such that D+

Θ is contained in the open cell of a Bruhat decomposition
of FΘ, that is, D+

Θ ⊂ N−Θ · bΘ for some Iwasawa decomposition;

(ii) Θ(S) is the largest subset Θ ⊂ Σ, or the smaller flag manifold FΘ such
that π−1

Θ (D+
Θ) is the S-invariant control set in F;
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(iii) Θ(S) is the only subset Θ ⊂ Σ, or the only flag manifold FΘ such
that D+

Θ is contained in the open cell in the Bruhat decomposition and
π−1

Θ (D+
Θ) is the S-invariant control set in F.

With this we can define the flag type of the semigroup S.

Definition 2.2.4 The flag type of the semigroup S ⊂ G with nonempty
interior is the subset Θ(S) ⊂ Σ, or the flag manifold FΘ, satisfying one of
the equivalent conditions of the above theorem.

This notion of stability allow us to look, structurally, at the flag type of S
through its elements. For any g ∈ G there is an Iwasawa decomposition G =
KAN+ such that g = ehu with e ∈ K, h ∈ clA+ and u ∈ N+ is unipotent,
that is, Ad(u) is an unipotent linear map. Furthermore, the elements e, h
and u commutes. Such decomposition is called Jordan decomposition of
g (see Helgason [17], Chapter IX, Lemma 3.1). The flag type of g is given by

Θ(g) = {α ∈ Σ; α(log h) = 0}.

The flag type of g says what is the regularity of the vectorial component h
in terms of the roots of G. The following theorem relate the flag type of an
element in intS and Θ(S).

Theorem 2.2.5 For every g ∈ intS we have that Θ(g) ⊂ Θ(S). Moreover,
there is g ∈ intS with minimal regularity, that is, Θ(g) = Θ(S). In other
words, the flag type of the semigroup S is the smallest regularity for the
elements in intS

The fact that Θ(g) ⊂ Θ(S), for g ∈ intS implies that on the flags FΘ,
with Θ(S) ⊂ Θ, g has at most one fixed point in each control set. We still
do not now what happens with the elements in S that are not in the interior.
As we will see ahead, for control sets of affine control system we can give a
minimal regularity for such elements.

Example 2.2.6 Let G = Sl(n, R). A canonical setting is given by taking a
as the algebra of diagonal matrices with zero trace. The roots are αij = λi−λj
where λi(H) = ai if H = diag{a1, . . . , an}. A simple system is given by
Σ = {αi,i+1; i = 1, . . . , n− 1} and associated to this simple roots we have the
positive Weyl chamber a+ ⊂ a given by the matrices H = diag{a1, . . . , an}
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with a1 > a2 > . . . > an. Then, for h ∈ cl a+ we have that Θ(h) tell us the
multiplicity of the eigenvalues of h. The extreme cases are Θ(h) = ∅, that is,
all the eigenvalues of h are distinct and Θ(h) = Σ which implies that h has
just one eigenvalue.

Example 2.2.7 Let

ġ(t) = f0(g(t)) +
m∑
i=1

ui(t)fi(g(t))

be a right invariant control-affine system on a semi-simple Lie group G, that
is, f0, f1, . . . , fm are right invariant vector fields. The right invariance allows
us to induce, on every flag manifold FΘ, for Θ ⊂ Σ, control-affine systems

ẋΘ(t) = f̄0(xΘ(t)) +
m∑
i=1

ui(t)f̄i(xΘ(t))

where f̄i = (πΘ)∗(fi), i = 0, 1, . . . ,m and πΘ : G → FΘ is the canonical
projection.

If we assume that the orbit of the control-affine system at 1 ∈ G has
nonempty interior, that is intO+(1) 6= ∅ , all the effective control sets of the
semigroup S = O+(1) on FΘ are of the form DΘ(w), for some w ∈ W. By
definition of control sets for a semigroup we have that such control sets are
also control sets for the induced control-affine system on FΘ with nonempty
interior.

Reciprocally, if local accessibility holds for the system on G, all the control
sets with nonempty interior for all the induced systems are effective and so
they are of the form DΘ(w), for some w ∈ W. In fact, by Proposition 1.23
of [21] we have that intD ⊂ O+(x) = Sx because we are assuming local
accessibility for the system in G. Also by local accessibility we have that intS
is dense in S and consequently we have that (intS)D ∩D 6= ∅ and the result
follows from Proposition 1.10 of [31].

Remark 2.2.8 In passing note that we denote both the canonical projections
G→ FΘ and F → FΘ by πΘ. The point is that the use of both are normally
clear by the context and allow us to avoid extra notation.
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2.3 Morse Decomposition and Flag type of
flows

The description of the flag type of semigroups help us to understand the
dynamics of flows of automorphisms on G-principal bundles, with G semi-
simple. More specifically, let Q → X be a fiber bundle and G be a semi-
simple Lie group such that G acts continuously on the right of Q and its
action preserves the fiber of Q. This implies that the fiber of the bundle is
homeomorphic to the group G itself.

If φt : Q → Q is a flow of automorphisms on the G-principal bundle Q,
with G semi-simple, we can characterize the Morse components of induced
flows on the flag bundles.

Consider φt : X → X be a flow on a topological space X. For x ∈ X the
ω-set of x is given by

ω(x) := {y ∈ X;∃tn → +∞;φtn(x)→ y}.

In the same way, the ω∗-set of x is defined as

ω∗(x) := {y ∈ X; ∃tn → −∞;φtn(x)→ y}.

Definition 2.3.1 Let φt : X → X be a flow on a topological space
X. A Morse decomposition of φt is a finite collection of disjoint subsets
{M1, . . . ,Mn} of X such that:

(i) eachMi is compact, isolated 1 and φt-invariant;

(ii) for all x ∈ X we have ω(x), ω∗(x) ⊂
⋃
iMi;

(iii) suppose there areMj0 ,Mj1 , . . . ,Mjl and x1, . . . , xl ∈ X\
⋃n
i=1Mi with

ω∗(xi) ⊂Mji−1
and ω(xi) ⊂Mji for i = 1, . . . , l; thenMj0 6=Mjl.

In order to describe the Morse components using the flag type of semi-
groups, what is done is a description of the chain recurrent components of
the flow, that we will define now.

1A set K ⊂ X is isolated if there is a neighborhood N of K such that K ⊂ intN and
φt(x) ∈ N, for all t ∈ R implies x ∈ K
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Let φt : X → X be a flow on a metric space (X, d). For x, y ∈ X and
ε, τ > 0, a (ε, τ)-chain from x to y is given by x0 = x, x1, . . . , xn = y and
τ0, . . . , τn ≥ τ such that

d(φτi(xi), xi+1) < ε.

A subset Y ⊂ X is said chain transitive if for each x, y ∈ Y and ε, τ > 0
there is an (ε, τ)-chain from x to y. A point x ∈ X is chain recurrent if
{x} is chain transitive, that is, if for all ε, τ > 0, there is a (ε, τ)-chain from
x to x. We denote by R(φ) the set of the chain recurrent points in X. The
relation between the Morse components and chain recurrence is given by the
next result.

Proposition 2.3.2 The flow φt admits a finest Morse decomposition if, and
only if, the chain recurrent set R(φ) has finite many connected components.
In this case the connected components of R(φ) are exactly the Morse compo-
nents of the finest Morse decomposition.

Proof. Theorem B.2.26 of [12]

Due to this Proposition we can describe the Morse components of the
induced flows.

2.3.1 Flag Type of Semigroups of Automophisms

Let Q → X be a G-principal bundle with G semi-simple and X a compact
metric space. Consider the flag bundle associated given by EΘ = Q ×G FΘ,
that is given by the classes of (Q × FΘ)/ ∼ where (q1, b1) ∼ (q2, b2) if and
only if, there exists g ∈ G such that q1 = q2 · g and b1 = g−1 · b2. As before,
E denote the associated bundle Q×G F.

Let SQ be a semigroup of local endomorphisms in Q. Such semigroup
acts in a standard way in Q, in X and in EΘ. Assume that SQ is accessible
and that the action on X is transitive. With this hypothesis we can study
the control sets of the action of SQ in EΘ only by looking its action on the
fibers, that is basically just the study of the control sets for the action of a
nonempty semigroup of G on the flag manifold FΘ.

The general idea is to consider for each q ∈ Q the semigroup of G given
by

Sq = {g ∈ G; ψ(q) = q · g, for some ψ ∈ SQ}.
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Since SQ is accessible we have that Sq is open for all q ∈ Q. Moreover, if we
denote by Dq(w) the control sets given by the action of Sq in the maximal
flag F, we have the following theorem, whose proof can be found in [9].

Theorem 2.3.3 The control sets for the action of SQ in E are given by the
sets D(w), w ∈ W, which are projected onto X and whose core are given
fiberwise by

(D(w)0)q = q ·Dq(w)0, q ∈ Q.

Moreover, the flag type of each Sq does not depend on q ∈ Q.

Definition 2.3.4 The flag type of the semigroup SQ is the flag type of Sq
for q ∈ Q.

2.3.2 Flag Type for the Morse decomposition of flows

The idea now is to use the above to characterize the chain recurrent com-
ponents of induced flows on the flag bundles. Let φt : Q → Q be a flow of
automorphisms and consider the local automorphisms of Q that are ε-close
to the identity, that is, let Vε = {ψ ∈ End(Q); %(ψ(ξ), ξ) < ε, for all ξ ∈ F},
where the metric in F is the standard K-invariant Riemann metric on F.

For each ε, τ > 0 we define the (ε, τ)-shadowing semigroup as

Sε,τ := {ψs ◦ φτs ◦ · · · ◦ ψ1 ◦ φτ1 ; τi ≥ τ, ψi ∈ Vε}.

From this construction it follows that the (ε, τ)-chains in E coincides with the
orbits of the semigroup Sε,τ . Also, the semigroups Sε,τ are accessible so their
control sets are characterized by Theorem 2.3.3. If we denote such control
sets in EΘ by Dε,τ

Θ (w), we have that the Morse components of the induced
flow in EΘ are given by the intersection of these control sets, as stated in the
next theorem.

Theorem 2.3.5 The finest Morse decomposition of the induced flow φt :
EΘ → EΘ are given by

MΘ(w) =
⋂
ε,τ

Dε,τ
Θ (w).

Moreover,M+
Θ =MΘ(1) is the only attractor andM−

Θ =MΘ(w0) the only
repeller.
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The proof can also be found in [9], Section 9. We note that for ε1 < ε2

and τ1 > τ2 we have Sε1,τ1 ⊂ Sε2,τ2 what give us Θ(Sε1,τ1) ⊂ Θ(Sε2,τ2) and
then makes sense the following definition.

Definition 2.3.6 The flag type of the flow of automorphisms φt : Q→ Q is
the subset of simple roots given by

Θ(φ) =
⋂
ε,τ

Θ(Sε,τ ).

We can also, using Θ(φ) and its dual Θ(φ)∗, give an algebraic description
of the Morse components.

Theorem 2.3.7 Let Θ(φ) the flag type of the flow φt and Θ(φ)∗ its dual. It
holds

(i) The flow admits only one attractor component in EΘ(φ) and it inter-
sects every fiber in exactly one point. This component is image of a
continuous section σφ : X → EΘ(φ). That is,(

M+
Θ(φ)

)
x

= σφ(x).

In the same way there is only one repeller component in the dual flag
bundle EΘ(φ)∗ and it is given as image of a continuous section σ∗φ : X →
EΘ(φ)∗;

(ii) If we consider the equivariant functions2 f : Q → FΘ(φ) and f ∗ : Q →
FΘ(φ)∗ associated to σφ and σ∗φ, respectively, we have that for each q0 ∈
Q, f(q) and f ∗(q0) are opposed subalgebras and the orbit

{(f(q), f ∗(q)); q ∈ Q} = Ad(G)(f(q0), f ∗(q0)) ⊂ FΘ(φ) × FΘ(φ)∗

is open and dense and it is identified with the homogeneous space
Ad(G)Hφ = G/Zφ, where Zφ = ZHφ and Hφ is a characteristic ele-
ment for Θ(φ), that is, Θ(φ) = {α ∈ Σ; α(Hφ) = 0};

2That is, for any g ∈ G and q ∈ Q we have that f(q · g) = g−1f(q) and the same for
f∗.
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(iii) The equivariant function hφ : Q → Ad(G)Hφ, obtained from item (ii)
above (hφ(q) ≈ (f(q), f ∗(q))), give us an algebraic description of the
Morse components of the flow φt on every flag bundle EΘ. The compo-
nents are given fiberwise by

MΘ(w)x = q · fixΘ(hφ(q), w).

where q ∈ Q is any element such that π(q) = x.

The above theorem says that, fiberwise, the finest Morse decomposition
of φt in EΘ is given by the finest Morse decomposition of the action of some
conjugated of Hφ on the flag manifold FΘ.

By Proposition 5.4 of [30] the Morse components have also the represen-
tation

MΘ(w) = {q · wbΘ; q ∈ Qφ} = {r · wbΘ; r ∈ Rφ},
where bΘ is the origin of FΘ, Qφ is a φt-invariant subbundle of Q with struc-
tural group Zφ and Rφ a KHφ = Kφ-reduction of Qφ. The subbundle Qφ is
given by Qφ = h−1

φ (Hφ).

Example 2.3.8 Consider the control-affine system given in example (2.2.7).
If we consider the trivial principal bundle Q = U ×G→ U , with right action
given by the right translation on G we have that the control flow φt : Q→ Q
is a flow of automorphisms. By the above, we have that the Morse sets of the
induced control flow on EΘ = (U ×G)×G FΘ = U × FΘ is of the form

MΘ(w) = {q · wbΘ; q ∈ Qφ} = {r · wbΘ; r ∈ Rφ},

where Qφ ⊂ U ×G is a φt-invariant subbundle with structural group Zφ and
Rφ ⊂ U × K a Kφ-reduction of Qφ. These subbundles are not necessarily
trivial, however when it happens we can assume that ψτ,u := ϕ(τ, 1, u) ∈ Zφ
for every τ > 0, u ∈ U (see [30]).

For every g ∈ S = O+(1), and ε, τ > 0 there is q ∈ Q and some potency
gn of g such that gn ∈ Sqε,τ . Since Sqε,τ is an open semigroup we have that

Θ(gn) ⊂ Θ(Sqε,τ ).

But the flag type of gn and of g are the same and the flag type of Sε,τ does
not depend on q ∈ Q which give us Θ(g) ⊂ Θ(Sε,τ ) for every ε, τ > 0 and
consequently Θ(g) ⊂ Θ(φ). That give us a minimal regularity for all the
elements in S (closure included). In particular, we have Θ(S) ⊂ Θ(φ).
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2.4 Iwasawa decomposition and a-cocycle
As above let Q → X be a G-principal bundle with G semi-simple. Let
G = KAN+ be an Iwasawa decomposition. Since G/K is diffeomorphic
to the Euclidian space AN+, the principal bundle Q admits a K-reduction
R ⊂ Q (see [23]). Then we can write an Iwasawa decomposition for Q as
Q = R · AN+ and then, every element q ∈ Q can be written uniquely as
q = r · an, with r ∈ R, a ∈ A and n ∈ N+. Take the canonical projections

R : Q→ R and A : Q→ A.

The above maps satisfy:

1. If r ∈ R then R(r) = r and A(r) = 1;

2. If q ∈ Q and g = man ∈ P = MAN+ then R(q · g) = R(q)m and
A(q · g) = A(q)a.

Taking the logarithm of A we have the map a : Q→ a given by

a(q) = logA(q). (2.1)

We will use the same notation for the map of G to a that associates for every
g = kan ∈ KAN+ the element log a ∈ a. With these notations, the above
property 2. implies that

a(q · g) = a(q) + a(g) for any q ∈ Q, g ∈ P.

Consider a flow of automorphisms φt : Q → Q. By above we have that
φRt : R→ R defined as φRt (r) = R(φt(r)) is a flow on R. Moreover, the map

aφ : R×R→ a, aφ(t, r) = a(φt(r)),

is an additive cocycle over φRt , that is,

aφ(t+ s, r) = aφ(t, φRs (r)) + aφ(s, r).

In fact, consider the Iwasawa decomposition φs(r) = φRs (r)asns ∈ R ·
AN+. Using (2.1) we have that

aφ(t+ s, r) = a(φt+s(r)) = a(φt(φs(r)))
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= a(φt(φ
R
s (r) · asns)) = a(φt(φ

R
s (r)) · asns)

= a(φt(φ
R
s (r))) + log as = aφ(t, φRs (r)) + aφ(s, r).

We will usually denote the cocycle aφ just by a. The cocycle a factors to
a well defined cocycle on the maximal flag bundle E = Q×G F = R ×K F if
we write

a(t, ξ) = a(t, r)

where ξ = r · b0. In fact, if ξ = r′ · b0, there exist m ∈M such that r′ = r ·m
and then

a(t, r′) = a(t, r ·m) = a(φt(r) ·m) = a(φt(r)) + a(m) = a(t, r)

since a(m) = 0. We refers to it as the a-cocycle of the flow φt. For the
reverse flow, if we consider

a∗(t, r) = logA(φ−t(r))

we also have a well defined cocycle over E and they are related by (see [1])

a∗(t, ξ) = −a(t, φ−t(ξ)).

In general, the a-cocycle does not factor to the partial flag bundles FΘ.
However, if we compose a with some specific β ∈ a∗ we still have a cocycle
and it factors to the parcial bundle EΘ. Such cocycle usually appears when
we want to measure the exponential growth rate of the flows.

Example 2.4.1 The main classical example of cocycles over a partial flag
bundle is the one yielding Lyapunov exponents of linear flows on vector bun-
dles. Let V → X be a real vector bundle of dimension n, and denote by BV
the bundle of frames of V, which is a principal bundle with structure group
Gl(n, R). The elements of BV are linear isomorphisms p : Rn → Vx, and
the right action of Gl(n, R) is (p, g) 7→ p ◦ g. Endow V with a Riemannian
metric 〈·, ·〉, and let OV = {p : Rn → Vx; p is isometry } be the orthonormal
frame bundle, which is a O(n)-reduction of BV.

An Iwasawa decomposition of Gl(n, R) reads Gl(n, R) = O(n)AN , where
A is the subgroup of diagonal matrices with positive entries an N the sub-
group of upper triangular matrices with 1’s in the diagonal. The subbundle
of orthonormal frames together with the Iwasawa decomposition of Gl(n, R)
gives rise to the Iwasawa decomposition BV = OV · AN of BV. Hence our
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vector valued cocycle a(t, ξ) assume values in the space a = logA, of diagonal
matrices. Now a linear flow Φt on V defines a flow on BV by φt(p) = Φt ◦ p,
which is right invariant. Then the Lyapunov exponents of Φt are given by
the asymptotics of the additive cocycle log ||Φtv||, v ∈ V. We can read off
this cocycle from the a-valued cocycle as follows: Let e1 be the first basic
element of Rn. Take v ∈ Vx and let r ∈ OVx be such that v = r(e1).
Since φt(r) = Φt ◦ r it follows that Φt(v) = Φt ◦ r(e1) = φt(r)(e1). Now,
φt(r) = rt · atnt ∈ OV · AN , hence Φt(v) = rt(atnte1). But nte1 = e1. Also,
rt ∈ OV is an isometry. Therefore

||Φt(v)|| = ||ate1||.

That is, ||Φt(v)|| is the first eigenvalue of at. Hence if we let λ1 ∈ a∗ be given
by λ1(diag{a1, . . . , an}) = a1 then

log ||Φt(v)|| = λ1(a(t, r)). (2.2)

We can write this equality with the cocycle a(t, ξ) with ξ in the flag bundle
instead of r ∈ OV. For this we note that the flag bundle E = BV ×Gl(n,R) F
is the bundle

FV = {rb0; r ∈ OV} b0 = (〈e1〉 ⊂ 〈e1, e2〉 ⊂ . . . ⊂)

of complete flags of vector subspaces of V. By formula (2.2) the Lyapunov
ex- ponents of Φt at v have the form

lim
τ→∞

1

τ
log ||Φt(v)|| = lim

τ→∞

1

τ
λ1(a(t, ξ)

where ξ ∈ FV is any flag whose one dimensional subspace is spanned by v.
In other words the Lyapunov exponents of Φt are determined by the cocycle
λ1(a(t, ξ).

To formalize this factorization we have the following lemma (Lemma 7.1
of [1]).

Lemma 2.4.2 Let Θ ⊂ Σ and let V be an arbitrary vector space. If β :
a→ V is a linear map that annihilates on a(Θ), then the cocycle aβ := β ◦ a
satisfies aβ(t, r) = aβ(t, r · k) for k ∈ KΘ.
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Using the Lemma above we will show that restricted to the Morse sets
we can factor the a-cocycle. Let πΘ : E→ EΘ the canonical projection given
by r · b0 7→ r · bΘ. Since the Morse sets of the induced flow are given by

MΘ(w) = Rφ · wbΘ

we have that πΘ(M(w)) =MΘ(w) and if r·wbΘ = r′·wbΘ, there exist k ∈ Kφ

such that r′ = r · k and kwbΘ = wbΘ which implies that k ∈ KΘ(φ)∩wΘ.

Consider then the subsets of the roots given by

Π+
φ,Θ,w := {α ∈ Π+ \ 〈Θ(φ)〉; w−1α ∈ Π− \ 〈Θ〉} = Π+ \ 〈Θ(φ)〉∩w(Π− \ 〈Θ〉)

and

Π−φ,Θ,w := {α ∈ Π− \〈Θ(φ)〉; w−1α ∈ Π− \〈Θ〉} = Π− \〈Θ(φ)〉∩w(Π− \〈Θ〉).

and define the functional linear χ+
Θ,w, χ

−
Θ,w : a→ R by

χ+
Θ,w =

∑
α∈Π+

φ,Θ,w

nα α χ−Θ,w =
∑

α∈Π−φ,Θ,w

nα α

where nα = dim gα. We have then

Lemma 2.4.3 χ±Θ,w annihilates a(Θφ ∩ wΘ).

Proof. We will show just for χ+
Θ,w since for χ−Θ,w is analogous. Consider then

β ∈ Θ(φ) ∩ wΘ and let

rβ(α) = α− 2
〈α, β〉
〈β, β〉

β

the β-reflection of α. We affirm that rβ(Π+
φ,Θ,w) = Π+

φ,Θ,w. In fact, consider
H ∈ a such that Θ = Θ(H) . Then for each α ∈ Π+

φ,Θ,w

rβ(α)(Hφ) = α(Hφ)− 2
〈α, β〉
〈β, β〉

β(Hφ) > 0

since α(Hφ) > 0 and β(Hφ) = 0. Also

w−1rβ(α) = w−1α− 2
〈α, β〉
〈β, β〉

w−1β
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and then

w−1rβ(α)(H) = w−1α(H)− 2
〈α, β〉
〈β, β〉

w−1β(H) < 0

since w−1α(H) < 0 and w−1β(H) = 0. Then rβ(Π+
φ,Θ,w) ⊂ Π+

φ,Θ,w and since
rβ is bijective we have the equality. Also, for any w ∈ W we have that
wgα = gw(α) what give us that nα = nw(α) and consequently

rβ(χ+
Θ,w) =

∑
α∈Π+

φ,Θ,w

nrβ(α) rβ(α) =
∑

γ∈rβ(Π+
φ,Θ,w)

nγ γ =
∑

γ∈Π+
φ,Θ,w

nγ γ = χ+
Θ,w.

But that is true if, and only if, χ+
Θ,w(Hβ) = 〈χ+

Θ,w, β〉 = 0. Since β was
arbitrary and

a(Θ(φ) ∩ wΘ) = span{Hβ, β ∈ Θ(φ) ∩ wΘ}

we have the desired.
By Lemma 2.4.2 above we have

Corollary 2.4.4 Let us assume that 〈Θ(φ)〉 ⊂ w〈Θ〉. The maps a±Θ,w : R×
MΘ(w)→ R given by

a±Θ,w(t, r · wbΘ) := χ±Θ,w(a(t, r)) (2.3)

are well defined cocycles.

Proof. By the above Lemma, we just need to show that for any w′ ∈
WΘ(φ) \W /WΘ we have that

a±Θ,w(t, r · wbΘ) = a±Θ,w′(t, r · w
′bΘ).

Let then w1 ∈ WΘ(φ) and w′ ∈ WΘ such that w′ = w1ww2. Since
w1a(Θ(φ)) = a(Θ(φ)) and w2a(Θ) = a(Θ) we have that

a(Θ(φ) ∩ w′(Θ)) = w1a(Θ(φ) ∩ w(Θ))

and
aΘ(φ)∩w′(Θ) = w1aΘ(φ)∩w(Θ).
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Also, since χ±Θ,w(a(Θ(φ) ∩ w(Θ))) = 0 and χ±Θ,w′(a(Θ(φ) ∩ w′(Θ))) = 0 we
have that

a±Θ,w(t, r · wbΘ) := χ±Θ,w(a1(t, r))

and
a±Θ,w(t, r · wbΘ) := χ±Θ,w(a′1(t, r))

where a1(t, r)) and a′1(t, r)) are the part of a(t, r)) in aΘ(φ)∩w(Θ) and
aΘ(φ)∩w′(Θ), respectively. By the above and the unicity of the decomposi-
tions we have that w1a1(t, r)) = a′1(t, r)). Then

a±Θ,w′(t, r · w
′bΘ) := χ±Θ,w′(a

′
1(t, r)) =

∑
α∈Π±

φ,Θ,w′

nα α(w1a1(t, r))

=
∑

β∈w1(Π±
φ,Θ,w′ )

nβ β(a1(t, r)).

But we have also that w1Π±\〈Θ(φ)〉 = Π±\〈Θ(φ)〉 and w2Π±\〈Θ〉 = Π±\〈Θ〉
which implies that w1(Π±φ,Θ,w′) = (Π±φ,Θ,w) and consequently∑

β∈w1(Π±
φ,Θ,w′ )

nβ β(a1(t, r)) =
∑

β∈Π±φ,Θ,w

nβ β(a1(t, r)) =: a±Θ,w(t, r · wbΘ)

showing the result.

Such cocycles will be important in the next Chapter in order to estimate
the invariance entropy of control-affine systems on flag manifolds.

To conclude the Chapter we will give the description of a construction
of a linearization around the attractor component given by the Morse de-
composition of the induced flow on EΘ(φ) as given in Section 5 of [30]. The
tangent space at the origin of FΘ(φ) identifies with the nilpotent Lie algebra
n−φ = n−Θ(φ) and the group Zφ normalizes n−φ which implies that it acts linearly
on n−φ by the adjoint representation. We have then the associated bundle

Vφ = Qφ ×Zφ n−φ → X.

Since the Zφ-action is linear we have that the associated bundle Vφ → X
is a vector bundle and that the flow φt induces a linear flow Φt on Vφ.
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Let bΘ(φ) be the origin of FΘ(φ) and define the subset

Bφ = Qφ ·N−φ bΘ(φ)

and the mapping Ψ : Vφ → Bφ

Ψ(q ·X) = q · (expX)bΘ(φ), q ∈ Qφ, X ∈ n−φ .

We have then the following Proposition from [30] (Proposition 5.5).

Proposition 2.4.5 The following statements are true:

(i) Bφ is an open and dense φt-invariant subset of EΘ(φ) which contains
the attractor component M+

Θ(φ) = Ψ(V0
φ), where V0

φ is the zero section
of Vφ;

(ii) φt and Φt are conjugated under Ψ, that is,

φt(Ψ(v)) = Ψ(Φt(v)), v ∈ Vφ.

There is also a natural metric (·, ·) in Vφ → X given by

(r ·X, r · Y ) = Bθ(X, Y ), r ∈ Rφ, X, Y ∈ n−φ

where Bθ is the inner product in the Lie algebra defined by the Cartan
involution θ. That this in fact a metric in the whole Vφ follows from the
Iwasawa decomposition Qφ = Rφ · AN+(φ), since AN+(φ) normalizes n−φ .
We have then the following Proposition, that is a slightly modification of
Theorem 7.2 of [30].

Proposition 2.4.6 There exist µ,B ∈ R with µ > 0 such that

α(a(τ, ξ)) ≥ µτ +B

for ξ ∈M+, α ∈ Π+ \ 〈Θ(φ)〉 and τ > 0.

As a consequence of this Proposition we have that the cocycles on the
Morse components can be linearly estimated, that is,

a+
Θ,w(t, r · wbΘ) ≥ s+(µt+B) and a−Θ,w(t, r · wbΘ) ≤ −s−(µt+B)

where s± =
∑

α∈Π±φ,Θ,w
nα.
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Chapter 3

The Flag Case

In this chapter we will use the control and semigroup theory presented in the
previous Chapters in order to get lower and upper bounds for the invariance
entropy of an admissible pair (K,Q) of a control-affine system on a flag
manifold, induced by a right invariant control-affine system on a semi-simple
Lie group G. We will be interested in the case where Q is a chain control set
that coincides with the closure of a control set of the induced system, what
happens if we have that Q is a hyperbolic chain control set (see [11]).

3.1 Hyperbolic Affine Systems on flag mani-
folds

From now on we will consider a right-invariant affine control system

ġ(t) = f0(g(t)) +
m∑
i=1

ui(t)fi(g(t)) (3.1)

where the state space G is a semi-simple Lie group. The right invariance
allows us to induce control-affine systems on the partial flag manifold FΘ

ẋΘ(t) = f̄0(xΘ(t)) +
m∑
i=1

ui(t)f̄i(xΘ(t)) (3.2)

where f̄i = (πΘ)∗fi with πΘ : G → FΘ the canonical projection. Note that
we have also the canonical fibration between the flags πΘ1

Θ2
: FΘ1 → FΘ2 if
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Θ1 ⊂ Θ2. If FΘi(xΘi(t), u(t)) denotes the right hand-side of (3.2) induced on
FΘi , i = 1, 2 we have

(πΘ1
Θ2

)∗
(
FΘ1(xΘ1(t), u(t))

)
= FΘ2(xΘ2(t), u(t))

and by Definition 1.2.7, the pair (πΘ1
Θ2
, idU) is a semi-conjugacy from

FΘ1(xΘ1(t), u(t)) to FΘ2(xΘ2(t), u(t)). When Θ1 = ∅ and Θ2 = Θ we will
denote the projection also by πΘ.

If we consider the usual right action on G, we have that the control flow

φt : U ×G→ U ×G φt(u, g) = (θtu, ϕt,u(g))

is a right invariant flow on the trivial principal bundle U × G → U . Since
(U × G) ×G FΘ = U × FΘ we have the induced control flow (that we still
denotes by φ)

φt : U × FΘ → U × FΘ φt(x, u) = (θtu, ϕ(t, x, u)).

If we denote by ψt,u the solution of the control-affine (3.1) at 1 ∈ G we
have that the solutions of the induced system (3.2) at x ∈ FΘ are given by
ϕ(t, x, u) = ψt,u · x, that is, the translation of x by ψt,u.

By Theorem 2.3.7 we have a equivariant continuous map hφ : U × G →
Ad(G)Hφ, that is φt-invariant. Associated with hφ we have the block reduc-
tion Qφ given by h−1

φ (Hφ) = Qφ.
Consider then the map

h : U → Ad(G)Hφ, h(u) := hφ(u, 1).

Proposition 3.1.1 The function h defined above has the following proper-
ties:

(i) For every (u, g) ∈ Qφ we have h(u) = Ad(g)Hφ;

(ii) For u ∈ U , t ∈ R we have h(θtu) = Ad(ψt,u)h(u)

Proof. The equivariance of hφ give us that hφ(u, g) = Ad(g−1)hφ(u, 1) =
Ad(g−1)hφ(u) for g ∈ G, u ∈ U . Since Qφ = h−1

φ (Hφ), we have for (u, g) ∈ Qφ

that
Hφ = hφ(u, g) = Ad(g−1)h(u)
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and consequently
h(u) = Ad(g)Hφ

showing (i).
For (ii), let u ∈ U and t ∈ R, then

h(θtu) = hφ(θtu, 1) = hφ(θtu, ψt,uψ
−1
t,u ) = Ad(ψt,u)hφ(φt(u, 1))

but since hφ is φt invariant, we have

hφ(φt(u, 1)) = hφ(u, 1) = h(u)

and then
h(θtu) = Ad(ψt,u)h(u).

The above properties give us that

Qφ = {(u, g) ∈ U ×G, h(u) = Ad(g)Hφ}

and
Rφ = {(u, k) ∈ U ×K, h(u) = Ad(k)Hφ}.

Also, the Morse components of φt are given fiberwise by

MΘ(w)u = (u, g) · fixΘ(hφ(u, g), w).

Since hφ(u, g) = Ad(g−1)h(u) and fixΘ(Ad(g−1)h(u), w) = g−1fixΘ(h(u), w)
we have

MΘ(w)u = {u} × fixΘ(h(u), w). (3.3)

By Proposition 1.1.6 we have that the chain control sets of induced control
system on FΘ are given by

EΘ,w = π2(MΘ(w)) =
⋃
u∈U

fixΘ(h(u), w)

where π2 : U × FΘ → FΘ is the projection on the second component. As
before, we will denote the chain control sets in F, simple by Ew.

Note also that, since Θ(S) ⊂ Θ(φ) we have that the effective control sets
DΘ(w) of the induced system (3.2) on FΘ are contained in the chain control
sets EΘ,w ⊂ FΘ.
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We will show that for points (u, x) ∈MΘ(w) we have a decomposition of
the tangent space of FΘ that is invariant by the control flow.

For X ∈ g we still denote by X the vector field induced on FΘ given by

X(x) =
d

dt |t=0
etX · x, x ∈ FΘ.

For a subset l ⊂ g we put

l · x = {X(x) ∈ TxFΘ, X ∈ l}

and we have that TbΘFΘ = n−Θ · bΘ. We have also that g ∈ G acts as a
diffeomorphism on FΘ and its differential at a point x ∈ FΘ satisfies

dgx(X(x)) = (Ad(g)(X))(gx). (3.4)

Consider then the subspaces of the tangent space to x ∈ fixΘ(h(u), w)
given by

SΘ,w(u, x) := n−h(u) · x

and
UΘ,w(u, x) := n+

h(u) · x

where n±h(u) = n±Θ(h(u)). Since

g = n−h(u) ⊕ zh(u) ⊕ n+
h(u)

we have
TxFΘ = SΘ,w(u, x)⊕ TxfixΘ(h(u), w)⊕ UΘ,w(u, x)

for all (u, x) ∈MΘ(w).

Proposition 3.1.2 The decomposition

TxFΘ = SΘ,w(u, x)⊕ TxfixΘ(h(u), w)⊕ UΘ,w(u, x)

holds for every (u, x) ∈ MΘ(w) and the subspaces SΘ,w and UΘ,w have con-
stant dimensions and are invariant by φ.
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Proof. For given (u, x) ∈ MΘ(w) we have that x = k · wbΘ with h(u) =
Ad(k)Hφ and so, the translation formula (3.4) give us that

SΘ,w(u, x) = n−h(u) · x = (dk)wbΘ
(
n−φ · wbΘ

)
and consequently that dimSΘ,w(u, x) = dim

(
n−φ ·wbΘ

)
showing that dimSΘ,w

is constant. Analogously for UΘ,w.
Let us show the invariance of SΘ,w(u, x) since for UΘ,w(u, x) is analogous.

The map ϕt,u acts in FΘ as the translation by ψt,u ∈ G. By the translation
formula we have then

(dϕt,u)xSΘ,w(u, x) = (dψt,u)x
(
n−h(u) · x

)
=
(

Ad(ψt,u)n
−
h(u)

)
· ϕt,u(x)

= n−Ad(ψt,u)h(u) · ϕt,u(x).

By property (ii) of the Proposition 3.1.1 we have h(θtu) = Ad(ψt,u)h(u) and
consequently

(dϕt,u)xSΘ,w(u, x) = SΘ,w(φt(u, x)).

We call the spaces SΘ,w and UΘ,w, respectively, by stable and unstable
tangent bundles. Such names will become clear ahead.

Consider as before the a-cocycle in U × F over φ given by

a : R× U × F→ a (t, u, x) 7→ a(t, u, x) := logA(ϕt,u(x))

for x = k · b0.
We have then the following Theorem.

Theorem 3.1.3 There exist constants c, µ > 0 such that for all (u, x) ∈
MΘ(w)

||(dϕt,u)xv|| ≤ c−1e−µt||v|| for all t ≥ 0, v ∈ SΘ,w(u, x)

and
||(dϕt,u)xv|| ≥ ceµt||v|| for all t ≥ 0, v ∈ UΘ,w(u, x).
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Proof. Let k ∈ K such that x = k · wbΘ and h(u) = Ad(k)Hφ, that is,
(u, k) ∈ Rφ. The φt-invariance of Qφ, for t > 0, give us that

ϕt,u(k) = kt,uat,unt,u

with at,unt,u ∈ AN+(φ) and kt,u ∈ K. Consider in FΘ a K-invariant Riemann
metric. By the relations between k and u we have that

n−h(u) · x = (dk)wbΘ

(
n−φ · wbΘ

)
Let v ∈ SΘ,w(u, x) and v̄ ∈ n−φ · wbΘ such that v = (dk)wbΘ v̄. Then

||(dϕt,u)xv|| = ||(dψt,u)xv|| = ||(dψt,u)x(dk)wbΘ v̄|| = ||(dϕt,u(k))wbΘ v̄||

= ||(dkt,u)wbΘ(dat,u)wbΘ(dnt,u)wbΘ v̄||. (3.5)

Since N+(φ) centralizes n−φ and the inner product is K-invariant, we have
that

||(dϕt,u)xv|| = ||(dat,u)wbΘ v̄||.

Being (dk)wbΘ a isometry we conclude that

||(dϕt,u)|SΘ,w(u,x)|| = ||(dat,u)|n−φ ·wbΘ|| = ||Ad(at,u)|n−φ,w
||

where n−φ,w =
⊕

α∈Π−φ,Θ,w
gα. Now Ad(at,u)|n−φ,w

is positive definite so that
||Ad(at,u)|n−φ,w

|| is equal to its greatest eigenvalue. Since the eigenvalues are
eα(a(t,u,k·b0)), α ∈ Π−φ,Θ,w we have by Proposition 2.4.6 that

||(dϕt,u)xv|| ≤ c−1e−µt||v||

showing the first inequality.

Consider now v ∈ UΘ,w(u, x). We have also that

n+
h(u) · x = (dk)wbΘ

(
n+
φ · wbΘ

)
and if we define in a similar way as before the vector space

n+
φ,w =

⊕
α∈Π+

φ,Θ,w

gα
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since for the t > 0 we have

ϕ−t,u(k) = k∗t,ua
∗
t,un

∗
t,u

with a∗t,un∗t,u ∈ AN−(φ), k∗t,u ∈ K and log a∗t,u = a∗(t, u, k · b0), we get

||(dϕ−t,u)|UΘ,w(u,x)|| = ||(da∗t,u)|n+
φ ·wbΘ

|| = ||Ad(a∗t,u)|n+
φ,w
||

Now Ad(a∗t,u)|n+
φ,w

is positive definite so that ||Ad(a∗t,u)|n+
φ,w
|| is equal to

its greatest eigenvalue. Since its eigenvalues are given by eα(a∗(t,u,k·b0)),
α ∈ Π+

φ,Θ,w we have, by Proposition 2.4.6 and the fact that a∗(t, u, k · b0) =
−a(t, φ−t(u, k · b0)), that

||(dϕ−t,u)xv|| ≤ c−1e−µt||v||

for all t > 0 and (u, x) ∈MΘ(w) and consequently

||(dϕt,u)xv|| ≥ ceµt||v||

as desired.

Remark 3.1.4 Consider u ∈ U , τ > 0 and x ∈ EΘ,w such that ϕt,u(x) ∈
EΘ,w for all t ∈ [0, τ ]. Since EΘ,w is a chain control set, there exists u1, u2 ∈ U
such that the function ū ∈ U defined as

ū(s) =


u1(s) if s < 0
u(s) if s ∈ [0, τ ]
u2(s) if s > τ

satisfies ϕt,ū(x) ∈ EΘ,w or, equivalently, (ū, x) ∈MΘ(w). By Theorem 3.1.3
above, we have for any v ∈ SΘ,w(ū, x) and t ≥ 0 that

||(dϕt,ū)xv|| ≤ c−1e−µt||v||.

Since ϕt,ū just depends on ū restricted to [0, t) we have that

||(dϕt,u)xv|| ≤ c−1e−µt||v||

for any t ∈ [0, τ ]. The same is true for the second inequality in Theorem
3.1.3 and vectors in UΘ,w(ū, x).

51



Theorem 3.1.3 shows that every chain control set EΘ,w ⊂ FΘ are par-
tially hyperbolic. Also, for points (u, x) ∈ MΘ(w) we have at least
dimSΘ,w(u, x) = dim

(
n−φ · wbΘ

)
negative Lyapunov exponents and at least

dimUΘ,w(u, x) = dim
(
n+
φ · wbΘ

)
positive Lyapunov exponents, that is, for

each point in MΘ(w) we have a minimal number of positive and negative
Lyapunov exponents. A direct consequence of such result is:

Corollary 3.1.5 Let Θ ⊂ Σ a subset of the roots and w ∈ W such that
〈Θ(φ)〉 ⊂ w〈Θ〉. Then the chain control sets EΘ,w of the control-affine system
(3.2) on FΘ are uniformly hyperbolic.

Proof. Follows directly from the fact that the above condition implies that
fixΘ(Hφ, w) = wbΘ.

Remark 3.1.6 We note also that by [11] if the condition 〈Θ(φ)〉 ⊂ w〈Θ〉
is satisfied, as in the above Corollary, we have that clDΘ(w) = EΘ,w, that
is, the closure of the control set DΘ(w) coincides with the chain control set
EΘ,w.

Remark 3.1.7 Note that the hyperbolicity condition is independent of the
representative w ∈ W. Indeed, if w′ = w1ww2 with w1 ∈ WΘ(φ), w2 ∈ WΘ and
〈Θ(φ)〉 ⊂ w〈Θ〉, then 〈Θ(φ)〉 = w1〈Θ(φ)〉 ⊂ w1w〈Θ〉 = w1ww2〈Θ〉 = w′〈Θ〉.

Let a±Θ,w be the cocycles over the Morse componentMΘ(w) as defined in
Chapter 2. The next Theorem relates this cocycles with the map ϕ.

Theorem 3.1.8 Assume that 〈Θ(φ)〉 ⊂ w〈Θ〉. Then, for each (u, x) ∈
MΘ(w) ∣∣det((dϕt,u)| UΘ,w(u,x))

∣∣ = ea
+
Θ,w(t,u,x)

and ∣∣det((dϕt,u)| SΘ,w(u,x))
∣∣ = ea

−
Θ,w(t,u,x)

for t ≥ 0.

Proof. Let k ∈ K such that x = k · wbΘ. Then

(dϕt,u)| UΘ,w(u,x) = (dϕt,u(k))|n+
φ ·wbΘ
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and the Iwasawa decomposition give us ϕt,u(k) = kt,uat,unt,u, with at,u =
exp a(t, u, k · b0) and at,unt,u ∈ AN+(φ). We have that N+(φ) centralizes
n−φ and then (dnt,u)n−φ ·wbΘ

= idn−φ ·wbΘ
. Also, the fact that K acts on FΘ by

isometries give us ∣∣det((dkt,u)|n+
φ ·wbΘ

)
∣∣ = 1.

and consequently∣∣det((dϕt,u)| UΘ,w(u,x))
∣∣ =

∣∣det((dat,u)n+
φ ·wbΘ

)
∣∣= det(Ad(at,u)|n+

φ,w
).

But since at,u = exp
(
a(t, u, k · b0)

)
we have that Ad(at,u)|n+

φ,w
is a diagonal

matrix with α(a(t, u, k · b0)) in the diagonal. Moreover, n+
φ,w =

⊕
α∈Π−φ,Θ,w

gα

and using Corollary 2.4.4, we have

det(Ad(at,u)|n+
φ,w

) = ea
+
Θ,w(t,u,x)

and consequently ∣∣det((dϕt,u)| UΘ,w(u,x))
∣∣ = ea

+
Θ,w(t,u,x).

In the same way we show that∣∣det((dϕt,u)| SΘ,w(u,x))
∣∣ = ea

−
Θ,w(t,u,x).

Remark 3.1.9 We notice that in the proof of the above results we used that
n · wbΘ = wbΘ for N±(φ). It follows from the fact that we can choose the
representative of w in WΘ(φ) \ W / WΘ. Since such choice does not change
the setMΘ(w) and the cocycles a±Θ,w(t, u, x) we will just assume that we have
the adequate representative.

3.2 Escape Entropy and Lower bounds on Flag
manifolds

In this section we will look at the induced control-affine systems on the flag
manifolds where we have hyperbolicity on some chain control sets and see
the cases where we can get rid of the escape entropy.

By the results in the last section and Theorem 1.2.14 we have the following
Corollary for the induced control-affine system (3.2) on FΘ.
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Corollary 3.2.1 Consider the induced control-affine system on FΘ and let
w ∈ W such that EΘ,w is uniformly hyperbolic. Then, for any compact set
K ⊂ DΘ(w) with volume positive it holds that

hinv(K,EΘ,w) ≥ inf
(u,x)∈MΘ(w)

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x)− hesc(K,EΘ,w).

The idea is then look at the hyperbolic chain control sets and see which
conditions we need in order to get rid of the escape entropy.

A first step in this direction is the following Theorem.

Theorem 3.2.2 Let Θ ⊂ Σ and assume that Θ(φ) ⊂ Θ. Then, for any
compact set K ⊂ intD+

Θ we have

hesc(K,D
+
Θ) = 0

where D+
Θ is the invariant control set in FΘ.

Proof. The conditions Θ(φ) ⊂ Θ implies that for any (u, x) ∈M+ we have
TxFΘ = SΘ,1(u, x).

For given u ∈ U and x ∈ E+
Θ we have by invariance in positive time of

E+
Θ that ϕt,u(x) ∈ E+

Θ for any t ≥ 0. Then, for x1, x2 ∈ E+
Θ it holds that

%(ϕt,u(x1), ϕt,u(x2)) ≤ max
x∈Im(γ)

||(dϕt,u)x||%(x1, x2)

where γ : [0, 1] → FΘ a geodesic connecting x1 to x2. For any x ∈ K
there is a convex neighborhood Wx of x contained in intD+

Θ, that is, for
any two points in Wx there is a geodesic connecting them such that its
image is still contained in Wx. Consider then the cover {Wx}x∈K of K.
Since the set K is compact we have a finite cover W1, . . . ,Wn ∈ {Wx}x∈K
of K. Let δ > 0 be the Lebesgue number of this finite cover. Then, for
any x1, x2 ∈ K such that %(x1, x2) < δ there is a geodesic connecting x1

and x2 whose image is contained, in particular, in E+
Θ , which implies by

Remark 3.1.4, that ||(dϕt,u)x|| ≤ c−1e−µt for any t ≥ 0 and x ∈ Im(γ) and
consequently

%(ϕt,u(x1), ϕt,u(x2)) ≤ c−1e−µt%(x1, x2).

Then, for any u ∈ U , τ, ε > 0 such that ε < δ we have that

Bε(x) ⊂ Bτ
c−1ε(u, x)
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and then, if {Bε(xi)}N(ε)
i=1 is a minimal cover of K, {Bτ

c−1ε(u, xi)}
N(ε)
i=1 is also a

cover of K, which implies that

rspan(u, τ, ε,K,D+
Θ) ≤ N(ε)

and consequently
hesc(K,D

+
Θ) = 0

showing the desired.

We note that although the invariance entropy in D+
Θ is trivially zero, the

fact that hesc(K,D
+
Θ) = 0 will help us to estimate the escape entropy on

the other control sets and consequently improve the lower bounds for the
invariance entropy on them. Also, we do not know if the escape entropy of
D+

Θ id zero without the condition Θ(φ) ⊂ Θ.

The case without multiplicity

Let us assume now that Θ(φ) = ∅, that is, the induced control-affine systems
(3.2) are hyperbolic over all chain control set on all flag manifolds. We will
show that in this case the escape entropy is always zero what give us a good
lower bound for the invariance entropy on every control set. Since all the
chain control sets are hyperbolic, we have that all control set DΘ(w) satisfies
clDΘ(w) = Ew,Θ for every w ∈ W and Θ ⊂ Σ.

Let α ∈ Σ and consider the fibration πα : F→ Fα. It is well known that
the set N−α = exp {g−α ⊕ g−2α} is dense on the fiber π−1

α πα(b0), where b0 is
the origin in F.

Since Θ(S) ⊂ Θ(φ) = ∅ we have that

D(w1) ≤ D(w2) iff w1 ≥ w2

and consequently the only control sets in F that project on Dα(w) ⊂ Fα are
D(w) and D(wsα) (see Theorem 4.1 of [29]). The following theorem give us
a way to compare the escape entropy of the control sets D(w) and D(wsα).

Theorem 3.2.3 Let w ∈ W and α ∈ Σ. For a given compact set K ⊂ D(w)
there exists K ′ ⊂ D(wsα) such that

1. If w(α) < 0, then

hesc(K,Ew) ≤ hesc(K
′, Ewsα).
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2. If w(α) > 0, then

hesc(K,Ew) ≥ hesc(K
′, Ewsα).

Proof. We will just show 1. since 2. is analogous. Then w(α) < 0 and we
have that wsα ≤ w and consequently D(w) ≤ D(wsα). By the above, such
control sets are the only control sets that project onto Dα(w).

Let K ′′ = πα(K) and Eα,w = clDα(w) = πα(Ewsα), and consider K ′ ⊂
D(wsα) such that πα(K ′) = K ′′. Let (u, x) ∈ K′′, where K′′ is the lift of
K ′′. The fact that (u, x) ∈ K′′ implies, by the G-invariance of πα, that for
every z ∈ π−1

α (x) we have ϕt,u(z) ∈ π−1
α (Eα,w) for t ≥ 0. Since π−1

α (Eα,w)
is compact, ϕt,u(z) has to converge to a chain control set. Then, if z ∈
π−1
α (x) ∩Ewsα we have, by Theorem 6.3 of [29] and the no-return property1,

that ϕt,u(z) ∈ Ewsα for t ≥ 0. By Theorem 1.2.18 item (i) we have then that

hesc(K
′, Ewsα) ≥ hesc(K

′′, Eα,w)

where K ′ ⊂ D(wsα) is a compact set that satisfies πα(K ′) = K ′′.

Let (u, x) ∈ M(w) with x = k · wb0. Since w(α) < 0 we have that
wN−α · b0 ⊂ N+ · wb0 and then ϕt,u restricted to kwN−α · b0 is uniformly
expanding because the tangent space to kwN−α · b0 is contained in Uw(u, x).
But kwN−α · b0 is dense in the fiber (Ew)x which implies, by the continuity of
ϕt,u and Remark 3.1.4, that uniformly expanding holds in (Ew)x inside Ew
what give us

hesc(K,Ew) ≤ hesc(K
′′, Eα,w)

by item (ii) of Theorem 1.2.18 and consequently

hesc(K
′, Ewsα) ≥ hesc(K,Ew)

concluding the proof.

Remark 3.2.4 We note that in order to obtain the compact K ′ we just used
that the projection πα restricted to D(wsα) is proper and open and the flags
are locally compact, that is, we can lift compact sets.

As a direct corollary we have.
1A set Q has the no-return property if given x ∈ Q, u ∈ U and τ > 0 such that

ϕτ,u(x) ∈ Q it implies that ϕt,u(x) ∈ Q for all t ∈ [0, τ ].
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Corollary 3.2.5 For any control set D(w) ⊂ F and any compact set K ⊂
intD(w) we have that

hesc(K,Ew) = 0.

Proof. Let us proceed by induction in the length of w. If l(w) = 1 we have
that w = sα and since sα(α) = −α, the above Theorem implies that, for any
compact set K ⊂ intD(sα) there is K ′ ⊂ intD+ = E+ such that

hesc(K,Esα) ≤ hesc(K
′, E+)

and Theorem 3.2.2 implies then that hinv(K,Esα) = 0. Let us assume that
hinv(K,Ew) = 0 for every w ∈ W , K ∈ intD(w) such that l(w) < k and let
w such that l(w) = k. Since k ≥ 1, there exist α ∈ Σ such that w(α) < 0
and Theorem 3.2.3 give us that

hesc(K,Ew) ≤ hesc(K
′, Ewsα)

for any K ⊂ D(w) and some compact set K ′ ⊂ D(wsα). Since w(α) < 0
we have that l(wsα) = l(w) − 1 < k and the inductive hypothesis implies
hesc(K

′, Ewsα) = 0 showing the result.

That give us also that the control sets on the other flag manifolds have
also zero escape entropy.

Corollary 3.2.6 Let Θ ⊂ Σ and w ∈ W. If K ⊂ intDΘ(w) is a compact
set with nonempty interior, then

hesc(K,EΘ,w) = 0.

Proof. As in the demonstration above, we have that the greatest control
set of the induced system on F that projects onto DΘ(w) satisfies condition
(i) of Theorem 1.2.18. Using the above Corollary, we have that the escape
entropy of all control sets on F is zero which implies hesc(K,EΘ,w) = 0 for
any compact set K ⊂ DΘ(w).

Corollary 3.2.7 Let Θ ⊂ Σ and w ∈ W. If K ⊂ DΘ(w) is a compact set
with positive volume, then

hinv(K,Ew) ≥ inf
(u,x)∈MΘ(w)

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x).
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Proof. Its a consequence of the above Corollaries and Proposition 5.1 of
[21].

The above Theorems and Corollaries give us a really nice lower bound
in the case that the flag type of the control flow has no multiplicity, that is,
Θ(φ) = ∅.

The case with multiplicities

The method used above require us to have a fibration between flag manifolds.
In this subsection we will try to generalize this in order to show that the
escape entropy of the hyperbolic control sets in the flag FΘ(φ) vanishes. In
order to do that we will have to assume that there are simple roots in Σ\Θ(φ)
that are orthogonal to Θ(φ).

Denote Θ(φ) simple by Θ and consider as before the set N−α =
exp {g−α ⊕ g−2α}. Assume that α ∈ Σ \ Θ and 〈α, β〉 = 0 for any
β ∈ Θ, where 〈·, ·〉 is the inner product in a∗ induced by the Cartan-
Killing form. Since α has no connection with Θ we have for the projection
πα := πΘ

Θα
: FΘ → FΘα that N−α · bΘ is dense on the fiber π−1

α πα(bΘ). We
will say that w ∈ W is orthogonal to Θ if there is a minimal decomposition
w = s1 . . . sn with αi ∈ Σ \Θ and 〈αi, β〉 = 0 for any i = 1, . . . , n and β ∈ Θ.

With that we have a similar result for hyperbolic chain control sets in FΘ,
as stated in the next Theorem.

Theorem 3.2.8 Let w ∈ W and assume that w is orthogonal to Θ. Then
for any compact set K ⊂ intDΘ(w) we have that

hesc(K,EΘ,w) = 0.

Proof. Let w ∈ W to be orthogonal to Θ and assume that w(α) < 0
for α ∈ Σ \ Θ and 〈α, β〉 = 0, β ∈ Θ. The fact that 〈α, β〉 = 0 for any
β ∈ Θ implies that sα commutes with any element ofWΘ which implies that
DΘ(wsα) and DΘ(w) are the only control sets that project onto DΘα(w), for
Θα = Θ ∪ {α} (see Proposition 7.1 of [29]). The proof follows then in the
exactly same way as in Theorem 3.2.3.

We note that what plays a central role here is that there are just two
control sets that projects onto DΘα(w). As in the case without multiplicities
we have the same results for hyperbolic chain control sets on smaller flags.
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Corollary 3.2.9 Let Θ ∈ Σ and w ∈ W such that Θ(φ) ⊂ Θ, w is ortho-
gonal to Θ and w(Θ) ⊂ Π+. Then for any compact set K ⊂ intDΘ(w) we
have

hesc(K,EΘ,w) = 0

Remark 3.2.10 Let us comment the conditions on the above Corollary. The
first one, that Θ(φ) ⊂ Θ, is just to assure that we have the fibration FΘ(φ) →
FΘ; The second one assure hyperbolicity of the chain control sets EΘ(φ),w and
EΘ,w on FΘ(φ) and FΘ, respectively. The extra condition, that w(Θ) ⊂ Π+,
is to assure that the control set DΘ(φ)(w) on FΘ(φ) is the greatest control set
of the system that projects onto DΘ(w) on FΘ what gives us that condition
(i) in Theorem 3.2 is satisfied.

Concerning the invariance entropy we have then:

Corollary 3.2.11 Let Θ ∈ Σ and w ∈ W such that Θ(φ) ⊂ Θ, w is or-
thogonal to Θ and w(Θ) ⊂ Π+. Then for any compact set K ⊂ DΘ(w) we
have

hinv(K,EΘ,w) ≥ inf
(u,x)∈MΘ(w)

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x).

The above results show that the geometry of the flag manifolds allows us
to get rid of the escape entropy in many cases.

3.3 Upper bound on Hyperbolic Chain Control
sets

In this section we will assume that we have w〈Θ〉 ⊃ 〈Θ(φ)〉, that is, the chain
control set EΘ,w is uniformly hyperbolic. With that we can generalize the
results of [21] for induced systems on projective spaces. First of all note that
since we are considering the semi-simple case, if we assume local accessibility
of the system 3.1 on G we have strongly accessibility. In fact, since the
system is right invariant, we just have to assume that ∆L(F)(1) = g. By [33]
we have that the ideal generated by f1, . . . , fm has dimension d or d−1 where
d = dimG. Since the orthogonal complementary of an ideal is also an ideal
we must have that this dimension in d, otherwise g would have an abelian
ideal, what cannot happen in a semi-simple Lie algebra.
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Consider the function h : U → Ad(G)Hφ defined in the last section. Since
we are assuming that w〈Θ〉 ⊃ 〈Θ(φ)〉 we have that the set fixΘ(h(u), w)
reduces to a point and then we have a well defined function σΘ,w : U →
MΘ(w) given by

u 7→ σΘ,w(u) := (u, fixΘ(h(u), w)).

Lemma 3.3.1 The function σΘ,w : U → MΘ(w) is a homeomorphism that
conjugates the control flow and the shift, that is,

σΘ,w(θtu) = φt(σΘ,w(u)).

Proof. The conjugation follows directly from the properties of h. If we
denote by πΘ,w the restriction to MΘ(w) of the projection on U , we have
that πΘ,w ◦ σΘ,w = idU and σΘ,w ◦ πΘ,w = idMΘ(w). Then, the continuity
of σΘ,w follows from the continuity of πΘ,w and the fact that MΘ(w) is a
compact set.

We can now slightly improve the upper bound for the invariance entropy
of hyperbolic sets as above. The next result was first shown in [21] for
projective spaces.

Theorem 3.3.2 Consider the induced system on FΘ and assume that
w〈Θ〉 ⊃ 〈Θ(φ)〉. Let DΘ(w) be the only control set contained in the hy-
perbolic chain control set EΘ,w. Then, for every compact K ⊂ DΘ(w) we
have

hinv(K,EΘ,w) ≤ inf
(u,x)∈MPer

Θ (w)
lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x)

where theMPer
Θ (w) denotes the subset ofMΘ(w) of the periodic points.

Proof. Proposition 1.2.10 assures that

hinv(K,EΘ,w) ≤ inf
(u,x)

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x)

for periodic points (u, x) ∈MΘ(w) such that (u, x) ∈ intU × intDΘ(w).
As in the Proposition 7.10 of [21], the change of intU × intDΘ(w) to

U × intDΘ(w) is straightforward.
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Consider then an arbitrary periodic point (u, x) with period τ > 0. By
Proposition 1.6 in [21] we have a sequence of piecewise constant control func-
tions un ∈ U such that ψt,un → ψt,u for n→∞ uniformly in t ∈ [0, τ ].

Let us denote by g = ψτ,u and similarly gn = ψτ,un . We have g, gn ∈ S
and being intS dense in S we can actually assume that gn ∈ intS. Since
we can assume that un is periodic, we have that gnxn = xn, where xn =
fixΘ(h(un), w)). Also, as in Lemma 5.2 of [27] we can assume that there
is a potency ln such that glnn is a regular element and consequently xn ∈
DΘ(w)0 ⊂ intDΘ(w). The continuity of σΘ,w implies then that xn → x.

Since a+
Θ,w is continuous we have then

1

τ
a+

Θ,w(τ, un, xn) =
1

τ
logA(gnxn)→ 1

τ
logA(gx) =

1

τ
a+

Θ,w(τ, u, x)

and the result follows.

The Theorem above together with Theorem 3.2.8 give us the following.

Theorem 3.3.3 Let (3.2) be the induce control-affine system on FΘ(φ). Let
w ∈ W orthogonal to Θ(φ) and let K ⊂ intDΘ(w) be any compact set with
nonempty interior. It holds that

hinv(K,EΘ,w) ≥ inf
(u,x)∈MΘ(w)

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x)

and
hinv(K,EΘ,w) ≤ inf

(u,x)∈MPer
Θ (w)

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x).

In particular, if Θ(φ) = ∅ the above is true for any control set of the induced
system on any flag manifold.

Remark 3.3.4 We do not know if just under the hypothesis 〈Θ(φ)〉 ⊂ w〈Θ〉
we have that the Theorem 3.2.8 is still valid. If we had a decomposition of
w of the form w = w1w2 with w1 orthogonal to Θ(φ) and w2 ∈ WΘ, then the
result would also be true.

Remark 3.3.5 We note, by Lemma 5.5 of [21] and comments before it, that
for every periodic point (u, x) ∈ MΘ(w) with period τ ∗ and for w ∈ W as
above that

lim sup
τ→∞

1

τ
a+

Θ,w(τ, u, x) =
∑

α∈Π+
φ,Θ,w

nαα(λ(u, k · b0))
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where
λ(u, k · b0) = lim

τ→∞

1

τ
a(τ, u, k · b0) =

1

τ ∗
a(τ ∗, u, k · b0)

and x = k·wbΘ. In particular the numbers α(λ(u, x)) for α ∈ Π+
φ,Θ,w coincides

with the positive Lyapunov exponents of the system in (u, x) and consequently
we have, in the conditions of Theorem 3.3.3, that the invariance entropy
hinv(K,EΘ,w) is bounded above by the infimum over the sum of all the positive
Lyapunov exponents (counted with multiplicities) for periodic points of the
system.
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Chapter 4

Linear Systems on Lie Groups

Our aim in this Chapter is to apply some general results about the outer
invariance entropy to a linear system on Lie groups as introduced in [4] and
[5]. A linear control system on a Lie group G is defined by

ġ(t) = X (g(t)) +
m∑
j=1

uj(t)fj(g(t)),

where the drift vector field X is an infinitesimal automorphism, fj are right
invariant vector fields and u = (u1, · · · , um) belongs to the class of admissible
controls functions U .

4.1 Linear Systems
Consider the system

ġ(t) = X (g(t)) +
m∑
j=1

uj(t)fj(g(t)), (4.1)

with the conditions above. Let (ψt)t∈R denote the one parameter group of
automorphisms of G generated by X and by e ∈ G the identity element of
G. For all right invariant vector fields Y , we have

[X , Y ](e) =
d

dt |t=0
(dψ−t)ψt(e)Y (ψt(e)) =

d

dt |t=0
(dψ−t)eY (e) (4.2)
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since ψt(e) = e for all t ∈ R. Considering that ψ−t ◦Rψt(g) = Rg ◦ψ−t, for all
g ∈ G, we have that

[X , Y ](g) =
d

dt |t=0
(dψ−t)ψt(g)Y (ψt(g)) =

d

dt |t=0
(dψ−t)ψt(g)(dRψt(g))eY (e) =

=
d

dt |t=0
(dRg)e(dψ−t)eY (e) = (dRg)e[X , Y ](e).

Then for a given linear vector field, one can associate the derivation D of
g defined by

DY = −[X , Y ], for all Y ∈ g,

that is, D = −ad(X ). The minus sign in this definition comes from the
formula [Ax, b] = −Ab in Rn. It also enable us to avoid a minus sign in the
equality

ψt(expY ) = exp(etDY ), for all t ∈ R, Y ∈ g.

stated in the forthcoming proposition.

Proposition 4.1.1 For all t ∈ R

(dψt)e = etD

and consequently

ψt(expY ) = exp(etDY ), for all t ∈ R, Y ∈ g.

Proof. Let us first show the equality
d

dt
(dψt)eY (e) = D(dψt)eY (e).

This equality has already been shown for t = 0 (see equality (4.2) above).
In general,

d

dt
(dψt)eY (e) =

d

ds |s=0
(dψt+s)eY (e) =

=
d

ds |s=0
(dψs)e(dψt)eY (e) = D(dψt)eY (e).

From the formula above, the first formula of the proposition is immediate.
For the second one, note that ψt is a Lie group morphism. Therefore

ψt(expY ) = exp(dψt)eY = exp(etDY ). (4.3)

We have also the following proposition about the solutions of (4.1).
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Proposition 4.1.2 For a given u ∈ U , let us denote by ζt,u the solution of
(4.1) starting at the origin e ∈ G. Then the solutions of (4.1) are given by

ϕ(t, g, u) = ζt,u ψt(g) = Lζt,u(ψt(g)),

for each g ∈ G.

Proof. Let us consider the curve α(t) given by

α(t) = ζt,uψt(g).

We have that α(0) = g and

α̇(t) = (dLζt,u)ψt(g)
d

dt
ψt(g) + (dRψt(g))ζt,u

d

dt
ζt,u =

= (dLζt,u)ψt(g)X (ψt(g)) + (dRψt(g))ζt,u

{
X (ζt,u) +

m∑
j=1

uj(t)fj(ζt,u)

}
=

=

{
(dLζt,u)ψt(g)X (ψt(g)) + (dRψt(g))ζt,uX (ζt,u)

}
+

m∑
j=1

uj(t)fj(α(t)).

Since ψt is a flow of automorphism we have that

X (kh) =
d

ds |s=0
ψs(kh) = (dLk)hX (h) + (dRh)kX (k)

what give us, taking k = ζt,u and h = ψt(g),

(dLζt,u)ψt(g)X (ψt(g)) + (dRψt(g))ζt,uX (ζt,u) = X (ζt,uψt(g)) = X (α(t))

and consequently

α̇(t) = X (α(t)) +
m∑
j=1

fj(α(t)).

By the unicity of the solution, we have the desired.

Remark 4.1.3 The formula for the solution of the linear system (4.1) in
the above Proposition corresponds to the variation-of-constants formula in
the Euclidean case.
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Remark 4.1.4 The solution of the system without the drift

ẋ(t) =
m∑
i=1

ui(t)fi(x(t)), (4.4)

at e ∈ G coincides with ζt,u. Since the vector fi are right invariant its
solutions at any g ∈ G are given by ζ(t, g, u) = ζt,u(g) = ζt,ug.

The idea is to show that the outer invariant entropy for the system (4.1)
is given in terms of the positive real parts of the eigenvalues of the derivation
D, that generalizes the result for linear control systems in Rd (Theorem 5.1
of [10]). Before that we will introduce the notion of topological entropy. Let
(X, d) be a metric space and φ : R×X → X be a flow over X. For a given
compact setK ⊂ X and ε, τ > 0 we say that a set Stop ⊂ X is (τ, ε)-spanning
set for K if, for every y ∈ K there exist x ∈ Stop such that

d(φt(x), φt(y)) < ε for all t ∈ [0, τ ].

If we denote by rτ (ε,K) the minimal cardinallity of a spanning set, the
topological entropy of φ over K is defined by

htop(φ,K) := lim
ε↘0

lim sup
τ→∞

1

τ
rτ (ε,K)

and the topological entropy of φ as

htop(φ) := sup
Kcompact

htop(φ,K).

We should note that the topological entropy does not change for uniformly
equivalent metrics. We have then the following Theorems.

Theorem 4.1.5 Let (K,Q) be an admissible pair for the linear system (4.1)
on G and assume that Q is compact. Then, the outer invariant entropy
satisfies

hinv,out(K,Q) ≤
∑
λD>0

λD

where λD are the real parts of the eigenvalues of the derivation D.
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Proof. As shown in [21] Proposition 2.5, the invariance entropy does not
depends on the metric that we choose. Let then % be a left invariant metric
on G. By proposition 4.1.2 we have that two solutions ϕt,u(g) and ϕt,u(g′),
satisfies

%(ϕt,u(g
′), ϕt,u(g)) = %(ζt,uψt(g

′), ζt,uψt(g)) = %(ψt(g
′), ψt(g)).

Using such equality consider Stop be a minimal (τ, ε)-spanning set for K
of the flow ψt, that is, for all g′ ∈ K there exists g ∈ Stop such that

%(ψt(g), ψt(g
′)) < ε for all t ∈ [0, τ ].

Since (K,Q) is admissible and we can assume w.l.o.g. that Stop ⊂ K, there
exists for each g ∈ Stop, ug ∈ U such that ϕt,ug(g) ∈ Q for all t ∈ R. Then
for all g′ ∈ K, there exists ug such that

%(ϕt,ug(g
′), ϕt,ug(g)) = %(ζt,ugψt(g

′), ζt,ugψt(g)) = %(ψt(g), ψt(g)) < ε

for all t ∈ [0, τ ], that is, ϕt,ug(g′) ∈ Nε(Q) showing that {ug; g ∈ Stop} is a
(τ, ε)-spanning set for (K,Q) and we conclude that

hinv,out(K,Q) ≤ htop(ψ) = htop(ψ1)

and by [8] we have that

htop(ψ1) =
∑

α; |α|>1

log |α|

where α are the eigenvalues of (dψ1)e. Since by Proposition (4.1.1) we have
that

(dψ1)e = eD,

the eigenvalues of (dψ1)e are given by the exponential of the eigenvalues of
D and consequently |α| = eλD , where λD is the real part of some eigenvalue
of D. Then

htop(ϕ1) =
∑

α; |α|>1

log |α| =
∑
λD>0

λD

as desired.
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Remark 4.1.6 The result proved in Bowen [8] is actually for a right in-
variant metric on G. But since on a Lie group we always have right and
left invariant metrics and right and left Haar measures, Proposition 10 of
[8] gives us that the topological entropy of ψ1 for the left and right invariant
metrics are the same.

As proved in [10], we would also like to show that for linear systems as
(4.1), we have actually that the entropy coincides with the positive eigenval-
ues of D. The next theorem give us then a lower bound in this direction.

Theorem 4.1.7 Consider the system (4.1) and let (K,Q) be an admissible
pair with Q compact. Let dG be a left invariant Haar measure and assume
that dG(K) > 0. Then the estimate

hinv,out(K,Q) ≥
∑

λD

holds, where λD are the real parts of the eigenvalues of the derivation D.

Proof. By Proposition 1.2.6 we can consider just spanning sets for natural
numbers. Then let n, ε > 0 and consider S = {u1, · · · , uk} be a (n, ε)-
spanning set for (K,Q). Define the sets

Kj = {g ∈ K;ϕ([0, n], g, uj) ⊂ Nε(Q)}, j = 1, · · · k.

Then by definition of (n, ε)-spanning sets, Kj is a Borel set for each j and also
K = ∪jKj. Also, since the solution map ϕn,uj : G→ G is a diffeomorphism,
ϕn,uj(Kj) is also a Borel set and satisfies

dG(ϕn,uj(Kj)) ≤ dG(Nε(Q)).

Because of the left invariance, we have that

dG(ϕn,uj(Kj)) = dG(ζn,ujψn(Kj)) = dG(ψn(Kj)).

Using that ψn◦Lg = Lψn(g)◦ψn and that det(dLg)h = 1 for each g, h ∈ G,
we have that

|det(dψn)g| = |det(dLψn(g))e||det(dψn)e||det(dLg−1)g| = en
∑
λD

and then

dG(ψn(Kj)) =

∫
ψn(Kj)

dG(g) =

∫
Kj

|det(dψn)g|dG(g)
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= en
∑
λD

∫
Kj

dG(g) = en
∑
λDdG(Kj),

by left invariance of the Haar measure.
Taking j0 such that maxj dG(Kj) = dG(Kj0) we have

dG(K) ≤
k∑
j=1

dG(Kj) ≤ k · dG(Kj0) = k · dG(Nε(Q))

en
∑
λD

and consequently

rinv,out(n, ε,K,Q) ≥ en
∑
λD · dG(K)

dG(Nε(Q))

which implies
hinv,out(K,Q) ≥

∑
λD

as desired.

We would like to show that as for the linear case in Rn, we have that the
entropy coincides with the sum of the positive real part of the eigenvalues of
D. As we will see that is closely connected with the geometry of the space
that we consider.

4.1.1 Quasi-Invariant Measures

Let G be a locally compact topological group and denote by dG its left Haar
measure. The right modular function for G (or more briefly the modular
function for G) δG is defined by the relations∫

G

f(gh−1)dG(g) = δG(h)

∫
G

f(g)dG(g)∫
G

f(g−1)dG(g) =

∫
G

f(g)

δG(g)
dG(g)

for all f ∈ Cc(G). We remind that δG is a continuous homomorphism of G
into the multiplicative group R+ of strictly positive real numbers. When G
is a Lie group, we have

δG(g) = |det(Ad(g−1))|.
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Let H be a closed subgroup of G. The canonical projection of G onto
G/H will be denoted by g → π(g) or g → ḡ = g ·H. Let µ a Radon measure
on G/H. The transform µg of µ by an element g ∈ G is the measure

f 7→ µ(f g
−1

)

where f ∈ Cc(G/H) and

f g(q̄) := f(g−1 · q̄) g, q ∈ G; g · q̄ = gq ·H.

Definition 4.1.8 A positive Radon measure µ on G/H is said to be quasi-
invariant if µ and µg are equivalent for all g ∈ G (i.e. µ and µg have the
sets of measure zero).

Although in general positive G-invariant Radon measures do not exist on
G/H, nevertheless quasi-invariant measures are always present [13]. In fact
if ν is a non-trivial positive Radon measure on G whose null sets are those
of the Haar measure, then, putting

µ(f) = ν(f ◦ π) f ∈ Cc(G/H)

one easily checks that µ is quasi-invariant. In turn, the existence of ν follows
from the fact that G is countable at infinity.

We shall now give a brief description of the main results on quasi-invariant
measures without proofs (for more details see Bourbaki [7]). Let δH denote
the modular function for H.

In the first place quasi-invariant measures on G/H always exists and any
two quasi-invariant measures are equivalent. A way to manufacture quasi-
invariant measures is as follows: Let ρ be a strictly positive Borel function
on G bounded above and below on compact subsets and verifying for every
h ∈ H

ρ(gh) =
δH(h)

δG(h)
ρ(g) g ∈ G

A function with these properties is called a rho-function. Fix now a rho-
function ρ. Associated with this ρ is a quasi-invariant measure µρ defined
by ∫

G

f(g)ρ(g)dG(g) =

∫
G/H

dµρ(ḡ)

∫
H

f(gh)dH(h), f ∈ Cc(G).
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Let us recall that the map

f 7→ f̄ , f̄(ḡ) =

∫
H

f(gh)dH(h)

is a continuous map of Cc(G) onto Cc(G/H).
For each f ∈ Cc(G/H) one has the relation∫

G/H

f(g · q̄)dµρ(q̄) =

∫
G/H

sρ(g
−1, q̄)f(q̄)dµρ(q̄). (4.5)

The function sρ is obtained in the following way. Let

sρ(g, q) =
ρ(gq)

ρ(q)
, g, q ∈ G.

Then sρ passes to a function on G × G/H, which again will be denoted
by sρ, such that:

(i) sρ(gp, q̄) = sρ(p, q̄)sρ(g, p · q̄), g, q, p ∈ G;

(ii) sρ(h, 1̄) = δH(h)/δG(h), h ∈ H;

(iii) sρ(x, 1̄) is bounded on compact sets as a function of x.

The function sρ will be called a multiplier (see Warner [34]).

Remark 4.1.9 Since X̄K(ḡ) > 0 if, and only if, Xπ(K)(ḡ) = 1 we have that
for each compact set K ⊂ G, there is c > 0 such that

c µρ(π(K)) ≥
∫
K

ρ(g)dG(g) (4.6)

what show us that µρ(π(K)) > 0 if dG(K) > 0.

On the other hand every quasi-invariant measure µ gives rise in a canoni-
cal manner to a rho-function so that all quasi-invariant measures are obtained
in this way.

Remark 4.1.10 In passing, note that if G is a Lie group, then every positive
Radon measure on G/H which, on every local chart of G/H, is equivalent to
the Lebesgue measure is, in fact, quasi-invariant.
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The following Theorem assures the existence of rho-functions, and con-
sequently quasi-invariant measures, on Lie groups. Its proof can be found in
[34] page 476.

Lemma 4.1.11 (Bruhat) If G is a Lie group, then there exist C∞ rho-
functions.

Suppose that G is a Lie group - then, unless specified to the contrary, we
shall assume ρ = ρH chosen so that ρH ∈ C∞(G) and normalized so that
ρH(1) = 1 and hence

ρH(h) =
δH(h)

δG(h)

for all h ∈ H. The quasi-invariant measure associated with ρH will be de-
noted by µH . Observe that now the multiplier sρH = sH is in C∞(G×G/H).

Let H be a closed subgroup of G and dµH(q̄) a quasi-invariant measure
on G/H . Then we shall often write more briefly dµH(q) (similarly in other
cases too).

For reference, we shall list here a number of technical lemmas concerning
rho-functions and the like.

Let H1 and H2 be closed subgroups of our locally compact group G and
assume that H1 ⊂ H2. Let di = dHi denote the left Haar measure on Hi and
δi de corresponding modular function (i = 1, 2).

Lemma 4.1.12 Let us suppose that the homogeneous space H2/H1 admits
a positive H2-invariant measure ν2. Let ρ2 be a rho function on G for the
subgroup H2 (and hence also for the subgroup H1, δ1 being equal to δ2 on
H1). Let also µ1 and µ2 be the quasi-invariant measures on G/H1 and G/H2

corresponding to ρ1 and ρ2, respectively. Then, for a suitable normalization
of the Haar measures, we have∫

G/H1

φ(g)dµ1(g) =

∫
G/H2

dµ2(g)

∫
H2/H1

φ(gq)dν2(q), φ ∈ Cc(G/H1).

Lemma 4.1.13 Let us suppose that the homogeneous space G/H2 admits
a positive G-invariant measure ν2 and let ρ1 be a rho-function on G for
the subgroup H1 - then ρ1|H2 is a rho-function on H2 relative to H1 (since
δ2 = δG on H2). Let µ1 and µ2 be quasi-invariant measures on G/H1 and
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H2/H1 corresponding, respectively, to ρ1 and ρ1|H2. Then, for a suitable
normalization of the Haar measure, we have∫
G/H1

φ(g)dµ1(g) =

∫
G/H2

dν2(g)

∫
H2/H1

ρ1(gq)

ρ(q)
φ(gq)dµ2(q), φ ∈ Cc(G/H1).

Let us drop the assumption thatH1 is contained inH2. We shall, however,
agree to keep the other conventions which were laid down above. The group
H2 ×H1 operates to the left on G via the prescription

x 7→ (q2, q1) · g = q2gq
−1
1 , g ∈ G, qi ∈ Hi, i = 1, 2.

Fix an element g ∈ G and let Q be the H2×H1-orbit of g, that is, the H2, H1

double coset H2gH1. The stability subgroup (H2×H1)g of (H2×H1) for the
element g ∈ Q is

(H2 ×H1)g = {(gqg−1, q); q ∈ Hg}

where Hg = H1 ∩ (g−1H2g). Thus there is a natural identification

(q1, q2)((H2 ×H1)g)↔ q2gq
−1
1

between (H2 × H1)/(H2 × H1)g and Q. We can assume that Q has the
topology which renders this identification a homeomorphism.

Let us now suppose that the homogeneous space H2/gH1g
−1 carries a

positive H2-positive invariant measure ν2. This assumption implies that δ2 =
δgH1g−1 on gH1g

−1 and, consequently, if we put

ρ(q2, q1) = δ1(q−1
1 ), qi ∈ Hi, i = 1, 2,

then ρ is a rho-function on H2 × H1 relative to (H2 × H1)g. Consider the
group gHgg

−1 ×H1. Then

H2/gH1g
−1 ∼ H2 ×H1/(gH1g

−1)×H1

and the image of ν2 under this identification is an H2×H1-invariant measure
on H2 × H1/(gH1g

−1) × H1 (in particular ρ|gH1g−1×H1
is a rho-function for

(H2 ×H1)g). We may identify gH1g
−1 ×H1/(H2 ×H1)g with H1:

(1, q1)(H2 ×H1)g ↔ q1, q1 ∈ H1.
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The image, under this identification, of the quasi-invariant measure on

gHgg
−1 ×H1/(H2 ×H1)g

corresponding to ρgH1g−1×H1
is a right Haar measure on H1. Let µ denote

the quasi invariant measure on H2 × H1/(H2 × H1)g ∼ Q corresponding
to ρ. Substituting H2 × H1, gHgg

−1 × H1, (H2 × H1)g for G, H2 and H1,
respectively, in Lemma 4.1.13 gives us the following result.

Lemma 4.1.14 Under the above hypothesis, we have, for a suitable normal-
ization of the Haar measures,∫

Q

φ(q)dµ(q) =

∫
H2/gHgg−1

dν2(q2)

∫
H1

φ(q2gq1)d1(u1), φ ∈ Cc(Q)

4.1.2 Stable and Unstable Lie algebras

Consider now the generalized eigenspaces associated to the derivation D,

gα = {X ∈ g; (D − α)nX = 0 for some n ≥ 1}

for α an eigenvalue of D. Let as before denote by λD the real part of the
eigenvalues of D. We can decompose g by

g = g+ ⊕ g0 ⊕ g−

with g+ =
⊕

λD>0
gλD , g0 =

⊕
λD=0

gλD and g− =
⊕

λD<0
gλD .

The next Proposition show us that the vector spaces g± and g0 are Lie
algebras and that g± are actually nilpotent. The proof can be found in [29]

Proposition 4.1.15 Let D : g→ g a derivation of the Lie algebra g of finite
dimension over a closed field. Consider the decomposition

g =
⊕
α

gα

where gα is the generalized eigenspace associated to the eigenvalue α. Then

[gα, gβ] ⊂ gα+β,

with gα+β = 0 in case α + β is not an eigenvalue of D.
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Remark 4.1.16 The Proposition 4.1.15 assumes that the Lie algebra is over
a closed field but since a algebra g is nilpotent if, and only if, gC is nilpotent
we have that g± and g0 are Lie algebras with g± nilpotent.

Consider for the linear system (4.1), and the associated derivation D, the
decomposition of the Lie algebra g = g+ ⊕ g0 ⊕ g−. We call the g+ and
g−, respectively, the unstable and stable Lie algebras associated to the
derivation D.

Let SD ⊂ G defined by

SD := {g ∈ G; exist a compact set K ⊂ G with ψt(g) ∈ K for t ∈ R+}.

We have then.

Proposition 4.1.17 The set SD is a closed subgroup of G such that s ⊃ g−

and s ∩ g+ = ∅, where s is its Lie algebra.

Proof. That SD is in fact a closed group follows from the fact that ψt is
an automorphism. For the Lie algebra s, the afirmations follow from the
formula (4.3).

Remark 4.1.18 It is not hard to show, using the D-invariance of the Lie
algebras above, that s is actually given by the direct sum g− ⊕ kerD;

Consider now the space u ⊃ g+ such that g = u ⊕ s. We have that
g/s ≈ u. Define the linear application D+ : u → u by D+π∗(X) := π∗(DX)
for X ∈ g. That D+ is well defined follows from the D-invariance of s. Also
D+ satisfies trD+ = trD|g+ since g+ ⊂ u and g− ⊂ s.

Proposition 4.1.17 together with Theorem 4.1.5 give us the following re-
sult.

Corollary 4.1.19 Consider the linear system (4.1) over G and assume that
G is compact. Then, for any admissible pair (K,Q) we have that

hinv,out(K,Q) = 0.

75



4.2 Linear Systems on Homogeneous Spaces
Let H be a closed subgroup of G. The homogeneous space G/H is the
manifold of the left cosets of H and we denote by π the projection onto
G/H. For any right invariant vector field Y ∈ g the projection π∗Y of Y
onto G/H is always well defined and will be referred as an invariant vector
field on G/H. It is known that the set π∗ := {π∗Y ;Y ∈ g} is a Lie algebra
and that π∗ is a Lie algebra morphism from g onto π∗g.

Let X be a linear vector field on G. We want to assure the existence of a
vector field on G/H that is π-related to X . Such a vector field exists if, and
only if,

for all x ∈ G and y ∈ H, π(ψt(xy)) = π(ψt(x)).

But π(ψt(xy)) = ψt(x)ψt(y)H and the preceding condition is equivalent to

for all y ∈ H, t ∈ R ψt(y) ∈ H.

Thus X is π-related to a vector field on G/H if, and only if, H is invariant
under the flow of X .

Definition 4.2.1 Let G be a Lie group and H ⊂ G a closed subgroup. A
vector field f on G/H is said to be linear if it is π-related to a linear vector
field of G, where π is the canonical projection π : G→ G/H.

Consider then SD as above. Its invariance allow us to consider the quo-
tient space G/SD. Let X̄ be the vector field induced in G/SD by X .

Considering a geodesic referential we have that divX̄ (ḡ) = −tr ad(X̄ )ḡ
where ad(X̄ )ḡ : Tḡ(G/SD)→ Tḡ(G/SD) is the Lie bracket, that is

ad(X̄ )ḡ(Ȳ (ḡ)) := [X̄ , Ȳ ](ḡ).

Also, since X satisfies

[X , Y ](g) = ((dLg)◦ad(X )◦(dLg−1))g(Y (g)) = −((dLg)e◦D◦(dLg−1)g(Y (g))

we have that X̄ satisfies

[X̄ , Ȳ ](ḡ) = −((dL̄g)ē ◦ D+ ◦ (dL̄g−1)ḡ(Ȳ (ḡ)),
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where L̄g(q̄) = g · q̄ is the translation on G/SD. Consequently

divX̄ (ḡ) = tr((dL̄g)ē ◦ D+ ◦ (dL̄g−1)ḡ = trD+ = trD|g+ =
∑
λD>0

λD

Our idea is to project the system (4.1) over the homogeneous space G/SD
and use that the entropy does not increase by semi-conjugation to get a better
lower bound.

Consider then on the homogeneous space G/SD the C∞, ρ = ρD-function
and consider the associated multiplier sD : G × G/SD → R+. Let also
ζt,u(ḡ) = ζt,u · ḡ be the solution of the system on G/SD induced by (4.4).

Proposition 4.2.2 The map σ = σD : R× U ×G/SD → R defined by

σt(u, q̄) := log sD(ζt,u, q̄). (4.7)

is a continuous cocycle over the control flow for the system (4.4),

φt : U ×G/SD → U ×G/SD (u, q̄)) 7→ (Θtu, ζt,u(q̄)).

Also, in the negative time we have

σ−t(u, q̄) = −σt(φ−t(u, q̄)) for t > 0.

Proof. The continuity follows from the fact that sD and log are C∞ and
since the system (4.4) is control-affine, the solutions ζt,u(g) are continuous.
For the cocycle property, we have the property (iii) of sD, that is,

sD(gp, q̄) = sD(p, q̄)sD(g, p · q̄), g, p, q ∈ G.

Then, for (u, q̄) ∈ U ×G/SD and t, s ∈ R we have

sD(ζt+s,u, q̄) = sD(ζt,Θsuζs,u, q̄)

= sD(ζs,u, q̄)sD(ζt,Θsu, ζs,u · q̄) =

and then, applying log and using that ζs,u(q̄) = ζs,u · q̄ we get

σt+s(u, q̄) = log sD(ζs,u, q̄) + log sD(ζt,Θsu, ζs,u(q̄))

=: σs(u, q̄) + σt(φs(u, q̄)).
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The last assertion follows also from the property above and the fact that
ζ−1
t,u = ζ−t,Θtu. In fact for (u, q̄) ∈ U ×G/SD we have

sD(ζ−t,u, q̄) = sD(ζ−t,u, ζ
−1
−t,uζ−t,uq̄) =

sD(1, ζ−t,uq̄) ·
[
sD(ζ−1

−t,u, ζ−t,uq̄)
]−1

=
[
sD(ζt,Θ−tu, ζ−t,uq̄)

]−1

since sD(e, q̄) = 1 for all q̄ ∈ G/SD. Applying log and using the definition we
get

σ−t(u, q̄) = −σt(φ−t(u, q̄))
concluding the proof.

We have then the main result of this section.

Theorem 4.2.3 Let (K,Q) an admissible pair for the linear system (4.1)
and assume that dG(K) > 0, with dG the left Haar measure. Then the outer
invariance entropy satisfies

hinv,out(K,Q) ≥
∑
λD>0

λD + gD(Q)

where λD are the real part of the eigenvalues of the derivation D associated
to the drift X and

gD(Q) = sup
(u,q̄)∈Q̄

lim sup
n→−∞

1

n
σn(u, q̄).

Proof. Consider as before the quotient space G/SD. Since SD is invariant by
the flow of X we have a π∗-related system to the system (4.1). The solutions
of such system are just the projection of the solution of the system (4.1),
that is,

ϕ̄(t, π(g), u) = π(ϕ(t, g, u))

where ϕ is the solution of (4.1). But then, for q̄ = q · SD

ϕ̄(t, ḡ, u) = ζt,uψt(q)SD = ζt,uψ̄t(q̄)

where ψ̄t is the curve associated with X̄ = π∗X . By the conjugation with π
above, the Theorem 3.5 of [10] assures that

hinv,out(K,Q) ≥ hinv,out(πK, πQ).
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Denote by (K̄, Q̄) the pair (πK, πQ) and consider the rho-function ρD on
G and µD the associated measure. Remark 4.1.9, assures that µD(π(K)) > 0.

Let then n, ε > 0 and consider S = {u1, · · · , uk} be a minimal (n, ε)-
spanning set for (K̄, Q̄). Define the sets

Kj = {ḡ ∈ K̄; ϕ̄([0, n], q̄, uj) ⊂ Nε(Q̄)}, j = 1, · · · k.

Then by definition of (n, ε)-spanning sets, Kj is a Borel set for each j and
also πK = ∪jKj. Also, since the solution map ϕ̄n,uj : SD → SD is a diffeo-
morphism, ϕ̄n,uj(Kj) is also a Borel set and satisfies

µD(ϕ̄n,uj(Kj)) ≤ µD(Nε(Q̄)).

Since µD is quasi-invariant, we have

µD(ϕ̄n,uj(Kj)) =

∫
ψ̄n(Kj)

sD(ζn,uj , q̄)dµD(q̄)

∫
Kj

sD(ζn,uj , ψ̄n(q̄))|det(dψ̄n)q̄|dµD(q̄).

By Liouville’s trace formula and discussion above, we have that

|det(dψ̄n)ḡ| = exp

(∫ n

0

divX̄ (ψs(q̄))

)
ds = en

∑
λD>0 λD

We obtain

µD(ϕ̄n,uj(Kj)) = en
∑
λD>0 λD

∫
Kj

sD(ζn,uj , ψ̄n(q̄))dµD(q̄)

and using property of sD we have that

sD(ζn,uj , ψ̄t(q̄)) =
sD(e, ϕ̄n,uj(q̄))

sD(ζ−1
n,uj

, ϕ̄n(q̄))
=
[
sD(ζ−1

n,uj
, ϕ̄n(q̄))

]−1
.

Since ϕ̄t,uj(q̄) ∈ clNε(Q̄), for t ∈ [0, n] and uj ∈ S ⊂ πUQ̄ the lift of Q̄,
we have by continuity of sD that

sD(ζn,uj , ψ̄t(ḡ)) ≥
[

max
(u,q̄)

sD(ζ−1
n,u, q̄)

]−1 ≥ max
(u,q̄)

sD(ζn,Θ−nu, ζ−n,u(q̄))

where the maximum is taken over the compact set πUQ̄ × clNε(Q̄).
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We have then

µD(ϕ̄n,uj(Kj)) ≥ en
∑
λD>0 λDemax(u,q̄) σn(φ−n(u,q̄)) · µD(Kj).

Taking j0 such that maxj µD(Kj) = µD(Kj0) we have

µD(K̄) ≤
k∑
j=1

µD(Kj) ≤ kµD(Kj0)

≤ k · µD(Nε(Q̄))

ek
∑
λD>0 λDemax(u,q̄) σn(φ−n(u,q̄))

and consequently

rinv(n, ε, K̄, Q̄) ≥ en
∑
λD>0 λDemax(u,q̄) σn(φ−n(u,q̄)) · µD(K̄)

µD(Nε(Q̄))
.

Taking log and dividing by n we obtain
1

n
log rinv(n, ε, K̄, Q̄)

≥
∑
λD>0

λD + max
(u,q̄)

1

n
σn(φ−n(u, q̄)) +

1

n
· cte.

Since σn(φ−n(u, q̄)) = −σ−n(u, q̄) we get

lim sup
n→−∞

max
(u,q̄)

1

n
σn(u, q̄) ≥ sup

(u,q̄)

lim sup
n→−∞

1

n
σn(u, q̄)

(u, q̄) ∈ πUQ× clNε(Q̄) and consequently

hinv,out(K̄, Q̄) ≥
∑
λD>0

λD + lim
ε↘0

max
(u,q̄)

lim sup
n→−∞

1

n
σn(u, q̄).

But πUQ̄ × Q̄ ⊃ Q̄ and

lim
ε↘0

max
(u,q̄)∈πU Q̄×Nε(Q̄)

lim sup
n→−∞

1

n
σn(u, q̄) = max

(u,q̄)∈πUQ×Q̄
lim sup
n→−∞

1

n
σn(u, q̄)

what give us

lim
ε↘0

sup
(u,q̄)∈πUQ×Nε(Q̄)

lim sup
n→−∞

1

n
σn(u, q̄) ≥ sup

(u,q̄)∈Q̄
lim sup
n→−∞

1

n
σn(u, q̄)
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and implies
hinv,out(K̄, Q̄) ≥

∑
λD>0

λD + gD(Q).

for
gD(Q) = sup

(u,q̄)∈Q̄
lim sup
n→−∞

1

n
σn(u, q̄)

showing the theorem.

Remark 4.2.4 Using the cocycle property and the fact that the lift Q̄ is
invariant by the control flow we can show that

gD(Q) = sup
(u,q̄)∈Q̄

lim sup
τ→−∞

1

τ
στ (u, q̄)

for τ ∈ R.

We would like very much the quantity gD(Q) to be equal to zero. A first
step in this way, that generalizes the linear case, is the following corollary.

Corollary 4.2.5 Let (K,Q) an admissible pair for the linear system (4.1)
with dG(K) > 0. Let us assume that G is in one of the following categories:

(i) Abelian;

(ii) Nilpotent;

(iii) Compact.

Then
hinv,out(K,Q) =

∑
λD>0

λD

with λD as above.

Proof. Since for such groups we have δH = δG ≡ 1 for all subgroup H ⊂ G
we have that the rho-function associated to the subgroup SD as above is
constant equal to 1 and consequently gD(Q) = 0 what give us the result.

Remark 4.2.6 Note that the above Corollary show us that in some groups,
the outer invariance entropy just depends on the geometry of the space.
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4.2.1 The Semi-simple case

We will show that on the semi-simple case we have a relation between gD and
the a-cocycle. Consider then the trivial principal bundle Q = U × G. The
right invariance of the system (4.4) give us that the control flow associated
with this system is a flow of automorphisms and we have then, as before, the
a-cocycle defined on U × F.

The map
ρΘ =

∑
α∈Π−\〈Θ〉

α

annihilates a(Θ), we have by Lemma 2.4.2 a well defined cocycle aΘ on U×FΘ

given by aΘ(t, u, πΘ(q)) = ρΘ(a(t, u, q)) and by the relation between a and a∗

we have also the cocycle in the negative time a∗Θ(t, u, πΘ(q)) = ρΘ(a∗(t, u, q)).
Since G is semi-simple, the derivation D is inner, that is, there is X ∈ g

such that D = ad(X) and we have that the real parts of the eigenvalues
of D coincides with the eigenvalues of the abelian part of ad(X). We will
assume that D = ad(H) with H in the closure a positive Weyl chamber, that
is, H ∈ cla+. If we consider then Θ = {α ∈ Σ; α(H) = 0}, we have that
the space G/SD is the flag manifold FΘ = G/PΘ. Let us denote by FD this
flag manifold and by aD, a∗D the cocycles associated with the abelian part as
above. We have then:

Theorem 4.2.7 Let (4.1) be a linear system on G, with G semi-simple. For
a compact and controlled invariant set Q ⊂ G we have

gD(Q) = sup
(u,πΘ(q))∈Q̄

lim sup
τ→−∞

1

τ
a∗D(τ, u, πΘ(q)).

Proof. Let (u, πΘ(q)) ∈ Q̄ and τ > 0. Using the property of sD we have
that

sD(ζ−τ,u, πΘ(x)) =
sD(ζ−τ,u(q), bΘ)

sD(q, bΘ)
.

Consider the Iwasawa decomposition ζ−τ,u(q) = k∗τ,ua
∗
τ,un

∗
τ,u. Using again the

above property we get

sD(ζ−τ,uq, bΘ) = sD(k∗τ,u, bΘ)sD(a∗τ,un
∗
τ,u, bΘ) = sD(k∗τ,u, bΘ)δD(a∗τ,u)

because δN = δG ≡ 1 and a∗τ,un∗τ,ubΘ = bΘ. Since

δD(a∗τ,u) = ea
∗
D(τ,u,πΘ(q))
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we have

σ−τ (u, πΘ(q)) = log
sD(k∗τ,u, bΘ)

sD(q, bΘ)
+ a∗D(τ, u, πΘ(q)).

But k∗τ,u is in the compact K and then,

lim sup
τ→−∞

1

τ
στ (u, πΘ(q)) = lim sup

τ→−∞

1

τ
a∗D(τ, u, πΘ(q))

which implies the Theorem.

Remark 4.2.8 The above Theorem shows that, in order to obtain a formula
for the outer invariance entropy in the semi-simple case we have, as one could
expect, made assumptions just on the abelian part of the induced control-affine
system (4.4).

Remark 4.2.9 The existence of controlled invariant sets, or control sets, for
linear systems on Lie groups is still an ongoing area. What is expected is the
existence of at least one control set around the identity 1 of G because of the
singularity of the drift X but there is still not any work (of my knowledge)
about it.
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Chapter 5

Invariance Entropy for Random
Control Systems

For continuous-time random control systems, this chapter introduces invari-
ance entropy for random pairs as a measure for the amount of information
necessary to achieve invariance of random weakly invariant compact subsets
of the state space. For linear random control systems with compact control
range, the invariance entropy is given by the sum of the real parts of the
unstable eigenvalues of the uncontrolled system if we assume ergodicity.

5.1 Preliminaries
Letm, d ∈ N,M an open subset of Rd, (Ω,F , (θt)t∈R) a measurable dynamical
system and U ⊂ Rm a compact subset. We define the set of admissible
functions by

U = {u : R→ Rm ; u measurable with u(t) ∈ U a.e.}.

The shift flow is defined by

Θ : R× U → U , Θ(t, u) := Θtu with Θtu(s) := u(t+ s) for all t, s ∈ R.

A continuous random control system (RCS) on M ⊂ Rd over a metric
dynamical system (Ω,F , (θt)t∈R) with time R is a map

ϕ : R×M × Ω× U →M

with the following properties:
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i) For all (ω, u) ∈ Ω × U the map ϕ(ω, u) : R × M → M , given by
ϕ(ω, u)(t, x) := ϕ(t, x, ω, u), is continuous;

ii) For all x ∈ Rd and t ∈ R the map ϕ(t, x) : Ω× U →M is measurable;

iii) The map ϕ(t, ω, u) : M → M form a cocycle over θ × Θ i.e. they
satisfies

ϕ(0, ω, u) = idM for all ω ∈ Ω and u ∈ U

ϕ(t+ s, ω, u) = ϕ(t, θsω,Θsu) ◦ ϕ(s, ω, u)

where ϕ(t, ω, u)x := ϕ(t, x, ω, u).

Let F : M×Rm×Ω→ Rd be a Carathéodory application, i.e., continuous
onM×Rm and measurable on Ω, satisfying F (x, u, ω) ∈ TxM and continuous
differentiable in the first argument.

The family

ẋ(t) = F (x(t), u(t), θtω) , u ∈ U , ω ∈ Ω, (5.1)

of ordinary differential equations generates a RCS.
For each x ∈ M , u ∈ U and ω ∈ Ω the solution of the initial value

problem x(0) = x will be denoted by ϕ(t, x, u, ω). With some assumptions
on F we have that the solutions of (5.1) exist. For instance, if we assume
that there is an interval I such that for all x ∈ M , u ∈ U and ω ∈ Ω
the functions t ∈ I 7→ ||DxF (x, u(t), θtω)|| and t ∈ I 7→ ||F (x, u(t), θtω)||
are locally integrable, then we have that the solutions exist in some interval
J ⊂ I, where J = J(x, u, ω).

The solutions are defined in the sense of Carathéodory, that is, ϕ(·, x, u, ω)
is an absolutely continuous curve which satisfies the corresponding integral
equation. Throughout we assume that solutions are defined globally. This
assumption is justified by the fact that we consider only trajectories which
do not leave a compact subset of the state space M (cf. Sontag [32], Prop.
C.3.6]). Thus, we obtain the cocycle property for the solutions ϕ of (5.1).
In this Chapter we will work with RCS that are generated by a family of
differential equations.

Definition 5.1.1 (Random Set) Let C(M) be the set of all nonvoid com-
pact subsets of M . The compact set-valued map Q : Ω → C(M), ω 7→ Qω,
is called a random compact set if for each x ∈ M the map ω 7→ d(x,Qω) is
measurable, where d is any distance in M .
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Let Q be a compact set. Then we have in a natural way the trivial random
compact set defined by Qω = Q for ω ∈ Ω. In this situation, we also denote
the random control set Q only by Q. Also, for two compact set-valued maps
K and Q we say that K is contained in Q (and denote in the usual way
K ⊂ Q) if Kω ⊂ Qω for each ω ∈ Ω.

For a given random compact set Q, we say that Q is weakly invariant for
the RCS if for each ω ∈ Ω and each x ∈ Qω there exists u ∈ U such that
ϕ(t, x, u, ω) ∈ Qθtω for all t ≥ 0.

We will also need some notion of continuity for the random compact set.
We say that the random compact set is upper semi-continuous over the flow
θ if for each t ∈ R, ω ∈ Ω

lim
s→t

dist(Qθsω, Qθtω) = 0,

where dist denotes the Hausdorff semi-distance given by

dist(A,B) = sup
a∈A

d(a,B)

for d(a,B) = infb∈B d(a, b). We have the following lemma that will be needed
in some proofs below.

Lemma 5.1.2 Let Q be an upper semi-continuous random compact set. For
given ω ∈ Ω, u ∈ U we have:

(i) The function fu, ω : R×M → R+, defined by

fu, ω(t, x) := d(ϕ(t, x, u, ω), Qθtω),

is lower semi-continuous in the first argument and continuous in the second
one. Also, for every compact interval [0, T ] we have that

sup
t∈[0,T ]

fu, ω(t, x) = sup
t∈[0,T ]∩Q

fu, ω(t, x);

(ii) The set QT, ω =
⋃
t∈[0,T ] Qθtω is compact.

Proof. (i) First we need a property of the Hausdorff semi-distance for com-
pact sets: Let B,C be compact sets and a an arbitrary point. Then

d(a,B) ≤ d(a, C) + dist(C,B). (5.2)
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For each c ∈ C we have that d(a,B) ≤ d(a, c)+d(c, B). Since C is a compact
set there exist c0 ∈ C such that d(a, c0) = d(a, C) and that implies

d(a,B) ≤ d(a, c0) + d(c0, B) ≤ d(a, C) + max
c∈C

d(c, B) = d(a, C) + dist(C,B).

For fixed x ∈ M , u ∈ U and ω ∈ Ω, let t ∈ R. For a given ε > 0, consider
δ > 0 such that

d(ϕ(t, x, u, ω), ϕ(s, x, u, ω)) <
ε

2
and dist(Qθsω, Qθtω) <

ε

2

if |t − s| < δ. That exists because of the continuity of the solution and the
upper semi-continuity of the random compact set. Then

d(ϕ(t, x, u, ω), Qθtω)

≤ d(ϕ(t, x, u, ω), ϕ(s, x, u, ω)) + d(ϕ(s, x, u, ω), Qθsω) + dist(Qθsω, Qθtω)

< d(ϕ(s, x, u, ω), Qθsω) + ε for all |t− s| < δ,

where we used (5.2). By the definition of the function f we have

fu, ω(t, x)− ε < fu, ω(s, x)

showing that f is lower semi-continuous in the first argument.
The continuity in the second argument follows from the continuity of the

solution and of the continuity of the metric.

For the second assertion, we just need to show that supt∈[0,T ] fu, ω(t, x) ≤
supt∈[0,T ]∩Q fu, ω(t, x). Let t ∈ [0, T ]. There exists a sequence of rational
numbers tn ∈ [0, T ] that converges to t. Then, for each ε > 0, there exist n0

such that for all n ≥ n0 we have that

fu, ω(t, x) < fu, ω(tn, x) + ε ≤ sup
t∈[0,T ]∩Q

fu, ω(t, x) + ε.

Since this relation is valid for all t ∈ [0, T ] we have the desired result.

(ii) Let zn be a sequence in QT, ω. Then there is tn ∈ [0, T ] such that zn ∈
Qθtnω. Since [0, T ] compact we can assume that the sequence tn converges
to some t ∈ [0, T ]. By the upper semi-continuity of the random compact set,
we have that

d(zn, Qθtω) ≤ dist(Qθtnω, Qθtω)→ 0

as n→∞. Since Qθtω is compact there is xn ∈ Qθtω such that d(zn, Qθtω) =
d(zn, xn) and we can also assume that the sequence xn → z ∈ Qθtω. Conse-
quently zn → z showing that QT, ω is compact.
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5.2 Definition and Elementary Properties
This section will present several definitions for the invariance entropy with
relation to a measure. Basic properties are derived.

We call (K,Q) a random pair if Q is a weakly invariant random compact
set for (5.1) and K is a compact set-valued map satisfying K ⊂ Q.

Consider then a random pair (K,Q). For given T, ε > 0 and ω ∈ Ω we
call Sω ⊂ U a (T, ε, ω)-spanning set for (K,Q) if for every x ∈ Kω there
exists u ∈ Sω with

d(ϕ(t, x, u, ω), Qθtω) < ε, for all t ∈ [0, T ],

where d is the Euclidean distance. By rinv(T, ε, ω,K,Q) we denote the min-
imal cardinality of a (T, ε, ω)-spanning set.

Let 0 < T1 < T2. Since every (T2, ε, ω)-spanning set is also a (T1, ε, ω)-
spanning, it follows that

rinv(T1, ε, ω,K,Q) ≤ rinv(T2, ε, ω,K,Q). (5.3)

Also for every 0 < ε1 < ε2 a (T, ε1, ω)-spanning set is a (T, ε2, ω)-spanning
set. Then

rinv(T, ε1, ω,K,Q) ≥ rinv(T, ε2, ω,K,Q). (5.4)

Note that a priori the numbers rinv(T, ε, ω,K,Q) are not necessarily finite,
but we will show that the assumption that the random compact set Q is
weakly invariant is enough to assure that. For this purpose we define another
notion of spanning sets.

We still consider a pair (K,Q) as above and define the lift over ω ∈ Ω of
Q by

lift(Q, ω) := {(x, u) ∈ Qω × U ;ϕ(t, x, u, ω) ∈ Qθtω for all t ≥ 0}.

For given ω ∈ Ω and T, ε > 0 we call a set S+
w ⊂ lift(Q, ω) strongly (T, ε, ω)-

spanning for (K,Q) if for every x ∈ Kω there exists (y, u) ∈ S+
ω with

d(ϕ(t, x, u, ω), ϕ(t, y, u, ω)) < ε, for all t ∈ [0, T ].

We denote by r+
inv(T, ε, ω,K,Q) the minimal cardinality of a strongly

(T, ε, ω)-spanning set.
As a function of T, ε, we have that r+

inv(T, ε, ω,K,Q) has the same prop-
erties as rinv(T, ε, ω,K,Q).
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Proposition 5.2.1 Let (K,Q) a random pair. Then for all ω ∈ Ω and
T, ε > 0

rinv(T, ε, ω,K,Q) ≤ r+
inv(T, ε, ω,K,Q) <∞.

Proof. Let show first that r+
inv(T, ε, ω,K,Q) < ∞. Consider then ω ∈ Ω,

T, ε > 0. Since Q is weakly invariant we have that for each y ∈ Kω ⊂ Qω

there exists uy ∈ U such that ϕ(t, y, uy, ω) ∈ Qθtω for all t ≥ 0. Using the
continuity of the solution in (t, y), there exist neighborhoods It of t and Uy of y
such that if s ∈ It and x ∈ Uy, we have that d(ϕ(s, y, uy, ω), ϕ(s, x, uy, ω)) <
ε. By compactness of [0, T ] × Kω we have that there exists a finite set
{(y1, u1), . . . , (yn, un)} such that, for every x ∈ Kω there is i ∈ {1, · · · , n}
with

d(ϕ(t, yi, ui, ω), ϕ(t, x, ui, ω)) < ε for all t ∈ [0, T ]

and hence r+
inv(T, ε, ω,K,Q) ≤ n <∞ as desired.

For the first inequality let ω ∈ Ω, T, ε > 0 and consider a minimal strongly
(T, ε, ω)-spanning set S+

ω = {(y1, u1), . . . , (yn, un)} for the random compact
set (K,Q) and define Sω = {u1, . . . , un}. We need to show that Sω is a
(T, ε, ω)-spanning set for (K,Q).

Since S+
ω is a strongly (T, ε, ω)-spanning set for (K,Q), we have that for

each x ∈ Kω there exists (yi, ui) ∈ S+
ω , i ∈ {1, . . . , n}, such that

d(ϕ(t, x, ui, ω), ϕ(t, yi, ui, ω)) < ε for all t ∈ [0, T ].

As S+
ω ⊂ lift(Q, ω), we have that ϕ(t, yi, ω, ui) ∈ Qθtω for all t ≥ 0 and

consequently d(ϕ(t, x, ui, ω), Qθtω) < ε for all t ∈ [0, T ]. Hence the set Sω is
(T, ε, ω)-spanning and consequently

rinv(T, ε, ω,K,Q) ≤ r+
inv(T, ε, ω,K,Q).

We define the invariance entropy hinv(ω,K,Q) of the random pair (K,Q)
at ω ∈ Ω, by

hinv(ε, ω,K,Q) := lim sup
T→∞

1

T
log rinv(T, ε, ω,K,Q),

hinv(ω,K,Q) := lim
ε↘0

hinv(ε, ω,K,Q).
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It follows from (5.4) and Proposition 5.2.1 that the limit

lim
ε↘0

hinv(ε, ω,K,Q)

is well-defined. When the random pair is given by (Q,Q) we denote the
entropy just by hinv(ω,Q).

In order to compute bounds for hinv(ω,K,Q) it will be useful to define
another quantity which will be called strong invariance entropy of the random
pair (K,Q) at ω ∈ Ω. We define

h+
inv(ε, ω,K,Q) := lim sup

T→∞

1

T
log r+

inv(T, ε, ω,K,Q),

h+
inv(ω,K,Q) := lim

ε↘0
h+

inv(ε, ω,K,Q).

It follows directly from Proposition 5.2.1 that the two notions of en-
tropy above satisfy hinv(ω,K,Q) ≤ h+

inv(ω,K,Q) for all ω ∈ Ω. Also,
for two random pairs (K1,Q) and (K2,Q) such that K1 ⊂ K2 we have
hinv(ω,K1,Q) ≤ hinv(ω,K2,Q) for all ω ∈ Ω.

The next theorem shows that under some conditions the invariance en-
tropy for random control systems cannot increase under semiconjugation.

Theorem 5.2.2 Consider two random control systems ϕ and ψ over open
sets M ⊂ Rd and N ⊂ Rn with control spaces U and V corresponding to
control ranges U and V , and a measurable dynamical system θt on a compact
metric space Ω. Let π : Ω×M → N be a Carathéodory map and h : U → V
be any map with the semiconjugation property

πθtω(ϕ(t, x, ω, u)) = ψ(t, πω(x), ω, h(u)) (5.5)

for all x ∈ Rd, u ∈ U , t ≥ 0, ω ∈ Ω.
Assume also that for each fixed ω ∈ Ω, the map

(t, x) ∈ R×M 7→ π(θtω, x) ∈ N (5.6)

is continuous. Then for a random pair (K,Q) we have:

(i) The pair (π(K), π(Q)) is a random pair, where for each ω ∈ Ω,

π(K)ω := πω(Kω) and π(Q)ω := πω(Qω);
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(ii) If Q is upper semi-continuous, then π(Q) is upper semi-continuous;

(iii) Let ω ∈ Ω and consider the set

MT, ω := {(t, x); t ∈ [0, T ] and x ∈ Qθtω}.

If for ω ∈ Ω and all T > 0 the sets MT, ω are compact, then

hinv(ω, π(K), π(Q)) ≤ hinv(ω,K,Q).

Proof. (i) It is clear that π(Q) and π(K) are compact set-valued functions
and that π(K) ⊂ π(Q). We have to show that π(Q) is weakly invariant.
Let ω ∈ Ω and z = πω(x) ∈ πω(Qω), with x ∈ Qω. Since Q is weakly
invariant, there exists u ∈ U such that ϕ(t, x, ω, u) ∈ Qθtω for all t ≥ 0.
Taking h(u) ∈ V and using (5.5) we have

ψ(t, πω(x), ω, h(u)) = πθtω(ϕ(t, x, ω, u)) ∈ πθtω(Qθtω) = π(Q)θtω,

for all t ≥ 0 showing the weak invariance.

(ii) Let ω ∈ Ω, ε > 0 and t ∈ R. Since the map (t, x) 7→ π(θtω, x) is
continuous and Qθtω is a compact set, there exist δ1 = δ1(t, ε) > 0 such that

d(πθsω(x), πθtω(y)) < ε, if |t− s| < δ1 and d(x, y) < δ1, (5.7)

for x ∈ Qθtω. Also, since the upper semi-continuity of Q assures that

lim
s→t

dist(Qθsω, Qθtω) = 0,

there exists δ2 = δ2(t, ε) > 0 such that

dist(Qθsω, Qθtω) < δ1 if |t− s| < δ2.

Then take δ = min{δ1, δ2} and consider for each x ∈ Qθsω a point yx ∈
Qθtω satisfying d(x,Qθtω) = d(x, yx).

Then, for |t−s| < δ, we have that d(x, yx) ≤ dist(Qθsω, Qθtω) < δ implying
by (5.7) that

d(πθsω(x), π(Q)θtω) ≤ d(πθsω(x), πθtω(yx)) < ε
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and this inequality is valid for all x ∈ Qθtω. Then, for each z ∈ π(Q)θsω, we
have that d(z, π(Q)θtω) < ε and consequently

dist(π(θsω,Qθsω), π(θtω,Qθtω)) < ε when |t− s| < δ

showing that π(Q) is upper semi-continuous.

(iii) Take ω ∈ Ω and T, ε > 0. Since MT, ω is a compact set and the map
(t, x) 7→ π(θtω, x) is continuous, there exist δ > 0 such that for (t, x) ∈MT, ω

d(π(θsω, y), π(θtω, x)) < ε if |t− s| < δ and d(x, y) < δ.

Consider a minimal (T, δ, ω)-spanning set Sω ⊂ U for (K,Q). This means
that for each x ∈ Kω, there exists u ∈ Sω such that

d(ϕ(t, x, u, ω), Qθtω) < δ, for all t ∈ [0, T ].

Then take y = πω(x) ∈ π(K)ω and u ∈ Sω that satisfies the above. Since
Qθtω is a compact set, there exists for each t ∈ [0, T ] an element xt ∈ Qθtω

such that
d(ϕ(t, x, u, ω), xt) = d(ϕ(t, x, u, ω), Qθtω) < δ

and consequently

d(ψ(t, y, h(u), ω), π(Q)θtω) = d(π(θtω, ϕ(t, x, u, ω)), π(θtω,Qθtω))

≤ d(π(θtω, ϕ(t, x, u, ω)), π(θtω, xt)) < ε for all t ∈ [0, T ].

Then h(Sω) ⊂ V is a (T, ε, ω)-spanning set for (π(K), π(Q)) and that
implies rinv(T, ε, ω, π(K), π(Q)) ≤ rinv(T, δ, ω,K,Q). Also

lim sup
T→∞

1

T
ln rinv(T, ε, ω, (π(K), π(Q))) ≤ hinv(δ, ω,K,Q) ≤ hinv(ω,K,Q).

For ε↘ 0 we obtain hinv(ω, π(K), π(Q)) ≤ hinv(ω,K,Q).

By Lemma 5.1.2 we notice that the set MT, ω ⊂ [0, T ]×QT, ω is compact
if the random compact set Q is upper semi-continuous .

93



5.3 Lower and Upper bounds
In this section we will give lower and upper bounds for the invariance entropy
of a random control system. Recall the definition of conditional expectation.

Definition 5.3.1 Consider a probability space (Ω,F , µ) and a sub σ-algebra
G of F . For each real-valued integrable function g on Ω, the conditional
expectation of g is defined a.e. as the real-valued function E(g|G) : Ω → R
that satisfies:

1. E(g|G) is G-measurable;

2. for each C ∈ G, ∫
C

gdµ =

∫
C

E(g|G)dµ.

The conditional expectation always exists when the function g is inte-
grable and it is unique outside of a set of zero measure. The following prop-
erties of such functions can be found in [[35] Section 9.7].

Let (Ω,F , µ) be a probability space and consider sub σ-algebras H, G of
F . Then the followings assertions holds:

1. If g ∈ L1(Ω,G, µ), then E(g|G) = g;

2. If g, f ∈ L1(Ω,G, µ) and a ∈ R, then E(af + g|G) = aE(f |G) + E(g|G);

3. If g ∈ L1(Ω,G, µ) and g ≥ 0, then E(g|G) ≥ 0;

4. (Monotone Convergence): Let gn nonnegative real valued functions
such that gn ≤ gn+1 for all n ∈ N. Then

lim
n→∞

E(gn|G) = E( lim
n→∞

gn|G);

5. (Fatou): Let gn nonnegative real valued functions. Then

E(lim inf
n→∞

gn|G) ≤ lim inf
n→∞

E(gn|G);

6. (Dominated Convergence): Let gn real-valued functions and f ∈
L1(Ω,F , µ) such that for all n ∈ N |gn| ≤ f and g = limn→∞ gn.
Then

lim
n→∞

E(gn|G) = E(g|G).
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7. (Jensen inequality): Let ϕ : R → R be a convex function. For a real-
valued function g, if ϕ ◦ g ∈ L1(Ω,F , µ), then

ϕ(E(g|G)) ≤ E(ϕ ◦ g|G);

8. If H is a subalgebra of G, then

E(g|H) = E(E(g|G)|H)

for each real valued function g;

9. If g ∈ L1(Ω,F , µ) and f is a bounded real-valued function that is
G-measurable, then

E(fg|G) = fE(g|G).

We will also need the following lemma.

Lemma 5.3.2 Let f : Rd×Ω→ R be a Carathéodory map and Q a compact
set-valued map. Then:

(i) For a given ε > 0, the set-valued map Qε : Ω → C(M) defined by
ω 7→ cl(Nε(Qω)), is measurable.

(ii) The maps mf
Q,M

f
Q : Ω→ R defined by

mf
Q(ω) := min

x∈Qω
f(x, ω) and M f

Q(ω) := max
x∈Qω

f(x, ω)

are measurable.

(iii) For each ω ∈ Ω we have mf
Qε(ω)→ mf

Q(ω) and M f
Qε(ω)→ M f

Q(ω) for
ε↘ 0.

Proof. The assertions (i) and (ii) are proven in [3]
Let us show (iii). Since Qω ⊂ cl(Nε(Qω)) for each ε > 0 we havemf

Q(ω) ≥
mf
Qε(ω) and M f

Q(ω) ≤ M f
Qε(ω) for all ω ∈ Ω. We will show that for each

δ > 0 given, there exists ε0 > 0 such thatmf
Q(ω)−mf

Qε(ω) < δ andM f
Qε(ω)−

M f
Q(ω) < δ if ε < ε0.
Since for a fixed ω the function x 7→ f(x, ω) is uniformly continuous over

Qω we have that for each δ > 0 there exists ε0 > 0 such that |f(x, ω) −
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f(y, ω)| < δ if ||x − y|| < ε0 for x ∈ Qω. Then each point y ∈ Nε(Qω)
satisfies

f(y, ω) = f(x, ω) + f(y, ω)− f(x, ω) ≥ mf
Q(ω)− δ

and
f(y, ω) = f(x, ω) + f(y, ω)− f(x, ω) ≤M f

Q(ω) + δ,

where x is a point in Qω such that ||x−y|| < ε0. Consequently 0 ≤ mf
Q(ω)−

mf
Qε(ω) ≤ δ and M f

Qε(ω)−M f
Q(ω) ≤ δ as desired.

Let (Ω,F , (θt)t∈R) be a measurable dynamical system. The (Birkhoff-
Khintchin) ergodic theorem states that for any θ-invariant measure µ on
(Ω,F) and any f ∈ L1(Ω,F , µ) the limits

lim
t→∞

1

t

∫ t

0

f(θsω)ds = lim
t→∞

1

t

∫ 0

−t
f(θsω)ds = f̄(ω)

exist for all ω in a set Ωf of full measure and also that the function f̄ (defined
outside Ωf by f̄(ω) = 0) is a version of E(f |I), where I ⊂ F is the sub σ-
algebra of the measurable invariant sets of ((θt)t∈R). If the measure µ is
ergodic the above limit is µ-a.e. constant.

With these prerequisites we can now give lower and upper bounds for the
invariance entropy.

Theorem 5.3.3 Consider the RCS (5.1) and let (K,Q) be a random pair
with the additional assumptions that K has nonempty interior and Q is upper
semi-continuous. Let µ be a θ-invariant measure over Ω and assume that for
each (x, u) ∈M ×U we have that ‖∂F

∂x
(x, u, ·)‖ ∈ L1(Ω,F , µ). Then for each

ω ∈ Ω the following estimate holds:

hinv(ω,K,Q) ≥ E(mf
Q|I)(ω)− λ(ω,Q), (5.8)

where f is the Carathéodory function defined as

f(x, ω) := min
u∈U

divxF (x, u, ω)

and λ(ω,Q) := limε↘0 lim infT→∞
1
T

lnλd(Nε(QθTω)).
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Proof. Define the integrable functions mf
Qε ,m

f
Q : Ω → R as in Lemma

5.3.2. Let ω ∈ Ω and T, ε > 0 and consider a minimal (T, ε, ω)-spanning set
Sω = {u1, . . . , un} for (K,Q). Define the following sets:

Kω, j = {x ∈ Kω; d(ϕ(t, x, ω, uj), Qθtω) < ε, t ∈ [0, T ]}, j = 1, 2, . . . , n.

The set Kω,j is a Borel set. In fact, since by Lemma 5.1.2

Kω, j = {x ∈ Kω; gj(x) < ε} where gj(x) = sup
t∈[0,T ]∩Q

fuj , ω(t, x)

for the lower semi-continuous in the first arguments functions fuj , ω(t, x), we
have that Kω, j is a Borel set.

As ϕ(T,Kω, j, ω, uj) ⊂ Nε(QθTω) for j = 1, . . . , n, we obtain in particular

λd(ϕ(T,Kω, j, ω, uj)) ≤ λd(Nε(QθTω)), for j = 1, . . . , n,

where λd is the Lebesgue measure on Rd.
Moreover, by the transformation theorem and Liouville’s trace formula

we get for all j = 1, . . . , n

λd(ϕ(T,Kω, j, ω, uj)) =

∫
Kω, j

∣∣∣∣det∂ϕ∂x (T, x, ω, uj)

∣∣∣∣dx
≥ λd(Kω, j) · inf

(x,u)∈Kω×U
ϕ(t,x,ω,u)∈Nε(Qθtω)

∀t∈[0,T ]

∣∣∣∣det∂ϕ∂x (T, x, ω, uj)

∣∣∣∣

= λd(Kω, j) · inf
(x,u)∈Kω×U

ϕ(t,x,ω,u)∈Nε(Qθtω)

∀t∈[0,T ]

exp

∫ T

0

divxF (ϕ(s, x, ω, u), u(s), θsω)ds

≥ λd(Kω, j) · exp

∫ T

0

min
(x,u)∈cl(Nε(Qθsω))×U

divxF (x, u, θsω)ds

= λd(Kω, j) · exp

∫ T

0

mf
Qε(θsω)ds.
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Take j0 ∈ {1, . . . , n} such that λd(Kω, j0) = max1≤j≤nλ
d(Kω, j). This

implies

λd(Kω) ≤
n∑
j=1

λd(Kω, j) ≤ n · λd(Kω, j0)

≤ n · λ
d(ϕ(T,Kω,j, ω, uj))

exp
∫ T

0
mf
Qε(θsω)ds

≤ n · λd(Nε(QθTω))

exp
∫ T

0
mf
Qε(θsω)ds

.

Consequently, with n = rinv(T, ε, ω,K,Q) we get that

rinv(T, ε, ω,K,Q) ≥ λd(Kω)

λd(Nε(QθTω))
exp

∫ T

0

mf
Qε(θsω)ds,

and then

lim sup
T→∞

1

T
ln rinv(T, ε, ω,K,Q) ≥ − lim inf

T→∞

1

T
ln

(
λd(Nε(QθTω))

)
+

+ lim sup
T→∞

1

T

∫ T

0

mf
Qε(θsω)ds.

By the assumptions the functions mf
Qε ∈ L1(Ω,F , µ), and hence the

Birkhof-Chintchin ergodic theorem implies that the second limit on the right
side of the equation above exists and is equal to

lim
T→∞

1

T

∫ T

0

mf
Qε(θsω)ds = E(mf

Qε|I)(ω)

for almost every ω ∈ Ω. By Lemma 5.3.2 the functions mf
Qε converges to m

f
Q

and consequently the conditional expectation E(mf
Qε|I) converges to E(mf

Q|I)
as ε goes to 0. Therefore, we have

hinv(ω,K,Q) ≥ E(mf
Q|I)(ω)− λ(ω,Q)

as desired.

In the case where the Lebesgue measure of the family Q is bounded, it is
easy to see that λ(ω,Q) = 0 and then we have the following corollary.
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Corollary 5.3.4 Under the assumptions of Theorem 5.3.3 assume addition-
ally that there is M > 0 such that λd(Qω) ≤ M for all ω ∈ Ω and that the
measure µ is ergodic. Then we have

hinv(ω,K,Q) ≥
∫

Ω

mf
Q dµ

with f(x, ω) = minu∈U divxF (x, u, ω).

The next theorem provides an upper bound for the strong invariance
entropy of a random pair and hence for the invariance entropy of such pair.
For the proof recall the definition of fractal dimension: Let Z ⊂ X be a
totally bounded subset of a metric space (X, d) and let b(ε, Z) be the minimal
cardinality of a cover of Z by ε-balls. Then the fractal dimension of Z is
defined by

dimF (Z) := lim sup
ln b(ε, Z)

ln(1/ε)
∈ R ∪ {∞}.

The fractal dimension depends on the metric and is not a topological in-
variant. But for a relatively compact open subset of a differentiable manifold
it equals the topological dimension.

Theorem 5.3.5 Consider the control system (5.1) and let (K,Q) a ran-
dom pair. Suppose that we have a θ-invariant measure µ over Ω such that
‖∂F
∂x

(x, u, ·)‖ ∈ L1(Ω,F , µ). Then the Carathéodory function L : M ×Ω→ R
defined by

L(x, ω) := max
u∈U

∣∣∣∣∣∣∣∣∂F∂x (x, u, ω)

∣∣∣∣∣∣∣∣,
satisfies

hinv(ω,K,Q) ≤ E(ML
Q|I)(ω) · dimF (Kω)

µ-almost every point.

Proof. Let T, ε > 0 be given. Assume that ε > 0 is sufficient small such
that N2ε(Qω) ⊂M for all ω ∈ Ω. Let us fix ω ∈ Ω. By [[14], corollary 11.26]
we have assured the existence of a C∞-function gε,ω : Rd → [0, 1] such that
supp(gε,ω) ⊂ N2ε(Qω) and gε,ω = 1 on cl(Nε(Qω)). In fact such function is
defined by
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gε,ω(x) = φε/3 ∗ 1V ω
ε/3

(x) =

∫
Rd
φε/3(x− y)(y)1V ω

ε/3
(x),

where φt(x) := t−nϕ(x/t) for a C∞-function φ as in the lemma 11.23 of [14],
and

V ω
ε/3 :=

{
x ∈ Rd; d(x, cl(Nε(Qω))) <

ε

3

}
.

Since Nε(Q) is a random set, the function 1V ω
ε/3

is measurable and conse-
quently the function gε(ω, x) := gε,ω(x) is a Carathéodory function. We
define F̃ (x, u, ω) := gε(ω, x)F (x, u, ω), F̃ : Rd × Rm × Ω → Rd. Then F̃ is
continuous and continuously differentiable with respect to the first argument
and is measurable with respect to Ω. We consider then the random control
system

ẋ(t) = F̃ (x(t), u(t), θtω), u ∈ U . (5.9)

We denote its solutions by ψ(t, y, u, ω). Note that for each t ∈ [0, T ], we have
that if ϕ(t, x, u, ω) ⊂ Nε(Qθtω) then the solutions of (5.1) and (5.9) coincide.

Define the integrable functions ML
Q2ε

as in Lemma 5.3.2. Then we have
that ML

Q2ε
→ML

Q pointwise and 0 ≤ML
Q(ω) ≤ML

Q2ε
(ω).

For each ω, we have that ML
Q2ε

(ω) is a global Lipschitz constant for the
first variable, that is,

||F̃ (x1, u, ω)− F̃ (x2, u, ω)|| ≤ML
Q2ε

(ω)||x1 − x2||

for all x1, x2 ∈ Rd, u ∈ U and ω ∈ Ω.
Note that (K,Q) is also a random pair with respect to the system (5.9)

and the lift lift(Q, ω) is the same for the systems (5.9) and (5.1). Also the
strongly (T, ε, ω)-spanning sets of system (5.9) coincides with those of system
(5.1).

Now let S+
ω = {(y1, u1), . . . , (yn, un)} ⊂ lift(Q, ω) be a minimal strongly

(T, ε, ω)-spanning set for Q and define the sets:

N i
ω = {x ∈ Rd; dT,ui,ω(x, yi) < ε}

where
dT,ui,ω(x, yi) = max

t∈[0,T ]
||ψ(t, x, ui, ω)− ψ(t, yi, ui, ω)||.

Notice that it does not matter whether we consider trajectories of system
(5.1) or of system (5.9), since the trajectory ϕ(t, yi, ui, ω) is contained in Qθtω
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for each t ≥ 0 and ϕ(t, x, ui, ω) is ε-close to it for all t ∈ [0, T ]. By definition
of strongly spanning sets, Kω is contained in

⋃n
i=1N

i
ω. Let x ∈ Rd be a point

such that for some i ∈ {1, . . . , n} we have

||x− yi|| < e−
∫ T
0 ML

Q2ε
(θsω)dsε.

It follows that
||ψ(t, x, ui, ω)− ψ(t, yi, ui, ω)|| ≤

≤ ||x− yi||+
∫ t

0

ML
Q2ε

(ω)||ψ(s, x, ui, ω)− ψ(s, yi, ui, ω)||ds

for all t ≥ 0 and by Gronwall’s Lemma

||ψ(t, x, ui, ω)− ψ(t, yi, ui, ω)|| ≤ ||x− yi||e
∫ T
0 ML

Q2ε
(θsω)ds < ε (5.10)

for all t ∈ [0, T ].
The equation (5.10) is also true for ϕ instead of ψ. It follows that x ∈ N i

ω

and thus N i
ω contains the ball Bc(T,ε)(yi), where c(T, ε) := e−

∫ T
0 ML

Q2ε
(θsω)dsε.

Suppose now that there exists a cover of Kω consisting of c(T, ε)-balls
centered at points x1, . . . , xN ∈ Kω such that N < n. Assign to each xi
as above a control function vi such that (xi, vi) ∈ lift(Q, ω). Then the ball
Bc(T,ε)(xi) is contained in the set

V i
ω = {x ∈ Rd; dT,vi,ω(x, yi) < ε}, i = 1, . . . , N.

Thus the set {(x1, v1), . . . , (xN , vN)} is also strongly (T, ε, ω)-spanning,
which contradicts the minimality of S+

ω . It follows that

r+
inv(T, ε, ω,K,Q) ≤ b(c(T, ε), Kω).

We have that

ln c(T, ε)−1 =

∫ T

0

ML
Q2ε

(θsω)ds− ln(ε)

and∫ T

0

ML
Q2ε

(θsω)ds = ln(c(T, ε)−1) + ln(ε) = ln c(T, ε)−1

(
1 +

ln(ε)

ln c(T, ε)−1

)
.
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If the integral
∫ T

0
ML
Q2ε

(θsω)ds is bounded, that is, there is M > 0 such
that

∫ T
0
ML
Q2ε

(θsω)ds ≤M for all T ≥ 0, we have that

r+(T, ε, ω,K,Q) ≤ b(c(T, ε), Kω) ≤ b(e−Mε,Kω)

and consequently h+
inv(w,K,Q) = 0. Also, by the (Birkhoff-Khintchin) er-

godic theorem, we have

E(ML
Q|I)(w) = lim

t→∞

1

t

∫ t

0

ML
Q(θsω)ds

and the fact that the integral above is bounded implies that E(ML
Q|I)(w) = 0

Hence we can assume then that
∫ T

0
ML
Q2ε

(θsω)ds → ∞ as T → ∞ and
consequently c(T, ε)→ 0 as T →∞.

Then

h+
inv(ε, ω,K,Q) = lim sup

T→∞

1

T
ln r+

inv(T, ε, ω,K,Q) ≤

lim sup
T→∞

1

T
ln b(c(T, ε), Kω) = lim sup

T→∞

1

T

(∫ T

0

ML
Q2ε

(θsω)ds· ln b(c(T, ε), Kω)∫ T
0
ML
Q2ε

(θsω)ds

)
.

Since for each T ,

1

T

∫ T

0

ML
Q2ε

(θsω)ds and
ln b(c(T, ε), Kω)∫ T

0
ML
Q2ε

(θsω)ds

are nonnegative, we have that

h+
inv(ε, ω,K,Q) ≤ lim sup

T→∞

1

T

∫ T

0

ML
Q2ε

(θsω)ds · lim sup
T→∞

ln b(c(T, ε), Kω)∫ T
0
ML
Q2ε

(θsω)ds
,

and as we are assuming that the measure µ is θ-invariant, the first lim sup
on the right-hand side of the inequality above is, µ-a.e., a limit and since
ML
Q2ε
∈ L1(Ω,F , µ) it is equal to E(ML

Q2ε
|I)(ω). For the second lim sup, we

note that

ln b(c(T, ε), Kω)∫ T
0
ML
Q2ε

(θsω)ds
=

ln b(c(T, ε), Kω)

ln(c(T, ε)−1)

(
1 + ln(ε)

(ln c(T,ε)−1)

)
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and consequently

lim sup
T→∞

ln b(c(T, ε), Kω)∫ T
0
ML
Q2ε

(θsω)ds
= dimF (Kω).

Then we have that

h+
inv(ε, ω,K,Q) ≤ E(ML

Q2ε
|I)(ω) · dimF (Kω)

and since ML
Q2ε
→ML

Q and ML
Q2ε
≤ML

Q2ε′
if ε ≤ ε′ we have that for ε↘ 0

h+
inv(ω,K,Q) = lim

ε↘0
h+(ε, ω,K,Q) ≤ lim

ε↘0
E(ML

Q2ε
|I)(ω) · dimF (Kω) =

= E(lim
ε↘0

ML
Q2ε
|I)(ω) · dimF (Kω) = E(ML

Q|I)(ω) · dimF (Kω).

Notice that since for a compact set K ⊂ Rd we have dimF K ≤ d, we
also have that h+

inv(ω,K,Q) ≤ E(d ·ML
Q|I)(ω). As for the lower bound, if we

assume that the measure µ is ergodic we have the following result.

Corollary 5.3.6 Assume in addition to the conditions of Theorem 5.3.5 that
the measure µ is ergodic. Then

h+
inv(ω,K,Q) ≤ d ·

∫
Ω

ML
Q dµ

with L defined as above.

Example 5.3.7 With the theorems above we are able to compute the invari-
ance entropy of a random pair (K,Q) for a one-dimensional linear control
system given by

ẋ(t) = a(θtω)x(t) + u(t) := F (x(t), u(t), θtω), u ∈ U , ω ∈ Ω,

with a nonnegative integrable function a : Ω → R. For this system, if the
random pair (K,Q) is such that K has nonvoid interior and Q is upper semi-
continuous and has bounded Lebesgue measure, Theorems 5.3.3 and 5.3.5
yield
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hinv(ω,K,Q) ∈
[
E(f1|I)(ω), E(f2|I)(ω)

]
,

where the functions f1 and f2 are given by

f1(ω) = min
(x,u)∈Qω×U

∂F

∂x
(x, u, ω) and f2(ω) = max

(x,u)∈Qω×U

∣∣∣∣∂F∂x (x, u, ω)

∣∣∣∣,
respectively. Since ∂F

∂x
(x, u, ω) = a(ω) ≥ 0 we obtain hinv(ω,Q) = E(a|I)(ω).

Also, if the measure µ is ergodic, then

hinv(ω,K,Q) =

∫
Ω

a dµ.

5.4 The Linear case
Now we consider a system of the form

ẋ(t) = A(θtω)x(t) +B(θtω)u(t) (5.11)

with A : Ω → Rd×d and B : Ω → Rd×m integrable. The solutions in such a
case are given by

ϕ(t, x, ω, u) = ϕL(t, ω)x+

∫ t

0

ϕL(t− s, θsω)B(θsω)u(s)ds, (5.12)

where ϕL is the solution for the associated random dynamical system deter-
mined by A.

We have the following theorem, called Oseledet’s Multiplicative Theorem,
that helps us in the linear case.

Theorem 5.4.1 Consider a random dynamical system Φ = (θ, ϕL) : R ×
Ω× Rd → Ω× Rd and assume

sup
0≤t≤1

log+ ||ϕL(t, ω)±1|| ∈ L1(Ω,F , µ),

where || · || is any norm in Gl(d,R) and log+ denotes the positive part of log.
Then there exists a θ-invariant set Ω0 ⊂ Ω of full µ-measure such that

for each ω ∈ Ω0 there exists a splitting Rd =
⊕l(ω)

j=1 Lj(ω) of Rd into linear
subspaces with the following properties:
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(i) The number of subspaces is θ-invariant, i.e., l(θtω) = l(ω) for all
t ∈ R and the dimensions of the subspaces are θ-invariant, i.e., dimLj(θtω) =
dimLj(ω) := dj(ω).

(ii) The subspaces are invariant by the flow Φ, i.e.,

ϕL(t, ω)Lj(ω) = Lj(θtω).

(iii)There exist finitely many numbers λ1(ω) < · · · < λl(ω)(ω) in R, such
that for each x ∈ Rd \ {0} the Lyapunov exponent λ(x, ω) exists as a limit
and

λ(x, ω) = lim
t→±∞

1

t
ln ||ϕL(t, ω)x|| = λj(ω)

if, and only if, x ∈ Lj(ω).
(iv) The following maps are measurable: l : Ω → {1, . . . , d} with the

discrete σ-algebra, and for each j = 1, . . . , l(ω) the maps Lj : Ω→ Grdj(Rd),
with the Borel σ-algebra, dj : Ω→ {1, . . . , d} with the discrete σ-algebra and
λj : Ω→ R with the Borel σ-algebra.

(v) If the base flow θ is ergodic, then the maps l, dj and λj are constant
on Ω0 and we usually denote them without the variable ω.

The linear random equation

ẋ = A(θtω)x

gives rises to a RDS given by (θ, ϕL). In general the Lyapunov exponents
for such a system are difficult to compute explicitly but the average can
sometimes be computed explicitly. In the ergodic case, the average Lyapunov
exponent λ̄ := 1

d

∑
djλj is given by 1

d
trE(A|I).

For each ω ∈ Ω let us consider the spaces

L+(ω) :=
⊕
j

{Lj(w); λ(w) > 0} and L−0 (ω) :=
⊕
j

{Lj(w); λ(w) ≤ 0}.

The above theorem assures then that for each ω in a set of full measure,
Rd = L+(ω) ⊕ L−0 (ω). Define π+ : Ω × Rd → Rd as (ω, x) 7→ x+

ω ∈ L+(ω).
Also, property (ii) assures that

π+
θtω
◦ ϕL(t, ω) = ϕL(t, ω) ◦ π+

ω
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and consequently (t, x) 7→ π+
θtω

(x) = π+(θtω, x) is continuous for each ω in a
set of full measure.

Pick measurable unit vectors (in the standard Euclidean norm) in such
a way that the v1(ω), . . . , vd1(ω)(ω) are orthogonal and taken from L1(ω),
vd1(ω)+1(ω), . . . , vd2(ω)(ω) are orthogonal and taken from L2(ω) and so on.
The existence of such measurable is guaranteed in [Corollary 4.3.12 [2]]. For
ω ∈ Ω0 fixed, consider then map T (ω) : Rd(ω) → L+(ω) that associates the
standard basis {ei} with the basis of L+(ω) given by the vi(ω) above.

Since d(θtω) = d(ω) for all t ∈ R we can define the linear random dynam-
ical system ϕ+

L : R× Rd(ω) × Ωω× → Rd(ω) by

ϕ+
L(t, ω̄)x = T (θtω̄)−1ϕL(t, ω̄)T (ω̄)

where Ωω := {θtω, t ∈ R}. It is not hard to show that the Lyapunov coeffi-
cients of ϕ+ are just the positive ones associated to ϕ.

Using the expression (5.12), we have that

ϕ+(t, P+(ω̄)x, ω̄, u) = P+(θtω̄)ϕ(t, x, ω̄, u)

is a linear RCS, where P+(ω̄) := T−1(ω̄) ◦ π+
ω̄ and we are considering ϕ just

over Ωω (that is not a problem, because our entropy just depends on Ωω).
Since the projection π+ together with ϕ+ and ϕ clearly satisfies the hy-

pothesis of Theorem 5.2.2, we have that for a random dynamical pair (K,Q),
that

hinv(ω,K,Q) ≥ hinv(ω, π+(K), π+(Q)).

Corollary 5.4.2 Consider a linear RCS given by (5.11) and let (K,Q) be
a random pair. Assume that K has nonvoid interior and that Q is upper
semi-continuous and has Lebesgue measure bounded. Suppose also that there
is a θ-invariant measure over Ω such that A ∈ L1(Ω,F , µ). Then there is a
full measure set Ω0 such that for each ω ∈ Ω0

hinv(ω,K,Q) ≥
∑

λi(ω)>0

di(ω)λi(ω).

Proof. Since A ∈ L1(Ω,F , µ) we have a full measure set Ω0 such that the
properties in Theorem 5.4.1 are satisfied for the random dynamical (θ, ϕ)
generated by A. If we define as above the RCS ϕ+ we have that

hinv(ω,K,Q) ≥ hinv(ω, π+(K), π+(Q))
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and we just need to estimate a lower bound for the entropy of ϕ+. But from
the demonstration of the Theorem 5.3.3 it is not hard to show that in the
linear case we have that

hinv(ω,K,Q) ≥ lim sup
T→∞

1

T
log | detϕL(t, ω)| − λ(ω,Q)

and in particular

hinv(ω,K,Q) ≥ hinv(ω, π+(K), π+(Q)) ≥ lim sup
T→∞

1

T
log | detϕ+

L(t, ω)|

because we are assuming that Q has Lebesgue measure bounded. The result
follows then if we use the Theorem of Furstenberg-Kesten, that assures that
for every ω ∈ Ω, we have that

lim
t→∞

1

t
log | detϕ+

L(t, ω)| =
∑

λi(ω)>0

di(ω)λi(ω).

For the upper bound we need the notion of topological entropy for a linear
random dynamical system (LRDS). Notions of entropy for random dynamical
systems and nonautonomous dynamical systems have appeared in the papers
of Bogenschütz [6], Froyland and Stancevic [16] and Kolyada and Snoha [24].

Let Q be a random compact set in Rd. For ε, T > 0 and ω ∈ Ω we call the
set R ⊂ Rd a (T, ε)-spanning set for the compact set Qω if for every x ∈ Qω

there exists y ∈ R such that

d(ϕL(t, x, ω), ϕL(t, y, ω)) < ε for all t ∈ [0, T ].

Denote by rω(T, ε) the minimal cardinality of a (T, ε)-spanning set and
define the topological entropy of Qω for an LRDS by the number

h(Qω) := lim
ε↘0

lim sup
T→∞

1

T
ln rω(T, ε).

If (K,Q) is a random pair for the LRCS in (5.11) and Q is upper semi-
continuous it is not hard to show that

h+
inv(ω,Q) ≤ h(Qω).
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In fact, since the solutions of the LRDS are given by

ϕ(t, x, ω, u) = ϕL(t, ω)x+

∫ t

0

ϕL(t− s, ω)B(θsω)u(s)ds,

we have that for given x, y ∈ Qω

||ϕ(t, x, ω, u)− ϕ(t, y, ω, u)|| = ||ϕL(t, ω)x− ϕL(t, ω)y||.

If we consider a (T, ε)-spanning set R ⊂ Rd for Qω, we just have to associate,
to each x ∈ R a control function u ∈ U such that ϕ(t, x, u, ω) ∈ Qθtω and we
have r+

inv(T, ε, ω,Q) ≤ rω(T, ε) and consequently h+
inv(ω,Q) ≤ h(Qω).

We have two important properties for the topological entropy given by
the following lemmas.

Lemma 5.4.3 Consider a LRCS as above and suppose that for each ω ∈ Ω
there is an invariant decomposition Rd = W1,ω ⊕ W2,ω in the sense that
ϕL(t, ω)Wi,ω = Wi,θtω, i = 1, 2. Denote the corresponding projections by
πi,ω : Rd →Wi,ω ⊂ Rd. Then for every random compact set Q the topological
entropy satisfies

h(Qω) ≤ h(π1,ω(Qω)) + h(π2,ω(Qω)).

Proof. For ω ∈ Ω and T, ε > 0 let Ri ⊂ Rd be minimal (T, ε)-spanning sets
for πi,ω(Qω) with cardinalities riω(T, ε), i=1, 2, respectively. Then consider
R = R1⊕R2. For a given x ∈ Qω we have that x = π1,ω(x) + π2,ω(x) and for
πi,ω(x) there exists yi ∈ Ri such that d(ϕL(t, πi,ω(x), ω), ϕL(t, yi, ω)) < ε for
t ∈ [0, T ]. Since the distance here is the usual one given by a norm in Rd we
have that for y = y1 + y2

d(ϕL(t, x, ω), ϕL(t, y, ω)) = ||ϕL(t, π1,ω(x) + π2,ω(x), ω)− ϕL(t, y1 + y2, ω)||

≤ ||ϕL(t, π1,ω(x), ω)− ϕL(t, y1, ω)||+ ||ϕL(t, π2,ω(x), ω)− ϕL(t, y2, ω)||
= d(ϕL(t, π1,ω(x), ω), ϕL(t, y1, ω)) + d(ϕL(t, π2,ω(x), ω), ϕL(t, y2, ω)) < 2ε,

for all t ∈ [0, T ]. This shows that the set R is a (T, 2ε)-spanning set for Qω

and so
rω(T, 2ε) ≤ r1

ω(T, ε) · r2
ω(T, ε).

Also,

lim sup
T→∞

1

T
ln rω(T, 2ε) ≤ lim sup

T→∞

1

T
ln r1

ω(T, ε) + lim sup
T→∞

1

T
ln r2

ω(T, ε).
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Taking ε↘ 0 we obtain

h(Qω) ≤ h(π1,ω(Qω)) + h(π2,ω(Qω))

as desired.

By induction we can show that the result above is valid for each finite
sum.

Lemma 5.4.4 Consider a LRDS as before and let µ be a θ-invariant measure
on Ω. With the notation of Theorem 5.4.1 for a LRDS, there exists Ω0 such
that for each ω ∈ Ω0, Rd = ⊕lj=1Lj(ω). Then for a random compact set Q
we have for ω ∈ Ω0 that the topological entropy for πi,ω(Qω) satisfies

h(πi,ω(Qω)) ≤ di(ω) · λi(ω) if λi(ω) > 0,

and
h(πi,ω(Qω)) = 0 if λi(ω) ≤ 0,

where di(ω) is the dimension of the spaces Li(ω) and πi,ω : Rd → Li(ω) ⊂ Rd

are the projections x 7→ πi(ω, x) = xi,ω given by the Theorem 5.4.1.

Proof. Let ω ∈ Ω0 fixed and assume, for simplicity of notation, that Qω ⊂
Li(ω) for some i. Suppose first that λi(ω) < 0 (for the case λi(ω) = 0 we will
show that the first inequality holds and since h(Qω) ≥ 0 we have the result).
If λi(ω) < 0 there is, for each x ∈ Li(ω), a Tx > 0 such that ||ϕL(T, ω)x|| < 1
for all T > Tx. Then, since ϕL is uniformly continuous on the compact set
Bi
ω = {x ∈ V i

ω; ||x|| ≤ 1}, there is a T > 0 such that ||ϕL(t, ω)x|| < 1 for
all x ∈ Bi

ω and t ≥ T . Consequently for all t ≥ T , ||ϕL(t, ω)|Li(ω)|| ≤ 1 and
then the cardinality of any (S, ε)-spanning set for Qω, for S ≥ T satisfies
rω(S, ε) ≤ rω(T, ε), showing that h(Qω) = 0.

Suppose now λi(ω) ≥ 0. Since Qω is a compact set, there exists N(ω) ∈ N
such that

Qω ⊂ [−N(ω), N(ω)]di(ω).

.
For δ > 0 and M := d1

δ
e every point in [−N(ω), N(ω)] has distance less

than 1
M
≤ δ to one of the 2MN(ω) + 1 points in

S(ω) =

{
xi =

i

M
; i = −MN(ω), . . . ,MN(ω)

}
.
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Then in the max-norm, every point in Qω ⊂ [−N(ω), N(ω)]di(ω) has distance
less than 1

M
≤ δ to one of the (2MN(ω) + 1)di(ω) points in the product

S(ω)di(ω). Denote by ϕiL(t, ω) : Rd → Rd the linear map given by ϕiL(t, ω) =
ϕL(t, ω)|Li(ω). We have

||ϕL(t, x, ω)− ϕL(t, y, ω)|| ≤ ||ϕiL(t, ω)||||x− y||

and then the set S(ω)di(ω) is a (T, δmaxt∈[0,T ] ||ϕiL(t, ω)||, ω)-spanning set of
cardinality

(2MN(ω) + 1)di(ω) ≤Mdi(ω)(2N(ω) + 1)di(ω)

=

⌈
1

δ

⌉di(ω)

(2N(ω) + 1)di(ω) ≤
(

1

δ
+ 1

)di(ω)

(2N(ω) + 1)di(ω).

Thus for ε > 0 and δ := ε
[
maxt∈[0,T ] ||ϕiL(t, ω)||

]−1 we find that the
minimal cardinality of a (T, ε)-spanning set for Qω satisfies

rω(T, ε) ≤
[
ε−1 max

t∈[0,T ]
||ϕiL(t, ω)||+ 1

]di(ω)

(2N(ω) + 1)di(ω)

=

[
max
t∈[0,T ]

||ϕiL(t, ω)||+ ε

]di(ω)

ε−di(ω)(2N(ω) + 1)di(ω).

Let
lim sup
T→∞

1

T
ln rω(T, ε) = lim

Tj→∞

1

Tj
ln rω(Tj, ε).

There are τj ∈ [0, Tj] with ||ϕiL(τj, ω)|| = maxt∈[0,Tj ] ||ϕiL(t, ω)||. If τj and
hence ||ϕiL(τj, ω)|| remains bounded for j →∞, it is easy to see that h(Qω) =
0. Hence we may assume that there is a subsequence of (τj), that we again
denote by (τj), with τj →∞. It follows that

lim sup
T→∞

1

T
ln rω(T, ε) = lim

Tj→∞

1

Tj
ln rω(Tj, ε)

≤ lim
j→∞

1

τj
ln rω(Tj, ε)

≤ lim
j→∞

1

τj

[
ln(||ϕiL(τj, ω)||+ ε)di(ω) − di(ω) ln ε+ di(ω) ln(2N(ω) + 1)

]
= di(ω) lim

j→∞

1

τj
ln ||ϕL(τj, ω)|| ≤ di(ω) lim sup

T→∞

1

T
ln ||ϕiL(T, ω)||.
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We will show that

lim sup
T→∞

1

T
ln ||ϕiL(T, ω)|| ≤ λi(ω),

and then for ε↘ 0 we have that

h(Qω) ≤ di(ω) · λi(ω).

Consider a sequence Tn →∞ that satisfies

lim sup
T→∞

1

T
ln ||ϕiL(T, ω)|| = lim

n→∞

1

Tn
ln ||ϕiL(Tn, ω)||.

We need to show that for each ε > 0, there is n0 such that

1

Tn
ln ||ϕiL(Tn, ω)|| − λi(ω) < ε ∀n ≥ n0.

But for each x ∈ Li(ω), there exists nx such that for n ≥ nx we have

0 ≤ 1

Tn
ln ||ϕiL(Tn, ω)x|| − λi(ω) < ε (5.13)

and by continuity that is actually valid in a small neighbourhood of x. Then,
over the compact set Di = {x ∈ Li(ω); ||x|| ≤ 1} there is n0 such that for all
n ≥ n0 and all x ∈ Di we have that (5.13) holds. Consequently, taking the
supremum over Di, we have

sup
x∈Di

{
1

Tn
ln ||ϕiL(Tn, ω)x|| − λi(ω)

}
< ε

and since

sup
x∈Di

{
1

Tn
ln ||ϕiL(Tn, ω)x|| − λi(ω)

}
=

1

Tn
ln

{
sup
x∈Di
||ϕiL(Tn, ω)x||

}
− λi(ω),

we have the result.

We can give then an upper bound for the invariance entropy for a LRCS
given by (5.11).
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Theorem 5.4.5 Let Q be a random compact set for the LRCS given by
(5.11) and let µ an θ-invariant measure in Ω. Then the invariance entropy
at satisfies

hinv(ω,Q) ≤
∑

λi(ω)>0

di(ω)λi(ω),

ω in a set of full measure.

Proof. We have already shown that hinv(ω,Q) ≤ h+
inv(ω,Q) ≤ h(Qω). If we

consider the random compact sets Qi = πi,ω(Q) defined as before, we get by
Lemma 5.4.3 that h(Qω) ≤

∑r
i=1 h(Qi,ω), where Qi,ω = πi,ω(Qω). Also, by

Lemma 5.4.4 we know that

h(Qi,ω)

{
≤ di(ω) · λi(ω) if λi(ω) > 0,

= 0 if λi(ω) ≤ 0,

where di(ω) is the dimension of Li(ω). If we put that everything together we
get that h(Qω) ≤

∑
λi(ω)>0 di(ω)λi(ω) as desired.

Corollary 5.4.6 Let (K,Q) be a random pair for the system (5.11) and let
µ a θ-invariant measure. Assume that K has nonvoid interior and Q is upper
semi-continuous and has bounded Lebesgue measure. Then there is a set of
full measure Ω0 of Ω such that

hinv(ω,K,Q) =
∑

λi(ω)>0

di(ω)λi(ω)

for every ω ∈ Ω0. In particular if µ is ergodic, the invariance entropy is
constant µ a.e.

We notice that the above formula says us that in the linear case, the
invariance entropy of a random pair, under some assumptions, is measurable,
invariant by the flow θ and constant in the ergodic case. A question that
arises is: Are that true also for the general case?
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