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Abstract. A study of (aperiodic) quantum stochastic resonance (QSR) in
parallel is put forward. By doing so, a generally stochastic input signal is
fed into an array of parallel dissipative quantum two-level systems (TLS) and
its integral response is studied against increasing temperature. The response is
quantified by means of an information-theoretic measure provided by the rate of
mutual information per element and, in addition, by the cross-correlation between
the information-carrying input signal and the output response. For ohmic-like
quantum dissipation, both measures exhibit QSR for biased two-level systems.
Our prime focus here, however, is on the case with zero asymmetry between the
two localized stable states. We then find that the mutual information measure
exhibits QSR only for sufficiently strong dissipation (α > 3/2), as measured by
the dimensionless ohmic friction strengthα. Moreover, themutual information
measurerelates QSR within quantum linear response theory to thesignal-to-
noise-ratio(SNR), being independent of the input driving frequencies in this
limit. In contrast, thecross correlation measureconnects QSR to a genuine
synchronization phenomenon. For a single symmetric TLS, aperiodic QSR is
exhibited in the cross-correlation measure for a Gaussian exponentially correlated
input signal forα > 1 already. Upon feeding the aperiodic input signal into a
parallel array of unbiased TLS’s, QSR successively emerges above the critical
ohmic dissipation strengthα > 1/2 with increasing numbern of parallel units.
Thus, QSR can occurin parallel despite the fact that it does not occur in each
individual, unbiased, TLS forα < 1. This paradoxical phenomenon—which
can be tested with an array of bistable superconducting quantum interference
devices—constitutes a true quantum effect: it is due to the power-law dependence
on temperature of the tunnelling rate and the stochastic linearization of quantum
fluctuations with increasing number of parallel units.
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1. Introduction

The phenomenon ofstochastic resonance(SR) constitutes a nonlinear noise-mediated
cooperative phenomenon wherein feeble information of a deterministic signal can be enhanced in
the presence of an optimal dose of noise. Since its inception in 1981, SR has been demonstrated in
numerous systems including bistable elements such as tunnel diodes, superconducting quantum
interference devices (SQUIDs), autocatalytic chemical reaction schemes, sensory neurons, or
communication devices, to name only a few (the interested reader is referred to the popular
reviews [1]–[3], or the comprehensive survey in [4]). Although the basic SR mechanism is by now
well understood, there remain a number of challenging unsolved problems. In particular, most
of the research thus far predominantly focused on classical stochastic systems. The borderline
between the classical world and the quantum domain has been crossed only recently, in order
to account for genuine, tunnelling-induced quantum mechanical SR-effects [5]–[9]. Moreover,
these few prior studies ofquantum stochastic resonance(QSR) have all been restricted to the
conventionaldefinition of SR, i.e. to stochastic resonance with aperiodicinput signal. The subject
of aperiodicSR, i.e. stochastic resonance in the presence of a wide-band random input signal
experiences a flurry of activity in the context of classical neuronal systems. The corresponding
response has been quantified either by information-theoretic, or by spectral cross-correlation
measures [10]–[18].

In this work, our basic challenge is to move from the classical situation and to study the
quantum mechanical version ofparallel information transfer of an aperiodic input-signal [10, 14]
through a parallel array of bistable quantum systems, being typified by quantum two-level systems
(TLS), see figure 1. As such, this study involves an interplay among (i) quantum dissipative
dynamics, (ii) information theory aspects and (iii) nonequilibrium statistical mechanics. A
certain amount of interdisciplinary knowledge is thus required which will be provided in
subsequent units: after having set up our model (section 2) we derive in section 3 the result
for the rate of mutual information in arrays of uncoupled TLS’s. Aperiodic QSR with respect to
the input–output cross-correlation measure is analyzed in section 4. An outlook together with
our conclusions is presented in section 5.

2. Set up of model dynamics

In the following we review prominent results of the theory of quantum dissipation [19]–[22] as
needed to set up the model dynamics. We consider an array of uncoupled quantum two-level
systems which are subjected to a common, generally random classical signal,f(t), of vanishing
statistical average. Moreover, each individual TLS is bilinearly coupled to a separate heat bath
at a common temperature. The total Hamiltonian for a single TLS element coupled to the bath
reads within thetunnellingor localized representation [19]–[22]

Ĥ(t) = − 1
2
ε(t)σ̂z +

1
2
h̄∆σ̂x − x0σ̂z

∑
λ

κλ(b+
λ + bλ) +

∑
λ

h̄ωλ

(
b+
λ bλ +

1
2

)
. (1)

Hereinε(t) = ε0 + 2x0f(t) denotes a time-dependent energy bias between two localized states.
This driven spin-boson Hamiltonian describes the reduced quantum tunnelling dynamics in
an asymmetric double-well potential with minima located atxmin = ±x0 [19]–[22] with the
corresponding time-dependent well-asymmetry denoted byε(t). The boson operatorsb+

λ , bλ
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Figure 1. Quantum stochastic resonance in parallel: a generally stochastic input
information signal is fed into a parallel array of uncoupled bistable, dissipative
quantum systems, being modelled by two-level systems. The output information
q(t) corresponds to the combined sum of individual TLS responses. Note that
the two level systems become mutually dependent via their common input signal
f(t).

correspond to normal mode oscillators of the thermal bath with frequenciesωλ. The operators
σ̂z, σ̂x denote the usual Pauli matrices. The tunnelling dynamics itself can be characterized by
the time-dependent position operatorx̂(t) = x0σ̂z(t). Furthermore,̄h∆ in (1) is the tunnelling
matrix element between the two lowest-lying energy levels. The effect of the thermal bath is
captured by anoperatorrandom forcêξ(t) =

∑
λ κλ(b+

λ eiωλt + bλe−iωλt). Due to the inherent
Gaussian statistics of the harmonic bath, its statistical properties are determined by the complex-
valued autocorrelation function [19]–[22]

〈ξ̂(t)ξ̂(0)〉β =
h̄

π

∞∫
0

J(ω)[coth(βh̄ω/2) cos(ωt)− i sin(ωt)]dω. (2)

Here, the spectral densityJ(ω) = (π/h̄)
∑
λ κ

2
λδ(ω−ωλ) of the thermal bath has been introduced,

〈...〉β denotes the thermal average whereinβ = 1/kBT denotes the inverse temperature. We
assume thatJ(ω) acquires an ohmic form, i.e.J(ω) = (2πh̄/4x2

0)αωe−ω/ωc. The dissipation
parameterα quantifies the dimensionless viscous friction strength andωc characterizes the
physically relevant exponential cut-off of the spectral density. The driving forcef(t) plays
the role of an information-carryinginput signal. For instance, in the case of SQUIDs the input
signal corresponds to an applied magnetic flux variation whilst theoutput relates to the total
magnetic flux [23].

This two-level approximation for the tunnelling dynamics is well justified at low
temperatureskBT � h̄ωg and for a time-dependent bias|ε0 + 2x0f(t)| � h̄ωg, whereh̄ωg
measures the energy splitting between the lowest tunnel doublet and the closest higher-lying
excited state in the full bistable double well.
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Figure 2. Average rate of mutual information̄I/n plotted against the
scaled temperature in an array ofn = 103 symmetric TLS’s. The different
curves correspond to differing signal bandwidthsγ of a Gaussian exponentially
correlated input signalf(t) (Ornstein–Uhlenbeck process). The dimensionless
parameter values used are: friction strengthα = 2.0, tunnelling coupling
∆ = 10−4ωc, and strength of input signal variancex0A0 = 10−2h̄ωc. The
solid curve compares these findings against the channel informational capacity
per element,Cn/n; see text.

With SR generically operating in theoverdampedregime, we consider the TLS quantum
dynamics in theincoherentregime where the population dynamics of the localized states obey
a nonstationary Markovian dynamics. This description holds true for ohmic friction at arbitrary
temperature if the tunnelling coupling is small, i.e.∆� ωc, and the coupling to the heat bath is
sufficiently strong,α > 1/2 [22]. The approximation in addition covers the regime at smaller
dissipation strengthsα < 1/2, if only the temperature is sufficiently high, i.e.kBT � h̄∆
[19, 21, 22]. As a consequence, the localized populationsP±(t) = (1 ± 〈σz(t)〉β)/2 obey the
balance equations [6], [22], [24]–[26]

dP+(t)
dt

= −W+(t)P+(t) +W−(t)P−(t),

dP−(t)
dt

= −W−(t)P−(t) +W+(t)P+(t), (3)

with the time-dependent relaxation rates governed by the golden rule result

W±(t) =
1
2

∆2
∫ ∞

0
dτ exp[−Q′(τ)] cos

[
Q′′(τ)± 1

h̄

∫ t

t−τ
ε(t′)dt′

]
. (4)

The functionsQ′(t) andQ′′(t) in (4) denote the real and imaginary parts of the bath correlation
function, respectively, i.e. [21]

Q′(t) + iQ′′(t) =
4x2

0

h̄2

∫ t

0
dt1

∫ t1

0
〈ξ̂(t2)ξ̂(0)〉βdt2 + iλt,

New Journal of Physics 1 (1999) 14.1–14.14 (http://www.njp.org/)

http://www.njp.org/


14.5

whereh̄λ = 4x2
0
∫∞

0 dωJ(ω)/πω denotes the bath reorganization energy [25]. For the situation
considered herein, the functionQ(t) can be evaluated in closed analytical form to yield [21, 27]

Q′′(t) = 2α arctan(ωct),

Q′(t) = 2α ln
{√

1 + ω2
c t

2 Γ2(1 + κ)
|Γ(1 + κ+ iωβt)|2

}
. (5)

In (5), Γ(z) denotes the complex gamma-function,ωβ = kBT/h̄, andκ = ωβ/ωc. Note that in
the limit of adiabaticdriving varying on a time-scaleτf such that bothωcτf , αkBTτf/h̄ � 1,
the time-dependent transition ratesW±(t) follow the instantaneousvalue of the biasε(t).
In this case, the relaxation ratesW±(t) obey the detailed balance condition in the form
W+(t) = e−ε(t)/kBTW−(t). Moreover, at extremely low temperatures,πkBT � h̄ωc, and a
small bias,ε0 � h̄ωc, one arrives from (4), (5) at the well known [19]–[21], [28] analytical
approximation for the static relaxation ratesW±(ε0),

W±(ε0) =
∆2

4ωc Γ(2α)

(
2πkBT
h̄ωc

)2α−1 ∣∣∣∣Γ(α + i
ε0

2πkBT

)∣∣∣∣2 exp(∓ε0/2kBT ), (6)

whereΓ(z) is the complex gamma-function. This result is applicable for any value of the viscous
friction strengthα.

It is worth noting that the considered incoherent limit for the tunnel dynamics of driven,
dissipative TLS allows for an effectivequasiclassicalinterpretation in terms of a classical random
telegraph process. Put differently, the position operatorx̂(t) assumes effectively a classical two-
state procesŝx(t) → x(t) = ±x0. Its transition rates, however, are governed by thequantum
expressionsin (4); see also appendix 1. As such, the model presents the quantum analogue of
the classical aperiodic SR-investigation in [14].

3. Mutual information

We next consider the transfer of information from a random aperiodic classical input signalf(t)
through a parallel array consisting of quantum two-level systems as depicted in figure 1. In doing
so, we consider the observable for the sum of individual TLS responses, i.e.

q̂(t) =
n∑
i=1

x̂i(t). (7)

Within the considered quasiclassical approximation, any quantum coherence can safely be
neglected (incoherent quantum dynamics), and consequently the output and its sum become
classical objects, i.e.,

q̂(t)→ q(t) =
n∑
i=1

xi(t).

Our focus here concerns the rate of mutual information between the summed outputq(t) and the
aperiodic input signalf(t). The average amount of mutual information per unit time [29] (or
the transinformation rate) between two continuous-time random processesf(t) andq(t), with
t ∈ [0, T ], is defined by the double functional integral [30]:

Ī(q : f) ≡ lim
T →∞

1
T

∫ ∫
Df(t)Dq(t)P [f(t), q(t)] loga

P [f(t), q(t)]
P [f(t)]P [q(t)]

. (8)
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P [f(t), q(t)] denotes the joint probability density functional for the random processesq(t)
and f(t); P [f(t)] is the a priori given probability density functional of the signal, and
P [q(t)] =

∫
Df(t)P [f(t), q(t)] is the probability density functional of the output. Moreover,

depending on the basisa of the logarithm in (8) the transinformation ratēI is measured in binary
units,bits/s, i.e.a = 2, natural unitsnats/s(a = e), or digits/s (a=10).

In the absence of any external driving, the integral output signalq(t) can be described as
a sum of identical independent random telegraph noises with signal-dependent transition rates
(4). Note that due to thecommonsignalf(t), an array of initially uncoupled TLS’s becomes
statistically dependent through the common input informationf(t). In view of the subadditivity
of the mutual information one finds that

Ī(q : f) ≤ nĪ0(x : f), (9)

whereĪ0(x : f) is the rate of mutual information for a single TLS element. Thus, the average
amount of mutual information per element cannot exceed the one for a single elementĪ0. The
focus of this work is on the situation with many elements. Then, in absence of the information
signalf(t) we can invoke the the central limit theorem to treat the output signalq(t) approximately
as a Gaussian process. The information-carrying signalf(t) is assumed to be approximately a
Gaussian process as well. Then, by addressing mainly the case ofweaksignals,f(t), it follows
that the integral outputq(t) is approximated by Gaussian statistics as well. Consequently, the
rate of mutual information betweenq(t) andf(t) is governed by a nontrivial result due to Pinsker
[31] for the transinformation rate between two stationary Gaussian processes [32], reading

Ī(q : f) = − 1
2π

∫ ∞
0

loga
(
1− |ρ(ω)|2

)
dω, (10)

where

ρ(ω) =
Sqf (ω)√

Sqq(ω)
√
Sff (ω)

(11)

denotes the so-termed coherence function andSqf (ω) andSqq(ω) are the cross-spectral power
density and the output spectral power density, respectively. For weak adiabatic drivingf(t), one
obtains—in close analogy to the classical case [14]—from quantum linear response theory, cf
appendix, the result

Sqq(ω) = n2|χ̃(ω)|2Sff (ω) + nS(0)
xx (ω),

Sfq(ω) = nχ̃(ω)Sff (ω), (12)

whereχ̃(ω) is the linear susceptibility of a single TLS. Equation (12) allows one to recast (10)
into the more familiar form [33]

Ī(q : f) =
1

2π

∫ ∞
0

loga

(
1 + n

|χ̃(ω)|2Sff (ω)

S
(0)
xx (ω)

)
dω. (13)

Upon close inspection, (13) just coincides with the celebrated Shannon’s formula for the rate
of transinformation across a Gaussian, memory-free channel [29]. Here, Shannon’s formula is
applied to thefilteredGaussian signals(t) = n

∫ t
−∞ χ(t−τ)f(τ)dτ . By use of the rms amplitude

A0, i.e.A2
0 =

∫∞
−∞ Sff (ω)dω/2π, one can recast (13) by use of (A.7) into the appealing form

Ī(q : f) =
1

2π

∫ ∞
0

loga

(
1 +

n

πA2
0
SNR(ω)Sff (ω)

)
dω, (14)
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whereSNR(ω) is the signal-to-noise ratio (SNR) for a single TLS driven by a weak periodic
input perturbation at angular frequencyω. In the considered situation of weak adiabatic
signalsSNR(ω) does not depend onω, cf (A.8). Therefore, by use of the inequality,
loga(1 + x) ≤ x/ ln a, we obtain

Ī(q : f) ≤ Cn := n SNR/(2π ln a). (15)

As a result, we find that the maximal achievable amount of information being transmitted
by the parallel array is approximately determined by the conventional signal-to-noise ratio,
independentlyof the spectrum of the information carrying input signal.

To gain further insight, we next model the stationary Gaussian input signalf(t) by an
exponentially correlated process (a so-called Ornstein–Uhlenbeck process) with zero average
and autocorrelation

〈f(t+ τ)f(t)〉f = A2
0e−γ|τ |. (16)

With the decay rateγ obeying both,γ � ωc, αkBT/h̄, we stay within the regime of adiabatic
driving. The signal’s power spectrum is clearly of Lorentzian shape, i.e.,

Sff (ω) = 2A2
0γ/(γ

2 + ω2). (17)

Upon combining (17) and (A.8) in (14) we arrive at the main result

Ī(q : f) =
γ

2 ln a

[√
1 +

2n
π

SNR

γ
− 1

]
=
{

(nγSNR)1/2/(
√

2π ln a) : γ � n SNR
n SNR/(2π ln a) : γ � n SNR

. (18)

Note that for input signals of small bandwidth,γ � nSNR, the transinformation rate becomes
proportional to both thesquare rootofSNR and to thesquare rootof the signal bandwidthγ. The
maximal (versus temperature) transinformation rate consequently coincides with the maximum
of thesignal-to-noise ratiomeasure. The position of this maximumT Imax depends neither on the
signal bandwidthγ, nor on the numbern of elements in the parallel array. We also observe that
no saturation in the temperature dependence of the information flow—the so-called ‘stochastic
resonance without tuning’ [10]—occurs atn→∞. Moreover, with increasing bandwidthγ the
rate of mutual information (18) increasesmonotonicallyand achieves the upper boundaryCn at
γ � n SNR. Thus, the quantityCn provides the informational capacity [29] of thewholearray.

As a consequence of this analysis, the conditions for occurrence of aperiodic QSR—
being quantified by the mutual information transmission—are essentially identical to those for
conventional QSR, being quantified by theSNR-measure [1]–[4]. By use of the rate expression
in (6) and the result forSNR in (A.8), its temperature dependence is determined by

SNR ∝ T 2α−3/ cosh(ε0/2kBT ). (19)

Thus, the mutual information per unit time doesnot exhibit QSR in unbiased systems (i.e.
ε0 = 0) if α < 3/2. In this regime, QSR requires a finite biasε0 6= 0. However, QSR does
also occur for unbiased systemsif α > 3/2. In this case, it is necessary to go beyond the low
temperature approximation in (6) by using the full result for the incoherent quantum rates in (4)
and (5). This is in agreement with conventional QSR, as shown previously in [35]. The results
for the transinformation rate per element are depicted in figure 2 for a large ensemble(n = 103)
of unbiased parallel TLS as a function of differing bandwidthsγ for a viscous friction strength
of α = 2. The solid line shows the result for the averaged informational capacityCn/n : this
limit is approached rather quickly(γ/ωc > 10−8) as the bandwidth parameter increases. The
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maximal value assumed bȳI/n increases monotonically with increasingγ, cf (18), and saturates
at the value ofSNR/(2π ln 2) for a single bistable element.

Most importantly, the transinformation rate for aperiodic, parallel QSR connects this
phenomenon with conventional QSR for a single unit as characterized by the SNR measure.
Because the maximum position atT Īmax doesnot depend on the bandwidth parameterγ, the
transinformation measuredoes not characterize parallel (aperiodic) QSR as a synchronization
phenomenon.

4. Aperiodic QSR as synchronization phenomenon

In search for a quantification of aperiodic QSR as a synchronization phenomenon we consider
the cross-correlation coefficient [10, 14, 17, 18]

ρ =
∫∞

0 ReSqf (ω)dω√∫∞
0 Sqq(ω)dω

√∫∞
0 Sff (ω)dω

. (20)

It worth recalling that conventional aperiodic classical SR has originally been introduced for
the Fitzhugh–Nagumo model of the neuronal dynamics [10]. For this model, it was shown
that the cross-correlation coefficientρ and the rate of mutual information̄I provide equivalent
measures. As we show below, however, for the case of aperiodic QSR in parallel these two
measures no longer provide the same information, but behave instead rather distinctly. Within
quantum linear response theory, the application of equations (12), (17), (A.5), and (20) yields
for the cross-correlation coefficient the result

ρn =
W (ε0)

γ +W (ε0)

√
nc(T )√

1 + nc2(T ) W (ε0)
γ+W (ε0)

, (21)

wherec(T ) = x0A0/kBT cosh(ε0/2kBT ) andW (ε0) := W+(ε0) +W−(ε0).

4.1. Aperiodic QSR for a single element

Note that (21) is valid also for the casen = 1, ρ1 := ρ, i.e. for QSR in a single element. The
corresponding result can be simplified upon noting thatc(T )� 1, yielding

ρ ≈ 1
kBT

x0A0

cosh(ε0/2kBT )
W (ε0)

γ +W (ε0)
. (22)

With the focus being on unbiased TLS’s the analysis of (22) shows that aperiodic QSR for the
cross-correlation measure already occurs forα > 1. Therefore, with1 < α < 3/2 the input–
output cross-correlations can be optimized by applying an appropriate dose of thermal noise
whilst for the mutual information measure QSR only occurs forα > 3/2. The maximal value
for ρ is assumed at a temperature

T ρmax =
h̄ωc

2πkB
[2(α− 1)]1/(2α−1)(γ/w0)1/(2α−1), (23)

wherew0 = ∆2Γ2(α)/2ωcΓ(2α). The substitution of (23) into (6) yields the relation

W±(T ρmax) = (α− 1)γ, α > 1. (24)

This result inherits the condition for anapproximatematching between the time-scales of
(incoherent) tunnelling events and the autocorrelation time of the input signal at maximal cross
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Figure 3. Aperiodic quantum stochastic resonance as a synchronization
phenomenon: the cross correlation measureρ for a single unbiased TLS unit
is depicted versus the scaled temperature for differing bandwidth parametersγ of
an Ornstein–Uhlenbeck input signal at an ohmic friction strength ofα = 1.44; its
maximal value now exhibits a distinct dependence on the chosen value of inverse
noise correlation timeγ. The remaining parameter values are:∆ = 10−4ωc,
x0A0 = 10−2h̄ωc.

correlation. Thus, we indeed find that the cross-correlation coefficientρ characterizes aperiodic
QSR as a genuinesynchronization phenomenon!

The corresponding bell-shaped aperiodic QSR behaviour is depicted in figure3 for a
dissipative strength ofα = 1.44; this specific value is of relevance for the observed experimental
SQUID dynamics as investigated in [36] in absence of driving. Naturally, it is expected that this
novel aperiodic QSR phenomenon can be verified experimentally as well. Note that for this value
of ohmic dissipative strength no maximum for the mutual information rate occurs. Moreover,
the cross correlation measure for synchronization is an increasing function versus decreasing
bandwidth strengthγ; see figure3. This latter result is in accordance with conventional (periodic)
SR where the maximum of spectral amplification increases with decreasing driving frequency
for a periodic input signal [37].

4.2. Parallel aperiodic QSR

The case of a large ensemble of parallel units, cf figure 1, withn � 1 is even more striking.
Then, upon combining (6) with (21) we find that QSR in the cross correlation measure emerges
already forα > 1/2. Put differently, a large ensemble of identical independent, unbiased TLS’s
is able to exhibit QSR whilst a single element does not. This paradoxical result is depicted
in figure 4 for the case withα = 0.9. The bottom curve in the figure depicts the result for
a singlesymmetricTLS, where in agreement with the previous analysis no QSR occurs. The
QSR phenomenon successively occurs with increasing number of parallel units. This surprising
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Figure 4. Parallel aperiodic quantum stochastic resonance: the cross-correlation
measure between a stochastic Ornstein–Uhlenbeck input signal process and the
integral output in arrays containing a differing number of elementsn is depicted
versus the scaled temperature. The corresponding parallel arrays are composed
of symmetric dissipative TLS’s at the ohmic frictional strengthα = 0.9, and
∆ = 10−4ωc, γ = 10−9ωc, x0A0 = 10−3h̄ωc. While no QSR occurs for a single
TLS unit, an increasing number of elementsn in the parallel array provides the
stochastic resonance effect.

phenomenon is rooted in the diminishing role of internal, individual fluctuations ofxi(t) in a
large ensemble of parallel elements, cf (12). The phenomenon is due to a combination of this
fact together with thepower lawdependence on temperature of the incoherentquantumrates in
(6); as such the effect is of genuine quantum origin.

Next we consider the limitn→∞ in (21), i.e.,

ρn→∞ ≈

√√√√ W (ε0)
γ +W (ε0)

. (25)

Using the result for the quantum rate in (6) we find that in the considered limit the cross-
correlationρ increasesmonotonicallywith increasing temperature forα > 1/2, until ρ reaches
its maximal valueρ ≈ 1 at W (ε0) � γ. This behaviour of growing cross-correlation with
increasing temperature, which saturates at large noise dose, has been termed in the literature
SR without tuning [10]; it can be explained in terms of a ‘stochastic linearization’ [14, 17] as
n→∞.

5. Summary and conclusions

The main primer of this work has been the investigation of quantum stochastic resonance through
an array of independent, parallel quantum two level systems. Before concluding it may be useful
to recapitulate again our main ideas, involved assumptions and main findings. Our idea has
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been to investigate the transduction of information for a generally aperiodic (stochastic) input
signal through an array of parallel bistable quantum systems—all being in contact with a thermal,
identical environment—which we modelled in terms of ohmic-like, dissipative two level systems.
Then, we proceeded by applying the rate of transinformation by Shannon’s formula (13). The
main assumptions used in this work, being valid in many practical situations, are: (i) use of an
incoherent quantum dynamics for individual TLS systems, (ii) weak adiabatic signalsf(t) with
Gaussian statistics, and, for the case of QSR in parallel, (iii) a large numbern of elements in the
array.

Explicit findings have been obtained for stochastic signals from an exponentially correlated
Gaussian process, such as the insightful result for the rate of mutual information in (18). This
very result demonstrates unambiguously that the rate of mutual information is determined by
conventionalSNR for a single element with external cosinusoidal driving. This statement is also
valid for classical systems. Henceforth, we have established a universal connection between SR
in parallel and theSNR characterization of conventional SR. Because the maximum position
of the rate of transinformation does not depend on the characteristic time scale of the input
signal, this measure doesnotquantify QSR as a synchronization effect. Moreover, the averaged
amount of transinformation per one element per unit time,Ī/n, is generally less than that
of the single element,̄I0. The main reason for this behaviour is related to the fact that the
dynamical behaviour of an array of independent (in the absence of the input signal) TLS’s
become statisticallydependentwhen a common signal is present; the theoretical maximum of
Īmax/n ≈ Ī0 is assumed only when the elements in the array becomecompletelyuncorrelated.
Therefore, the introduction of additional mutual coupling among the TLS’s will only result in a
furtherdeteriorationof mutual information between input and output.

In contrast, the cross correlation measureρn indeed characterizes QSR as a synchronization
phenomenon. For weak adiabatic Ornstein–Uhlenbeck signals, it was demonstrated that the
input–output cross-correlation can be optimized by a corresponding dose of thermal noise in a
single symmetric TLS ifα > 1. The study of the cross-correlation for QSR in a parallel array
revealed a new paradoxical phenomenon: the appearance of QSR in ensembles ofindependent
elements which by themselves all do not display QSR, cf figure4. This surprising behaviour
is the result of a synergetic interplay between classical stochastic linearization [17, 14, 16] and
the inherent power-law dependence on temperature of the quantum rates. In generalizing the
experimental setup used in [38, 39] for detecting SR in a single SQUID element, this result can
possibly be examined by use of a parallel array of SQUIDs of the type put forward recently by
Wernsdorferet al [40].

In conclusion, we can assert that the measure of mutual information overtakes within
the theme ofaperiodic (quantum) stochastic resonance the role ofSNR, whilst the cross-
correlation coefficient overtakes the role of the spectral amplification measure [37]. Both the
cross-correlation coefficient and the spectral amplification characterize QSR as a genuine noise-
optimized, averaged synchronization measure. Moreover, our novel findings for aperiodic QSR
in single elements and in parallel arrays are expected to be become experimentally observable in
mesoscopic bistable quantum systems such as tunnelling of magnetic flux in rf-driven SQUIDs
[36, 38, 39], tunnelling of impurities in mesoscopic bismuth wires [41], or in proton-transferring
molecular complexes, as well as in parallel arrangements of such systems. Likewise, the results
herein may also be of importance when nature optimizes electron transfer reactions due to
nonequilibrium noise influences in biological complexes.
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Appendix 1: Quantum linear response theory

In this appendix we provide the readers with results of quantum linear response theory (LRT)
as they are of relevance for this study on aperiodic QSR. Within the framework of LRT, the
deviation of the thermal average〈δx̂(t)〉β = 〈x̂(t)〉β − x̄, from theequilibriumvaluex̄ due to
the external perturbationf(t) is

〈δx̂(t)〉β =
∫ t

−∞
χ(t− t′)f(t′)dt′, (A.1)

whereχ(t) denotes the response function. The linear susceptibility is defined as the one-sided
Fourier transform̃χ(ω) =

∫∞
0 eiωtχ(t)dt. Furthermore, the spectral power of fluctuations reads

Sxx(ω) =
∫∞
−∞ eiωτ C̄xx(τ)dτ , with

C̄xx(τ) = lim
T→∞

1
2T

∫ T

0
〈δx̂(t)δx̂(t+ τ) + δx̂(t+ τ)δx̂(t)〉βdt (A.2)

being the time-averaged, symmetrized autocorrelation function of the TLS fluctuations. Note
that within LRT the spectral powerSxx(ω) can be decomposed as

Sxx(ω) = |χ̃(ω)|2Sff (ω) + S(0)
xx (ω). (A.3)

Here,S(0)
xx (ω) stands for the spectral power of spontaneous fluctuations of the TLS in the absence

of driving, andSff (ω) denotes the spectral power of the signal defined analogously toSxx(ω).
Moreover,S(0)

xx (ω) is related to the linear susceptibilitỹχ(ω) by the well-knownfluctuation-
dissipation theorem(FDT) [42]

S(0)
xx (ω) = h̄ coth

(
h̄ω

2kBT

)
Imχ̃(ω). (A.4)

An evaluation of eitherS(0)
xx (ω), or χ̃(ω) for the spin-boson model (1) presents a nontrivial task

which can be solved only approximately. To this end, let us consider the TLS dynamics subjected
to weak harmonic driving of the form

f(t) = A0 cos(Ωt). (A.5)

Then, an analysis of the asymptotic (t→∞) solution of the equation (3) yields [6, 22]

χ̃(Ω) =
1

kBT

x2
0

cosh2(ε/2kBT )
W (ε0)

W (ε0)− iΩ
(A.6)

with the relaxation rateW (ε0) := W+(ε0) + W−(ε0) given by (4) with ε(t) ≡ ε0. The
expression (A.5) is valid for x0A0, h̄Ω � h̄ωc, αkBT [6]. Moreover, we assume the condition
W (ε0)� kBT to hold, being obeyed for all practical purposes. In this case, thequantumFDT
(A.3) can safely be substituted by itsclassicalanalogue, yielding the unperturbed spectral density
of the TLS

S(0)
xx (ω) =

x2
0

cosh2(ε0/2kBT )
2W (ε0)

W 2(ε0) + ω2 . (A.7)
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The spectral power density (A7) contemplates the random transitions between levels of the
TLS with the switching ratesW±(ε0) determined by the relaxation ofmeanpopulations. It
thus reflects the quasiclassical Onsager regression hypothesis which underpins the quasiclassical
interpretation of the incoherent Markovian TLS dynamics as classical random telegraph process.

Furthermore, the signal-to-noise ratio,SNR, is the ratio of the spectral amplitude of signal,
πA2

0|χ̃(Ω)|2, to the spectral power density of fluctuations (A.6) at the same frequencyΩ, i.e. [4],

SNR(Ω) =
πA2

0|χ̃(Ω)|2

S
(0)
xx (Ω)

. (A.8)

Upon combining (A.5) and (A.6) one obtains the result

SNR =
πA2

0x
2
0

2(kBT )2

W (ε0)
cosh2(ε0/2kBT )

. (A.9)
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