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1. Introduction

The fabrication of ordered assemblies of particles on the
nanometre scale is a challenge in material science, which
has become more and more important over the last decades.
With the availability of highly ordered arrays of particles
well defined in size in the range of a few nanometres only,
the understanding of the unusual dependence of electronic,
optical and magnetic properties on size and shape of those
nanoparticles has increased significantly. Most of the pro-
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cedures to obtain 2D magnetic semiconductor nanostruc-
tures, i.e. quantum wells, require nonequilibrium growth
conditions, which can be realised, for example, by molecular
beam epitaxy (MBE) under ultra high vacuum or metal-
organic vapour-phase epitaxy (MOVPE). In order to fabri-
cate 0D quantum dots or 1D quantum wires, the conven-
tionally used top-down approach (see Figure 1) is to start
with two-dimensional quantum wells and to use a litho-
graphic pattern definition followed by a pattern transfer,
usually a subsequent etching procedure[1–7] or a controlled
local diffusion process due to ion-bombardment.[8,9] Such
top-down approaches usually only yield magnetic semicon-
ductor nanostructures of good structural and optical qual-
ity for lateral sizes larger than about 50 nm. Below this size,
fabrication-induced surface damage deteriorates the quality
of the structures and has a strong undesired effect on op-
tical and magnetic properties. This makes it difficult to
separate intrinsic and extrinsic properties in a study of the
electronic and magnetic properties as a function of lateral
size of the nanostructure.
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Figure 1. Bottom-up and top-down approaches for fabricating
magnetic semiconductor nanostructures.

Alternatively, a large variety of so-called bottom-up ap-
proaches can be used to synthesise magnetic semiconductor
nanostructures. Some of these approaches are also pre-
sented schematically in Figure 1. Examples are methods
based on established growth techniques for 2D semiconduc-
tor structures (e.g. MBE or MOVPE) such as Stranski-Kra-
stanov growth[10–18] or growth on patterned substrates.[19,20]

There are also various fabrication techniques relying on nu-
cleation and precipitation processes either in glass matrices
(ranging from RF-sputtering techniques[21–24] to sol-gel
methods[25–28]) or in solutions[29,30] (e.g. TOP/TOPO syn-
thesis). All the bottom-up approaches mentioned so far
yield good quality nanostructures down to sizes of a few
nanometres. However, the ensembles of nanostructures fab-
ricated in this fashion usually exhibit a rather broad
Gaussian size distribution, which also manifests itself in
measurements of the electronic and magnetic properties. In
particular, in conventional magnetic measurements of such
ensembles such as measurements of the magnetisation or of
magnetic resonance, the results are strongly dominated by
the larger magnetic particles, i.e. the “large size” wing of
the distribution. The reason is very simple, such measure-
ments are sensitive to the total number of magnetic ions
and the amount of magnetic ions per nanostructure scales
with its characteristic size e.g. for a spherical nanoparticle
with the third power of its diameter. Therefore, it is desir-
able to define a sharp cut-off of the size distribution of the
nanoparticles towards larger sizes.

One way of achieving this is by chemical synthesis of
nanoparticle ensembles in a bottom-up approach using
size-limiting matrices, which serve as a kind of “mini-reac-
tor”. Narrow particle size distributions can be obtained if
a high quality of this nanoreactor is realised. As hosts for
a size-limited synthesis only a few possibilities are worth
considering: firstly, the utilisation of reverse micelles
(“water-in-oil” droplets), which are already used widely in
the synthesis of nanoparticles,[31–40] and secondly, the use
of a porous substance which does not react with the precur-
sors for the actual synthesis. In the large group of different
porous substances the mesoporous materials seem to be the
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most promising approach for nanoparticle syntheses[41]

since the size range, in which the pores – and therefore the
nanoparticles – can be synthesised, covers a scale of several
hundreds of nanometres and in particular sizes below
50 nm where changes of the particle properties due to con-
finement are anticipated (see also Figure 1).

In the case of reverse micelles the size of the micelle is
governed by the volume of the water molecules inside and
by the surfactant molecules at the surface of the micelle, i.e.
the space inside the micelle where the chemical reaction or
coprecipitation takes place can be varied for example by
changing the amount of water in the original solution.[42]

One of the surfactants often used to form reverse micelles
in a nonpolar solvent is sodium di(2-ethylhexyl) sulfosucci-
nate, mostly denoted as Aerosol OT or Na(AOT). In a typi-
cal synthesis (see Figure 2), two micellar solutions, having
the same water content (that is to say the same micelle size)
and each containing one of the reactants, are mixed. When
two of these micelles collide, they exchange their water con-
tents in a micellar exchange process and the desired reac-
tion occurs. After a few microseconds the previously
formed “double-micelle” dissociates to form two indepen-
dent reverse micelles, one containing the product while the
other is only filled with water.

Figure 2. Micellar exchange process in a nonpolar solvent. The re-
action takes place inside the water micelles (redrawn from ref.[42]).

When using mesoporous materials as hosts for the syn-
thesis of nanoparticles, the narrow size distribution of the
guest species is achieved by a narrow pore size distribution
of the respective host material. In the last 12 years it has
been a major goal in the synthesis of mesoporous sub-
stances to obtain materials which exhibit a high degree of
long range order on the one hand and a narrow pore size
distribution on the other. The quality of mesoporous mate-
rials has risen from poorly ordered so-called “disordered
mesoporous foams” to high quality materials, which have
very sharp pore size distributions. The high degree of long-
range order can be demonstrated by TEM investigations or
high-quality XRD measurements. A perfect arrangement of
the pores over length scales of 300 nm and more is state of
the art.[43]

Fine tuning of the pore size can be achieved by varying
the nature of the structure directing agent (SDA). At first,
long-chain tetraalkylammonium halides were used as SDA’s
for the synthesis of mesoporous materials of the M41S fam-
ily. By varying the chain length of the hydrophobic alkyl
group (usually containing 12 to 22 carbon atoms) the pore
size can be altered very precisely in the range of about
1 nm.[44,45] However, the overall pore size is limited to about
4 nm when using these kinds of surfactants. The utilisation
of swelling agents offered the possibility of expanding the

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                
pore sizes to about 10 nm, but this was always accompanied
with an overall loss of structural order, which was achieved
in the first instance.

In 1998, new precursors for the synthesis of a new class
of mesoporous materials were first introduced. These so-
called triblock copolymers offer the possibility of ex-
panding the pore size to about 30 nm.[46] Just by varying
the synthesis temperature a fine tuning of the pore dia-
meters was achieved and narrow size distributions with
mean diameters in the range of 5 to 10 nm were obtained.
However, the distributions do broaden when going to
higher mean diameters.

Synthesising mesoporous materials with well defined
pore diameters, i.e. narrow pore size distributions, is the
first step to preparing reasonable hosts for the synthesis of
nanoparticles which are formed inside the pores.

Introducing the precursor compounds into the pores of
the respective size-limiting matrices is the next synthetic
problem, which has to be addressed. The utilisation of re-
verse micelles has the advantage of a two-phase system.
Using a precursor, which is only soluble in one of the
phases (in this case water) prevents desired materials from
forming outside of the mini-reactor and results in a very
defined synthesis exclusively inside the size-limiting matrix.

In the case of mesopores as the size-limiting matrix, how-
ever, the formation of bulk materials outside the pore sys-
tem can never be fully avoided. Only after the synthesis can
one estimate the amount of bulk material formed during
the synthesis. Wet impregnation techniques[41] and incorpo-
ration of the precursors from supercritical CO2

[47] can be
applied to introduce guest molecules into the pores of the
host material. Drying the impregnated materials is the cru-
cial step in the synthesis to preventing the formation of bulk
material on the outer surface of the host structure. After
the introduction of the precursor the other reactants have
to be introduced via the gas phase, which is to prevent the
extraction of the first precursor from the pores and the con-
secutive precipitation outside the pores if the second reac-
tant is introduced in a liquid form. Figure 3 gives a sche-
matic representation of a mesopore directed synthesis of
nanoparticles.

Figure 3. Schematic representation of nanoparticle synthesis inside
a mesoporous host.

One of the most investigated semiconductor nanopar-
ticles is cadmium sulphide, CdS.[2,10,31] The occurring quan-
tum confinement, which is mostly reflected by a blue-shift
of the band-gap energy, has been discussed exten-
sively.[30,48–54] Other nanoscale semiconductor compounds,
such as III-V semiconductors (e.g. GaAs or InP) or other
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II-VI semiconductors (e.g. CdSe, CdTe, ZnS, ZnSe, ZnTe),
have also been studied in great detail (see recent re-
views[42,55–58]), but to discuss all of them here would go be-
yond the scope of this micro-review. Instead, this work fo-
cuses on the synthesis and characterisation of Mn doped
II-VI semiconductor nanostructures and describes in detail
the effects of miniaturisation on the electronic, magnetic
and optical properties of these materials.

The synthesis of the so-called “diluted magnetic semicon-
ductor” (DMS) nanostructures is of great interest as semi-
conducting and magnetic properties are combined in one
for the same nanostructure. Therefore, ordered arrays of
nanometre-sized magnetic semiconductors are promising
components for new devices in magneto- or spin electronics
(e.g. magnetic hard disc media, non-volatile computer mem-
ory chips).[59] These materials are obtained, when a cation
A of a binary semiconductor AB is randomly substituted by
a magnetic ion M, leading to a A1–xMxB formula. Physical
properties, for example, band-gap energy or magnetic be-
haviour, are now not only a function of the particle size but
also of the doping level x.

2. Synthesis

The first preparation of manganese doped ZnS nanopar-
ticles with particle sizes ranging between 3.5 and 7.5 nm
was reported by Bhargava et al. in 1994.[60] The quantum
dots were synthesised by a precipitation approach in which
diethylzinc and diethylmanganese in a toluene solution were
treated with H2S. However, in the case of liquid solution
precipitation or self-organised growth methods, the particle
size distribution is not very well defined. Similar results
were also found in other approaches.[61–64] In particular,
there is no sharp upper limit for the size, in contrast to the
case of nanostructures synthesised inside nanoreactors such
as reverse micelles or mesoporous materials. The existence
of a sharp upper limit is desired in most investigations of
the effects of reduced dimensions on the magnetic proper-
ties as the largest particles usually determine the results.

A synthesis of Cd1–xMnxS nanoparticles with a very
sharp size distribution was reported by Pileni’s group, by
applying the reverse micelle technique.[65,66] The obtained
particle sizes could be varied from an average size of about
1.8 to 3.2 nm and the reported manganese contents were
0 � x � 0.23.

DMS nanoparticles were also synthesised inside mesopo-
rous host structures. This approach for a host/guest system
was first described in 2002 by our group, when Cd1–xMnxS
was incorporated inside 3 nm wide pores of MCM-41 sil-
ica.[67] First, calcined MCM-41 silica was impregnated with
an aqueous solution of cadmium and manganese acetate
in the desired molar ratio. Afterwards the precipitate was
filtered off, thoroughly dried and treated with H2S at
T � 100 °C. Powder X-ray diffraction and nitrogen phy-
sisorption proved the preservation of the host structure af-
ter the intrapore formation of the guest species and showed
that the reaction had only taken place inside the pores and

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                                                                

Figure 4. Powder X-ray diffraction patterns (left) and nitrogen physisorption isotherms (right) of MCM-41 silica and MCM-41 silica/
Cd1–xMnxS host/guest compounds.[67]

Figure 5. TEM pictures of different mesoporous host structures, a) MCM-41 silica with 3 nm pores, b) SBA-15 silica with 6 nm pores,
c) SBA-15 silica with 9 nm pores.[70]

no bulk material was formed (Figure 4). The complete
transformation of the acetates to the sulphides was proved
by infrared and X-ray absorption spectroscopy. Similar re-
sults were obtained for other host/guest system based syn-
theses of nanoparticles, like Cd1–xMnxSe within MCM-41
silica[68] and Cd1–xMnxS within mesoporous thin films.[69]

A more detailed discussion on the size dependence of
electronic, magnetic and optical properties was given in
2004, when the DMS compound Zn1–xMnxS was synthe-
sised inside mesoporous hosts with different pore sizes.[70]

For an accurate study three different mesoporous materials,
each with cylindrical pores, were used: MCM-41 silica with
3 nm pores and furthermore two SBA-15 silica with 6 and
9 nm pores. The different pore sizes of the host materials
were realised using different SDA’s and different reaction
temperatures (see above). A very high degree of order of
the host materials was achieved, which was apparent from
X-ray diffraction, sorption analyses and TEM investi-
gations (see Figure 5).

The intrapore formation of the nanoparticles was carried
out the same way as described for the Cd1–xMnxY (Y = S,
Se) nanoparticle preparation, only this time the impregna-
tion/conversion cycle was repeated several times to achieve
a higher filling of the pores. Again, no bulk material was
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formed outside the respective pore system and the mesos-
tructure was still found to be intact after the synthesis.

3. Band Gap and Optical Properties

With photoluminescence-spectroscopic techniques it is
possible to measure the dependence of the band-gap varia-
tion on particle size and doping level x. This was carried
out for various DMS compounds, like Cd1–x-
MnxS,[66–68,71,72] Cd1–xMnxSe[68] and Zn1–xMnxS,[70,73] syn-
thesised either in reverse micelles or in mesoporous hosts.

Figure 6 shows a schematic diagram of the complex op-
tical processes observable in wide-gap (II,Mn)VI semi-
conductors. The semiconductor band states with a direct
band-gap transition and the 3d shells of the Mn2+ ions with
their internal transitions form electronic subsystems of the
(II,Mn)VI semiconductor which are coupled by energy
transfer processes. In addition to semiconductor band-gap
related luminescence and absorption, luminescence and ab-
sorption bands are observed due to the intra-3d-shell tran-
sitions of the Mn2+ ions. The states within the 3d shell are
strongly affected by the crystal field of the lattice site of the
corresponding Mn2+ ion. The majority of the Mn2+ ions

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                
are incorporated on cation sites with a tetrahedral crystal
field. The lowest state is the 6A1 state originating from the
6S state of the free ion, and the next highest states are 4T1,
4T2, 4A1 and 4E originating from the 4G state of the free
ion. Absorption processes can take place between the 6A1

ground state and the excited states. A yellow luminescence
between the 4T1 first excited state and the 6A1 ground state
is observed for all wide-gap (II,Mn)VI compounds, inde-
pendent of Mn concentration for Mn incorporated onto the
cation site. In addition, there are a few Mn2+ ions on other
sites. These “defect” sites show a different crystal field split-
ting between the states of the 3d shell, and this leads to
other absorption and luminescence bands. A prominent ex-
ample is the red Mn2+ luminescence. Energy-transfer pro-
cesses can take place between the band states and the Mn2+

3d shells, as well as between Mn2+ 3d shells corresponding
to different sites.

Figure 6. Schematic diagram of the optical processes observable in
wide-gap (II,Mn)VI semiconductors. The abscissa values are the
same for all three graphs.

In Figure 7 typical optical spectra of Zn0.7Mn0.3S nano-
particles synthesised inside mesoporous hosts with different
pore diameters are shown. The PL spectrum is dominated
by the strong yellow luminescence originating from the
4T1 � 6A1 internal Mn2+ 3d shell transition (exemplarily
shown for the 6 nm sample, thick line in Figure 7).

Figure 7. PLE spectra (thin lines) of Zn1–xMnxS nanoparticles with
diameters of 3, 6 and 9 nm, respectively, detected on the yellow Mn
luminescence. The Mn-related yellow PL band (thick line) of the
6 nm sample is shown as a typical example.
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The internal Mn transitions arising from the 4T1, 4T2, 4E
and 4A1 states are observable between 2.3 and 2.7 eV (the
increase in intensity with increasing particle size simply re-
flects the increasing total amount of manganese) whereas
the peak at the highest energy in each spectrum corresponds
to the band gap related absorption. Because of the effective
energy transfer from the band states into the Mn subsystem
this peak is also detectable on the yellow PL.

The band gap related feature shifts to higher energies
with decreasing particle diameter (i.e. shows a quantum
confinement effect) whereas the energy positions of the
Mn2+ internal transitions remain unaffected by the particle
size (demonstrating that the energy positions are only deter-
mined by the local crystal field of the Mn site). The ob-
served quantum confinement effects prove that during the
synthesis Zn1–xMnxS is formed inside the SiO2 pore system
only. The energy positions of the Mn2+ internal transitions
serve as a probe of the crystal field at the Mn site. In Fig-
ure 8 the energies of the lowest excited states of a Mn2+ 3d5

ion in a Td symmetric ligand field with respect to the 6A1

ground state are depicted for a bulk Zn0.9Mn0.1S sample
(full circles) and the Zn0.7Mn0.3S nanostructures of dif-
ferent radii (open symbols). The curves have been calcu-
lated in the Tanabe–Sugano model[74] as a function of
the crystal field parameter Dq with the Racah parameters
B = 50 meV and C = 434 meV. The extracted crystal field
parameters using the Tanabe–Sugano method are almost
the same for bulk samples and nanostructures indicating
the good quality of the nanostructures.

Figure 8. Energies of the internal transitions of Mn2+ ions in a Td

symmetric crystal field versus the field parameter Dq using the Ra-
cah parameters B = 50 meV and C = 434 meV, calculated in the
framework of the Tanabe–Sugano model. Experimental points for
Zn0.9Mn0.1S bulk and Zn0.7Mn0.3S nanostructures.

Figure 9 gives a comparison of the energy positions of
the band gaps of nanoparticles of three (II,Mn)VI DMS’s
with different diameters as a function of Mn content x. A
bulk reference curve is shown in the case of Cd1–xMnxSe,
but not for Zn1–xMnxS and Cd1–xMnxS. For the sulphides,
the band gaps of the 9 nm nanostructures are almost bulk-
like. The quantum confinement of the excitons in the nano-

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                                                                
particles evokes an increase in the direct band gap of about
350 meV for 3 nm Cd1–xMnxSe nanoparticles compared
with the bulk. For the corresponding Cd1–xMnxS nanopar-
ticles the confinement is only about 200 meV. In the case of
the 3 nm Zn1–xMnxS nanoparticle the confinement energy
compared to the bulk is about 180 meV. The decrease of the
confinement energy going from (Cd,Mn)Se via (Cd,Mn)S
to (Zn,Mn)S has two major reasons: (1) the exciton Bohr
radius decreases throughout the series and (2) the corre-
sponding bulk band gap increases, i.e. reduces the height
of the confining potential given by the band-gap difference
between the SiO2 barrier and (II,Mn)VI semiconductor.
The (Cd,Mn)S as well as the (Zn,Mn)S nanoparticle series
clearly show, as expected, that the confinement effects in-
crease with decreasing particle diameter. For both series the
energy positions for the 9 nm wires almost correspond with
those of the bulk band gaps.

Figure 9. Band gaps of Cd1–xMnxSe nanoparticles (left), Cd1–x-
MnxS nanoparticles (middle) and Zn1–xMnxS nanoparticles (right)
of different diameters as a function of composition x at T = 10 K.
The solid lines are guides to the eye.

An interesting result is that both Cd-based nanoparticle
systems exhibit a larger bowing of the band gap, depending
on the Mn concentration, than do the corresponding bulk
samples. This agrees with results reported for (Cd,Mn)S
quantum dots by Levy et al.,[66] who also showed that the
exchange interaction-induced band gap bowing becomes
stronger with decreasing diameter for (Cd,Mn)S quantum
dots synthesised in reverse micelles. Such a bowing is
known for various bulk wide-gap (II,Mn)VI semi-
conductors.[75–78] Bylsma et al. derived the following expres-
sion for the band gap as a function of temperature T and
Mn concentration x in DMS nanostructures [Equa-
tion (1)]:[79]

Eg(x,T) = E0 + ∆Ex –
AT2

T + B
– CχT (1)

where the first three terms represent the commonly used
description of the energy gap of a semiconductor com-
pound comprising a linear shift in composition and a
Varshni-like temperature dependence. The last term is spe-
cific to DMS and causes the bowing. It describes a contri-
bution due to the magnetic susceptibility χ of the Mn ions.
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Both, the constant C as well as magnetic susceptibility χ,
may be affected by the reduction of the lateral dimensions.
The constant C is given by Equation (2).

C ~ 3mcα2 + (mhh + mlh)β2 (2)

where mc, mhh, and mlh are the conduction-band and val-
ence-band masses and α and β are the s–d and p–d coupling
parameters. As α �� β and mhh, mlh � mc in the (II,Mn)
VI compound, the magnitude of C is mainly determined
by β for which Larson et al. give the following expression
[Equation (3)]:[80]

β = –32
Vpd

2

N0
[

Ueff

(Ed + Ueff – Eev)(Ev – Ed)
] (3)

where Vpd and Ueff are a hopping parameter depending on
the manganese–anion distance and an electron-electron in-
teraction parameter in the Hubbard fashion. The hopping
parameter Vpd basically represents the hybridisation be-
tween the Mn 3d orbitals and the anion p orbitals in the
bonding of the ternary (II,Mn)VI semiconductor com-
pound. In the band structure of the (II,Mn)VI compound
this is reflected by the energetic overlap of the anion p-
orbital derived valence bands and the Mn 3d-orbital de-
rived valence bands in the density of states as shown sche-
matically on the left hand side of Figure 10. The electron-
electron interaction parameter Ueff represents the on-site
Coulomb repulsion energy which is required to add a sixth
electron to the half-filled Mn 3d shell as shown schemati-
cally on the right of Figure 10. Ev and E3d are representa-
tive energies of the p-like valence-band edge states and the
Mn 3d related valence-band states, respectively.

Figure 10. Schematic representation of the parameters contributing
to the p–d exchange parameter β in the model by Larson et al.

The p–d coupling parameter β strongly depends on the
energy separation between the p- and d-like valence-band
states represented by Ev and E3d, respectively [see Equation
(3)]. The modified positions (compared to bulk) of the p-
and d-related bands in the band structure of the nanoparti-
cle causes an increase of the p–d exchange interaction, re-
sulting in a possible contribution to the enhanced band-gap
bowing in the nanostructures. Due to the quantum confine-
ment, the top of the p-like valence band (Ev) of the Cd1–x-
MnxS nanostructures may shift significantly towards the
Mn 3d states (E3d), which are positioned about 3 eV below

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                
the valence-band edge of bulk material (see Figure 10). This
enhancement effect is similar to that in bulk Cd1–xMnxY
with Y = Te, Se, S where an increased p–d hybridization is
observed with increasing band gap going from Te to S.[81]

Similar results were also reported for the corresponding Zn
series where the main Mn 3d photoemission feature was
found at 3.5, 3.6 and 3.8 eV below the valence-band maxi-
mum of (Zn,Mn)Te, (Zn,Mn)Se and (Zn,Mn)S, respec-
tively.[82]

The susceptibility χ itself is also affected by the reduced
dimensionality. In virtual crystal and mean-field approxi-
mation, the expression for χ is given by Equation (4):

χ = xeff
NAS(S + 1)g2µB

2

3kB[T + Θ(x)]
(4)

xeff (which is a magnetically effective Mn concentration
accounting for antiferromagnetic pairing) as well as Θ(x)
are modified in a nanostructure due to the increase of the
surface-to-volume ratio. The number of nearest neighbours
on the cation sublattice is reduced at the surface leading to
an increase of the effective x. This also causes a reduction
of the Curie–Weiss parameter Θ in a similar fashion (see
section 4: “Magnetic properties”). The combination of both
effects results in a stronger increase of χ with x in the nano-
structures compared to the bulk.

Therefore, both the dependence of the p–d exchange
parameter β and that of the susceptibility χ on reduced di-
mensionality are in accordance with the observed enhance-
ment of the band-gap bowing in Cd1–xMnxS and Cd1–x-
MnxSe nanostructures as a function of x. It is worth men-
tioning here that the former effect is probably of less impor-
tance because a good description of the magnetic properties
of the paramagnetic phase of the (II,Mn)VI nanostructures
is obtained (see section 4), assuming that the exchange
coupling between adjacent Mn ions Jnn (which is pro-
portional to β2) is not altered in the nanostructures. More-
over, the dependence of the band gap of bulk Zn1–xMnxS
and the corresponding nanostructured samples on the
Mn concentration x seems to be an exception from a
general rule. Although bulk (Zn,Mn)Te[75,83] as well as
(Zn,Mn)Se[76,79] exhibit considerable bowing effects, neither
the bulk Zn1–xMnxS[84] nor the nanostructured samples in
Figure 9 exhibit significant bowing effects with increasing x.

Figure 11. Schematic representation of a typical magnetic phase diagram of a (II,Mn)VI semiconductor.

                                                                                      3604

4. Magnetic Properties
Undoped II-VI compounds (x = 0) are diamagnetic

whereas Mn–VI compounds (x = 1) are paramagnetic at
high temperatures and exhibit an antiferromagnetic phase
at low temperatures. The degree of magnetic coupling be-
tween the spins of the Mn ions depends strongly on the
average distance between them, i.e. on x. Consequently, a
very rich magnetic phase diagram as a function of x and T
arises for a typical (II,Mn)VI semiconductor alloy such as
(Cd,Mn)S (see Figure 11). Decreasing the concentration x
of magnetic ions in diluted magnetic II-VI alloys restricts
the spin ordering effects to the lower temperature region.
Nevertheless, phases determined by collective magnetic be-
haviour such as antiferromagnetic (AF) phases as well as a
spin-glass phase (SG) are commonly observed in addition
to the paramagnetic phase (P) (Figure 12 gives a schematic
summary of collective and individual behaviour of magnetic
systems). The P phase extends to lower temperatures with
decreasing x. For example, for (Cd,Mn)S, a (disordered) AF
phase which has a long-range spin ordering occurs below a
critical temperature TN(x) for a sufficiently high Mn con-
centration x � 0.8 (beyond the miscibility gap). The corre-
sponding phase transition is characterised by peaks at TN

in both the magnetic susceptibility and the specific heat.
For Mn concentrations below the miscibility gap an SG
phase is observed for temperatures below TSG(x). In the
case of (Cd,Mn)Te even a transition to the AF phase has
been reported for x = 0.7,[85] which means that it is still
below the miscibility gap.

The spin-glass phase is characterised by an antiferromag-
netic short-range ordering of the spins, as well as by frustra-
tion effects. The somewhat diffuse phase transition from the
paramagnetic into the spin-glass phase leads to a peak at
TSG(x) in the temperature dependence of the magnetic
susceptibility, but no anomaly in the specific heat is observ-
able. Neutron-scattering experiments have shown that small
antiferromagnetically ordered clusters already appear above
TSG, which grow in size with decreasing temperature. An-
other surprising fact is that a spin-glass phase is observable
not only above the percolation limit (x � 0.2), but also
below. In the very low concentration range, a rather long-
range interaction is necessary, in addition to the short-range
superexchange interaction, to yield a spin-glass phase. The

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                                                                

Figure 12. Schematic representation of the collective to the individ-
ual behaviour of magnetic systems.

spin freezing temperatures below the percolation concentra-
tion are very small, for example, between 0.1 K and 1 K for
x � 0.01. The magnetic dipole-dipole interaction between
more distant Mn2+ ions is proposed to be the required long-
range interaction responsible for this spin-ordering mecha-
nism, despite the fact that the dipole-dipole interaction
might be too weak to cause the ordering at finite tempera-
tures.[86]

In bulk (II,Mn)VI materials, the integral EPR signal cor-
responding to the Mn2+ absorption has a Lorentzian line-
shape in the paramagnetic regime.[87] The overall intensity
Itot as well as linewidth ∆H of the Lorentzian are very sensi-
tive to the spin-spin correlations between the Mn2+ ions.
Not only changes of the magnetic order with temperature,
e.g. transitions from the P phase to the SG phase or from
the P phase to the AF phase, are reflected by the tempera-
ture dependence of ∆H and Itot, but also by changes of the
magnetic interactions within the paramagnetic phase itself
due to a reduction of the lateral dimensions.

The EPR spectra for (II,Mn)VI nanoparticles synthe-
sised either in reverse micelles or inside mesoporous hosts
are very similar. As a typical example, the EPR spectra of
Zn1–xMnxS nanoparticles with x varying from 0.01 to 0.3
synthesised inside the 6 nm wide pores of SBA-15 silica are
shown in Figure 13.[70] All spectra were taken at 4 K and
normalised to the same amplitude. These spectra are typical
for exchange coupled Mn2+ ions within a II-VI semiconduc-
tor compound[88–90] and in nanostructured DMS com-
pounds, for example Cd1–xMnxS[91] and Zn1–xMnxS.[70] The
spectra can best be explained for low x. They basically con-
sist of a sextet of sharp lines. This sextet, which is centred
at a g value of g = 1.999, is associated with the allowed
(∆mS = ±1, ∆mI = 0) magnetic dipolar transitions between
the hyperfine-split Zeeman levels of the 6S5/2 (or, 6A1)
ground state of the Mn2+ 3d electrons. The hyperfine struc-
ture arises from the interaction between the S = 5/2 spin of
the unpaired 3d electrons with the I = 5/2 spin of the 55Mn
nucleus. The hyperfine splitting characteristic for Mn2+ in
ZnS amounts to about δBHFS = 7.0 mT between neighbour-
ing allowed transitions in zinc blende as well as in wurtzite
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structures.[10] The splitting observed in the spectrum of the
sample with 1% Mn agrees well with this value.

Figure 13. EPR spectra of 6 nm Zn1–xMnxS nanoparticles with x
varying from 0.01 to 0.3 at T = 4 K. Insets: hyperfine transitions
on an enlarged field scale for x = 0.01 (lower) and x = 0.05 (upper),
the arrows indicate the positions of the forbidden transitions. Taken
from ref.[70].

With increasing Mn content the dipolar interaction and
exchange coupling merge the hyperfine structure into one
broad resonance line, which is documented best for x = 0.3.
But this broad line can already be identified for x = 0.01.
The spectrum for x = 0.01 is satisfactorily described by the
sum of the broad line and the hyperfine structure of six
lines. Both the broad line and the hyperfine lines were as-
sumed to be of Lorentzian shape. In addition it was neces-
sary to take into account a slight linear increase of the hy-
perfine splitting with the external field due to second-order
contributions.

A close inspection reveals that at low Mn concentration
each hyperfine line exhibits a pair of satellites at lower
external magnetic field associated with the forbidden
(∆mS = ±1, ∆mI = ±1) hyperfine transitions (see lower inset
of Figure 13). The forbidden hyperfine transitions in the
spectra with the lowest manganese content (x = 0.01) are
typical for Mn2+ ions in the tetrahedral environment of a
Zn site in a zinc blende crystal. In the case of a wurtzite
crystal these lines are much more prominent and merge
with the lines of the allowed hyperfine transitions, as is ob-
served for samples with larger amounts of manganese (x �
0.05, see upper inset of Figure 13). Thus, it can be con-
cluded that the crystal structure of the incorporated (II,Mn)
VI semiconductors is zinc blende only for x = 0.01, whereas
higher doping levels with Mn2+ result in a wurtzite struc-
ture. At the same time it has to be noticed that with increas-
ing x an additional hyperfine structure of six lines with a

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                
larger splitting of about δBHFS = 9.5 mT evolves and per-
sists even at 30% Mn content. This hyperfine structure re-
sults from isolated Mn2+ ions on the surface of the Zn1–x-
MnxS nanoparticles. From a careful analysis of the inten-
sities of the different signals it can be deduced that the ma-
jority of the Mn2+ ions are well incorporated into the Zn1–x-
MnxS nanostructures and only a small amount remains
weakly bound at their surface.[92] This amount of aggre-
gated Mn ions at the surface of the nanoclusters corre-
sponds to less than 4% of the total amount of Mn in the
nanostructure.[70]

The Curie–Weiss parameter Θ of the paramagnetic phase
is a measure of the type and strength of the interaction
between the manganese ions. It can be obtained experimen-
tally either from plots of the inverse EPR intensity Itot

–1

versus temperature T or from plots of the inverse suscep-
tibility χ–1 versus temperature determined by SQUID mea-
surements. It is found that the experimentally determined
Cure–Weiss parameter is usually well described in the high-
temperature limit using Equation (5):[93,94]

Θ(x) = –
2

3kB
S(S + 1)x[Jnnzb

nn + Jnnnzb
nnn] (5)

where Jnn and Jnnn are the nearest neighbour (nn) and next-
nearest neighbour (nnn) exchange coupling constants,
respectively, between Mn ions on the cation lattice. The
numbers of nn and nnn sites of the cation lattice are de-
noted by znn and znnn, respectively. For both wurtzite and
zinc blende crystals zb

nn and zb
nnn are 12 and 6 respectively,

in the bulk.
Figure 14 shows plots of the inverse EPR intensity Itot

–1

of 9 nm Zn1–xMnxS nanoparticles with x ranging from 0.01
to 0.3 as a function of the temperature. Similar results were
also obtained for a series of Cd1–xMnxS nanoparticles with
3 to 9 nm diameters and a series of Zn1–xMnxS particles
with diameters of 3 and 6 nm, each synthesised within
mesoporous hosts. As in the case of bulk (II,Mn)VI, the
slope of the Itot

–1(T) curve decreases with increasing doping
level x and deviates from the Curie–Weiss behaviour at low
temperatures, giving the curves a somewhat negative curva-
ture. At first sight surprisingly, the particles with x � 0.2
do not show any indication for a phase transition into a
spin-glass phase, in contrast to bulk material.[95] This result
will be discussed further, when the EPR linewidth is ana-
lysed. Fitting the Itot

–1(T) plots in the high temperature re-
gime (200 K to 300 K) following the Curie–Weiss depen-
dence [Equation (6)]:

Itot
–1(T) ~ χ–1(T) ~ (T + Θ) (6)

yields the Curie–Weiss parameter Θ as a function of x.
The corresponding plots for various particle diameters d

(obtained by analysing the corresponding EPR data, as
shown exemplarily for x = 0.1 in Figure 14, where a straight
line is used for extracting the high-temperature Curie–Weiss
parameter Θ) are shown in Figure 15 and show some clear
trends. As expected, |Θ| increases with increasing x in each
series. The |Θ| values obtained for the nanostructures are
considerably lower than those found in corresponding bulk
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Figure 14. Temperature dependence of the inverse EPR intensity
Itot

–1 of 9 nm Zn1–xMnxS nanoparticles.

(II,Mn)VI samples. These are represented by the solid lines
in Figure 15 and are calculated using Equation (5). The ex-
change parameters are taken from the literature:[94,96]

Jnn = –10.6 K and Jnnn = –4.7 K for (Cd,Mn)S and
Jnn = –16.1 K and Jnnn = –0.6 K for (Zn,Mn)S. Moreover,
in Figure 15, it appears that the |Θ| values show a tendency
to decrease with decreasing particle diameter d at constant
x. Both effects are due to the reduced lateral dimensions
of the nanostructures. They occur because Mn ions on the
surface of the (II,Mn)VI nanostructures incorporated inside
the mesoporous SiO2 matrices have reduced numbers of
nearest neighbours zs

nn � zb
nn/2 and next-nearest neighbours

zs
nnn � zb

nnn/2 compared to the bulk of the material. This
becomes significant as the surface-to-volume ratio is
strongly increased in the nanostructures. The effect can be
estimated by dividing the volume V of the nanostructure
into a volume Vs close to the surface (where the exchange
effects differ from bulk) and a remaining bulklike volume
Vb = V – Vs. The choice of the two volumes will differ for
nearest neighbours and next-nearest neighbours because of
the length of the scales involved, i.e. the nearest neighbour
distance dnn and the next-nearest neighbour distance dnnn,
are different. In the following the wurtzite structure is ap-
proximated by a zinc blende structure for simplicity. This is
a good approximation here as only nearest and next-nearest

Figure 15. Plots of the Curie–Weiss temperature Θ versus Mn con-
tent x in percent obtained by analysing the EPR data of 3, 6, and
9 nm Cd1–xMnxS particles (left) and 3, 6, and 9 nm Zn1–xMnxS
particles (right). The solid line is calculated using Equation (5), the
dashed and dotted lines are calculated using Equation (8).

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                                                                
neighbours are considered. It holds that dnn = (1/2)0.5a and
dnnn = a where a is the lattice constant of the zinc blende
lattice, a � 0.55 nm for (Zn,Mn)S and a � 0.58 nm for
(Cd,Mn)S.[97] These values of the lattice constant were used
for Cd1–xMnxS and Zn1–xMnxS independent of x in the fol-
lowing because its dependence on x is not known for the
zinc blende modification. Two limiting cases for the shape
of the nanostructure shall be considered: (i) an ideal wire
structure of infinite length and diameter d and (ii) a spheri-
cal nanoparticle with diameter d where d is the pore dia-
meter of the SiO2 host matrix. One obtains the following
definitions [Equation (7)]:

(7)

with δ = 2 for infinite wires and δ = 3 for spheres. In both
cases it holds that Vb

nn = V – Vs
nn and Vb

nnn = V – Vs
nnn.

Rewriting Equation (5) including surface effects yields
Equation (8).[91]

(8)

Using Equations (5) and (8), the Curie–Weiss parameters
have been calculated for Cd1–xMnxS and Zn1–xMnxS nano-
structures assuming a wirelike and a spherical shape. Both
the calculations, for the Cd1–xMnxS nanostructures as well
as for the Zn1–xMnxS nanostructures, were carried out for
d values of 3, 6, and 9 nm. The results of the calculations
are also plotted in Figure 15. In both graphs, the dotted
and dashed lines represent the results for a wirelike and a
spherical shape, respectively. There are three calculated Θ
curves for wire-shaped and three calculated Θ curves for
sphere-shaped nanoparticles. For the wire and sphere
shapes, the curves are assigned as follows to the corre-
sponding d-values; the steepest curve corresponds to
d = 9 nm, the intermediate curve to d = 6 nm and the least
steep curve to d = 3 nm. Comparing experimental data and
theoretical curves indicates that the theoretically derived re-
duction of the Curie–Weiss parameters Θ due to surface
effects are, as expected, stronger for spherical nanoparticles
compared to wire-shaped nanoparticles. The calculated re-
ductions are of the right magnitude for both (Cd,Mn)S and
(Zn,Mn)S nanostructures, but still smaller than those found
in the experiment. Assuming that spherical particles yields
a better agreement, this is in accordance with the TEM
analysis of the (II,Mn)VI nanostructures. Figure 16 depicts
a TEM image of (Zn,Mn)S nanostructures incorporated
into an SBA-15 mesoporous SiO2 matrix with a pore dia-
meter d of 6 nm in a cross sectional view. The narrow
“white” lines represent the SiO2 walls of the pore systems.
The dark regions are the (Zn,Mn)S nanoparticles. This view
perpendicular to the pores reveals that the aligned pore
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channels are filled with the (Zn,Mn)S compound. It can
clearly be seen that single “sphere-like” nanoparticles are
present, but also that there is a tendency for these nanopar-
ticles to agglomerate to denser “wire-like” structures. There
is no evidence for larger particles being formed outside the
pore system, i.e. the entire (Zn,Mn)S is confined inside the
channels of the mesoporous host.

Figure 16. TEM image of (Zn,Mn)S nanostructures incorporated
into 6 nm wide pores of SBA-15 silica.

In paramagnetic systems such as the (II,Mn)VI semi-
conductors, the EPR linewidth behaviour depends inti-
mately on the physics of the inter-manganese spin-spin in-
teractions. The EPR linewidth of bulk (Cd,Mn)- and
(Zn,Mn)-chalcogenides has been widely studied.[87,98–101]

The experimental results give a consistent picture, which
can be summarized as follows: (i) In general, the EPR line-
width is found to increase with increasing Mn content and
with decreasing temperature. The EPR line shape is Lo-
rentzian for all samples in the paramagnetic regime. (ii) The
EPR linewidth depends very strongly on the anion, i.e. Te,
Se and S. For comparable Mn contents x and temperature
T, it is found that the EPR line becomes broader as the
atomic number of the anion increases from S to Se to
Te.[87,98] (iii) There is a much weaker dependence on the
type of nonmagnetic cation. The EPR line broadens as the
atomic number of the cation decreases, e.g. Zn1–xMnxS sig-
nals are somewhat weaker and broader than Cd1–xMnxS
signals for the same x and T.[98]

The EPR linewidth in manganese doped II/VI semi-
conductors with a high doping level x is found to diverge
at low T due to the magnetic phase transition from the
paramagnetic phase to the spin-glass phase, in particular
for x � 0.2, i.e. above the percolation threshold in three
dimensions. This additional broadening of the EPR line-
width occurs due to the divergence of the spin-spin corre-
lation length in the vicinity of the paramagnetic to spin-
glass phase transition. It is accompanied by a change of the
EPR line shape, which becomes asymmetric.

As mentioned earlier Zn1–xMnxS and Cd1–xMnxS nano-
particles with x � 0.3 synthesised in mesoporous hosts do
not show any signs of a paramagnetic to spin-glass phase
transition. This is further substantiated by the correspond-

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                

Figure 17. Plots of the EPR linewidth ∆H versus temperature for Zn1–xMnxS nanoparticles of different doping levels x and diameters of
3 nm (left), 6 nm (middle) and 9 nm (right).

ing EPR linewidths data in Figure 17 where the linewidth
remains finite even at the lowest temperature. The critical
Mn concentration x, above which the phase transition oc-
curs, corresponds to the percolation threshold for the Mn
ions on the cation sublattice. Obviously, the percolation
threshold is increased due to the reduction of the lateral
dimensions of the nanostructures and, thus, the magnetic
phase transition is suppressed in the nanoparticles. There-
fore, the linewidth behaviour is solely determined by the
spin-spin interactions within the paramagnetic Mn subsys-
tem.

In the following, the concentration dependence of the
linewidth at low temperatures (T = 30 K) and at high tem-
peratures (T = 290 K) will be analysed in more detail. Fig-
ure 18a and Figure 18b show plots of the linewidth at these
temperatures for Zn1–xMnxS nanoparticles with different
diameters and Cd1–xMnxS nanoparticles with different dia-
meters, respectively. For both material systems, it can be
seen from the left graphs that, at T = 30 K, the linewidth
depends almost linearly on x. This can be understood as
follows. At these temperatures the broadening is determined
by a dipolar contribution in addition to an almost constant
hyperfine contribution HHF. Exchange narrowing effects
due to nearest-neighbour exchange Jnn are negligible as ba-
sically all Mn ions with manganese nearest neighbours have
formed antiferromagnetic pairs. The linewidth at low tem-
perature can be described by Equation (9):

∆H = HHF + Hdip � HHF + Cdipx (9)

where Hdip is the dipolar field at the site of a Mn ion in
mean-field approximation.[102] The fits in the left graphs of
Figure 18 show that the low temperature approximation in
Equation (9) describes the observed linewidth behaviour in
the nanoparticles very well, in particular for the 6 nm and
9 nm samples of both series. For the (Zn,Mn)S system, the
value of HHF of about 150 Oe determined for the 6 nm and
9 nm samples corresponds to half the extension of the six
fine structure satellites in Figure 13. The value for the 3 nm
samples is slightly larger. The linewidths of the series of
Cd1–xMnxS nanoparticles show a similar dependence as
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that of the corresponding Zn-based series, but the linewidth
is always smaller. It is worth pointing out that, as in bulk
material, this simply reflects the difference in the cation size.

The high temperature behaviour [right graphs of Fig-
ure 18a and Figure 18b] can be explained semiquantita-

Figure 18. (a) Left: Plots of the EPR linewidth ∆H as a function
of the doping level x at T = 30 K for Zn1–xMnxS nanoparticles
with different diameters. The solid lines are linear fits. Right: Plots
of the EPR linewidth ∆H as a function of of the doping level x at
T = 290 K for Zn1–xMnxS nanoparticles with different diameters.
The lines depict the results of model calculations described in the
text. (b) corresponding graphs for and Cd1–xMnxS nanoparticles
with different diameters.

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                                                                
tively by considering the effect of the nearest-neighbour in-
teraction Jnn, which determines the linewidth behaviour at
temperatures, where the Mn nearest-neighbour pairs are
broken up. For this purpose, the Mn ions in the nanostruc-
ture can be divided up into two classes: (i) isolated Mn ions
without manganese nearest neighbours and (ii) Mn ions
with one or more nearest neighbours. Furthermore, as in
the case of the discussion of the Curie–Weiss parameter Θ,
the volume of the nanostructure will be divided into a vol-
ume close to the surface Vs

nn and a bulklike volume Vb
nn

[see Equation (7)] and the discussion will be based on a zinc
blende lattice for simplicity.

The probabilities for the occurrence of two classes of Mn
ions as a function of x at the surface and in the bulk of the
nanoparticles are given by Equation (10):

(10)

The total linewidth as a function of x and diameter d is
calculated according to Equation (11):

(11)

It is assumed that in both volumes the linewidth contri-
bution ∆His of the isolated manganese ions is well described
by fits of the low temperature linewidth data according to
Equation (9).

The linewidth contribution of the Mn ions with nearest
neighbours is calculated in a similar fashion as in ref.[103] In
both regions Equation (12) holds.

(12)

where Hdip,nn is the mean dipolar exchange field for a Mn
ion with at least one Mn nearest neighbour, which is ap-
proximated by Equation (13).

(13)

for the surface as well as the bulk region. γ is basically a
scaling factor for the square of the dipolar field due to one
nearest neighbour Mn ion.
HHF is the constant value for the hyperfine broadening de-
termined at low T and Hi

ex,nn is the isotropic nearest-neigh-
bour exchange field. The latter is calculated according to
Anderson and Weiss,[103] Equation (14):
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(14)

For both (II,Mn)VI systems, γ is the only free parameter in
this calculation and its value is determined by the linewidth
limit at high x in the right graphs of Figure 18a and b.

The calculations were carried out for all nanoparticles.
In each case, they were performed for bulk as well as
for spherical and wirelike shapes. Again a � 0.55 nm and
a � 0.58 nm were used for (Zn,Mn)S and (Cd,Mn)S,
respectively. In the case of the Zn-based nanostructures, the
best agreement was obtained for γ = 0.9 independent of the
size of the nanostructure, while, for the Cd-based series, the
best agreement was obtained for smaller values of γ, i.e. γ
= 0.6 for the 6 and 9 nm nanostructures and γ = 1 for the
3 nm nanostructures. Assuming that the Mn–Mn nearest-
neighbour distance dnn is MnS-like, a � 0.56 nm for all Mn
pairs, one obtains γ = 1 for (Zn,Mn)S nanostructures and
γ = 0.6 and 0.5 for (Cd,Mn)S nanostructures. However,
considering the crudeness of the model and the uncertainty
in the Mn–Mn nearest-neighbour distance, the parameters
obtained for γ are reasonable.

The theoretical curves for Zn1–xMnxS nanoparticles as
well as for Cd1–xMnxS nanoparticles are also plotted in the
right graphs of Figure 18b. Considering the overall agree-
ment between theory and experiment, it appears better
when a spherical shape of the magnetic nanoparticles is as-
sumed. In particular, the linewidth decrease with increasing
x is too rapid when a bulklike situation is considered. The
corresponding slope is reduced by surface effects as the
probability for Mn ions with manganese nearest neighbours
is much lower in the surface region Vs

nn than in the bulklike
volume Vb

nn for 0 � x � 0.2.
In conclusion, changes in the macroscopic observables,

e.g. the Curie–Weiss parameter Θ and the EPR linewidth
∆H of the paramagnetic phase of (II,Mn)VI nanoparticles
with sizes below 10 nm due to reduced dimensions are ob-
servable. It appears that the microscopic coupling between
the Mn ions (e. g. the nearest neighbour and next-nearest
neighbour exchange constants Jnn and Jnnn) is not altered
to a first approximation. The macroscopic modifications
arise mainly due to geometrical restrictions, i.e. the number
of neighbours in the various shells around a manganese ion
in the surface region are considerably reduced compared to
a manganese ion in the bulk of the structure. This effect
becomes increasingly important with decreasing lateral di-
mensions of the nanostructure.

5. Conclusions

We have synthesised and thoroughly characterised
(II,Mn)VI nanoparticles with Mn contents ranging from 0
to 0.3 incorporated inside mesoporous SiO2 matrices with
pore sizes of 3, 6, and 9 nm. By careful characterisation
of the samples we demonstrate that under these synthesis
conditions most of the Mn ions are incorporated on cation

                      
  

            
             

                            
        

                                
                  

          
      

                                           
                                         

        
     

                      
      

                                 
 

                                                     
 

           



                                
sites of the II-VI host lattice and that the amount of Mn
aggregated at the surface of the nanostructures is negligible.
This allows us to thoroughly investigate the effects of re-
duced dimensionality on the magnetic and electronic prop-
erties of the (II,Mn)VI nanoparticles as a function of Mn
content x and characteristic diameter d. Both, magnetic as
well as electronic properties of the nanoparticles are modi-
fied due to the reduced lateral dimensions. We demonstrate
by analysis of the EPR linewidth and EPR intensity that
macroscopic magnetic properties such as the Curie–Weiss
temperature are strongly affected by the reduction of the
lateral dimensions whereas the microscopic coupling be-
tween the Mn ions (e.g. the exchange constants Jnn and
Jnnn) is not altered to a first approximation. The macro-
scopic modifications arise mainly due to geometrical re-
strictions, i.e. the number of neighbours in the cation shells
around a Mn ion in the surface region is considerably re-
duced compared to a Mn ion in the bulk. Due to the quan-
tum confinement of the excitons in the nanostructures an
increase of the direct band gap with decreasing particle size
is observed. Furthermore, the band-gap bowing as a func-
tion of Mn content x is enhanced in the Cd compounds
with decreasing nanostructure diameter d. This enhanced
band-gap bowing can also be related to the alterations of
the macroscopic magnetic properties [i.e. reduction of Cu-
rie–Weiss temperature Θ(x) and increase of effective Mn
concentration xeff], which occur due to the increase of the
surface-to-volume ratio with decreasing nanostructure size.

Our work demonstrates that incorporating magnetic ma-
terials into mesoporous silica host matrices with adjustable,
well-defined pore sizes in the range of 2 to 10 nm is an
ideal approach for studying nanomagnetic phenomena as a
function of particle size.
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