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Abstract. We investigate the Dirichlet problem for multidimensional variational in-
tegrals with linear growth which is formulated in a generalized way in the space of func-
tions of bounded variation. We prove uniqueness of minimizers up to additive constants
and deduce additional assertions about these constants and the possible (non-)attainment
of the boundary values. Moreover, we provide several related examples. In the case of the
model integral

Ð
W

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ j‘wj2

q
dx for w : Rn IW ! RN

our results extend classical results from the scalar case N ¼ 1—where the problem
coincides with the non-parametric least area problem—to the general vectorial setting
N A N.
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1. Introduction and statement of the main results

We consider multidimensional variational integrals

F ½w� :¼
Ð
W

f ð‘wÞ dx for w : W ! RN ;ð1:1Þ

where throughout this paper W is a non-empty, bounded, open, and connected1) subset of
Rn (nf 2) with Lipschitz boundary and f : RNn ! ½0;yÞ is a given integrand which will
be specified below. We are interested in the minimization problem for F in Dirichlet classes,
and in particular in existence, uniqueness, and regularity of (generalized) minimizers. We
stress that N A N denotes an arbitrary natural number, and hence the problem is a vectorial
one and is related to a system of partial di¤erential equations.

1.1. Graphs of least gradient. Postponing the treatment of general integrands f to
Section 1.2 let us restrict the discussion to the model integrals

El½w� :¼
Ð
W

elð‘wÞ dx

with the density2)

elðzÞ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ jzj2

q
;

where lf 0 is a fixed parameter. These integrals can be understood as a limit case of the
p-energies Ð

W

ðl2 þ j‘wj2Þ
p

2 dx;ð1:2Þ

where pf 1 is another parameter. However, while for p > 1 existence and uniqueness of
minimizers can be obtained in the Sobolev space W 1; pðW;RNÞ, in the case p ¼ 1 the appli-
cation of the direct method generally fails in the non-reflexive Sobolev space W 1;1ðW;RNÞ,
due to its lack of compactness properties. Existence results can rather be obtained in the
space BVðW;RNÞ of functions of bounded variation. Precisely, one fixes a Dirichlet class

D ¼ u0 þ W
1;1
0 ðW;RNÞ

1) The assumption that W be connected is just made in order to simplify some statements. Indeed, if W is

disconnected, our analysis works on the connected components of W.

2) Throughout the article jzj denotes the Hilbert–Schmidt norm of the matrix z A RNn, that is,

jzj2 :¼
PN
a¼1

Pn
i¼1

ðza
i Þ

2.
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with u0 A W 1;1ðW;RNÞ and extends El from D to BVðW;RNÞ by letting

ED
l ½w� :¼

Ð
W

elð‘wÞ dx þ jDswjðWÞ þ
Ð
qW

jw � u0j dHn�1 for w A BVðW;RNÞ;ð1:3Þ

where Dw ¼ ‘w �Ln þ Dsw is the decomposition of the RNn-valued gradient measure Dw

into its absolutely continuous and its singular part with respect to the Lebesgue measure
Ln. Moreover, jDswjðWÞ denotes the variation of Dsw on W, Hn�1 the ðn � 1Þ-dimensional
Hausdor¤ measure on Rn, and the occurrence of w and u0 in the boundary integral is to be
interpreted in the sense of trace ([40], [9]); see Section 2 for further details on terminology.
The formula (1.3) has been proposed in [43], [7] and adapts classical ideas from [49] and the
BV -theory of area minimizing hypersurfaces ([27], [65], [45], [66]); compare the mono-
graphs [37], [46], [44], [6]. Obviously, ED

l ½w� ¼ El½w� holds for w A D and thus ED
l is really

an extension of El. Moreover, building on results of [73] it was pointed out in [43] that ED
l

coincides with the extension by semicontinuity in the tradition of Lebesgue and Serrin [56],
[78], [79], satisfies the relation

inf
BVðW;RN Þ

ED
l ¼ inf

D
El;ð1:4Þ

and can be considered as the natural continuation of El outside D. Thus, it is reasonable to
give the following definition of generalized minimizers:

Definition 1.1 (generalized minimizer). A function u A BVðW;RNÞ is called a gener-
alized minimizer of El in D if

ED
l ½u�eED

l ½w� for all w A BVðW;RNÞ:

We write MD
l for the set of generalized minimizers of El in D.

Generalized minimizers can alternatively be characterized ([43], [7], [46]) as the strong
L1-limits of minimizing sequences for El in D (see also Theorem 1.8). With this character-
ization at hand the existence problem can easily be solved: In fact, by Rellich’s theorem in
BV there exists at least one generalized minimizer corresponding to each Dirichlet class D
and hence the infimum on the left-hand side of (1.4) is a minimum.

It should be noted that Dirichlet classes are not closed in BVðW;RNÞ with respect to
the strong L1-topology (or the weak-�-topology of BV ) and generalized minimizers do not
necessarily attain the boundary values u0. Thus, the boundary integral in (1.3) need not
vanish for generalized minimizers, and we get the following interpretation of this integral
as a penalization term: The non-attainment of the boundary values is not generally ruled
out but will instead be penalized by an increase of energy.

In the completely degenerate case l ¼ 0 generalized minimizers are called functions
of least gradient and interesting results in the scalar case N ¼ 1 have been obtained; see
for instance [71], [82]. Here we will not further pursue this issue, but we will deal with the
case3) l > 0. Still in the scalar case N ¼ 1 we note that E1½w� represents the n-dimensional

3) Once l is positive, its precise value is not important. Indeed, the problems corresponding to di¤erent

positive values of l can be transformed into each other by multiplying all the functions under consideration with

a positive constant.
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area of the graph of w, and thus the problem is a very classical one, namely the non-
parametric least area problem. Its generalized minimizers are called area minimizing
graphs or non-parametric area minimizing hypersurfaces. They are some of the most
studied analytical objects in the last century, and we refer the reader to [64], [53], [25],
[24], [80], [45], [66], [81] and to the monograph [46], where an exhaustive list of additional
references can be found.

In contrast, for N > 1 the integral El½w� is in general very di¤erent from the area of
the graph of w. In fact, the area integral4) involves all the minors of the gradient matrix
while El just involves the modulus of this matrix, that is the first order minors. However,
E ffiffi

n
p ½w� is the L1-norm of the gradient of the graph mapping x 7!

�
x;wðxÞ

�
which motivates

us to call the generalized minimizers of E ffiffi
n

p graphs of least gradient. We will study unique-
ness and regularity of these objects which will turn out to be quite delicately linked. The
authors are aware of only two previous results concerning these topics in the vectorial set-
ting. One result is the partial regularity theorem of Anzellotti and Giaquinta [10] (see also
[18]) which gives C

1;a
loc -regularity on an open subset of W with full Lebesgue measure. The

other result, due to Bildhauer, concerns everywhere gradient regularity, and since it is
closely related to our approach, we restate it in the present setting:

Theorem 1.2 (Bildhauer [15], [17]). Let l > 0 and suppose that there holds

either n ¼ 2 or u0 A LyðW;RNÞ:ð1:5Þ

Then there exists a generalized minimizer u of El in D which satisfies

u A W 1;1ðW;RNÞ and j‘uj logð1 þ j‘uj2Þ A L1
locðWÞ:

Turning to uniqueness the reader should note that ED
l is convex but not strictly con-

vex. More precisely, for l > 0 the integrand el and the first term in (1.3) are strictly convex,
but the other two terms are merely convex. Thus, uniqueness of generalized minimizers
is not immediate, and there are two potential sources of non-uniqueness, namely the pos-
sible occurrence of singular parts of the derivative and the possible non-attainment of
the boundary values. In this paper we will rule out the first source: We will prove that
u A W 1;1ðW;RNÞ holds for every generalized minimizer u and not just that there exists a
suitable one as stated in Theorem 1.2. Moreover, we will remove the assumption (1.5). In
this way we will establish the following theorem as a particular case of our main results (see
Theorem 1.10, Corollary 1.13, and Theorem 1.16 for the general statements and Section 5
for the proofs).

Theorem 1.3 (uniqueness up to constants). Let l > 0. Then the generalized mini-

mizers of El in D are unique up to additive constants, that is, for u; v A MD
l there exists

a constant y A RN such that u ¼ v þ y holds a.e. on W. Furthermore, the minimizers

form a 1-parameter family, and indeed MD
l can be parametrized by a compact interval,

4) The non-parametric area integral in higher codimension N > 1 is non-convex with a delicate degenera-

tion structure. It behaves in many aspects di¤erent from El and is related to several challenging and unsolved

problems. We refer to [44] for a detailed discussion, to [55] for counterexamples, and to [88], [1], [87], [86] for

some results, relying on methods from topology and the parametric setting of geometric measure theory ([37]).
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precisely

MD
l ¼ fu þ ty : t A ½�1; 1�g

for some y A RN and a particular generalized minimizer u.

We stress that in the generality of our setting one cannot expect to remove the second
source of non-uniqueness mentioned above and thus cannot improve Theorem 1.3 to full
uniqueness, not even in the case n ¼ 2, N ¼ 1 of two-dimensional area minimizing graphs.
This is shown by a classical example of Santi [74]; see also [46], Example 15.12, Section 3.3
below, and [11]. The next theorem states that non-uniqueness happens only in quite partic-
ular situations and that Santi’s scalar example is symptomatic even for the vectorial case.

Theorem 1.4 (non-uniqueness and boundary behavior). Let l > 0 and suppose that

generalized minimizers of El in D are not unique, that is, MD
l contains more than one

element. Then for every u A MD
l the jump u � u0 at the boundary takes values in the

1-dimensional subspace Ry a.e. on qW. Moreover, qW can be decomposed into disjoint subsets

ðqWÞ� and ðqWÞþ with

Hn�1
�
ðqWÞ�

�
¼ Hn�1

�
ðqWÞþ

�
¼ 1

2
Hn�1ðqWÞð1:6Þ

such that

uG Jy ¼ u0 Hn�1-a:e: on ðqWÞGð1:7Þ

for some function J : qW ! R with5)

inf
ðqWÞ�

J ¼ inf
ðqWÞþ

J ¼ 1:

Here, y and u denote the constant and the particular minimizer introduced in the statement of

Theorem 1.3.

Theorem 1.4 will be proved in Section 6 as a particular case of Theorem 1.17 and
Remark 1.18 below.

Let us make a couple of related remarks. Primarily we mention that y is unique up
to change of sign and—having assumed non-uniqueness of minimizers—di¤erent from 0.
Moreover, u is uniquely determined. Secondly we point out that the situation described in
the theorem cannot occur and we must thus have full uniqueness if one of the following two

assertions holds:

� The particular minimizer u (or some other minimizer apart from the extremal ones
u þ y and u � y) attains the boundary values u0 on a set of positive Hn�1-measure.

� Some minimizer attains the boundary values u0 on more than half the boundary.

5) The infima in Theorem 1.4 are essential infima with respect to Hn�1.
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We stress that at this point we have already obtained a quite accurate description of
(non-)uniqueness and (non-)attainment of the boundary values. In fact—apart from those
already ruled out—every combination of these phenomena may occur; compare Prop-
osition 6.4 and Remark 6.5.

At first glance one might wonder whether there is a counterpart of Theorem 1.4 for
unique minimizers, or in other words for y ¼ 0. While it is not clear what should be a
reasonable analogon of (1.7), one might at least hope that u � u0 still takes values in a
1-dimensional subspace. However, the following example shows that this is not true, and
thus the non-uniqueness assumption in Theorem 1.4 cannot be removed.

Theorem 1.5 (an example of non-attainment). For n ¼ N ¼ 2 consider the annulus

W ¼ fx A R2 : 1 < jxj < 2g

and the boundary datum u0 given by

u0ðxÞ ¼
Mx for jxj ¼ 1;

0 for jxj ¼ 2;

�

where M A R is a constant. Then there is a unique generalized minimizer u of E1 in D and

there holds

sup
W

juje 2

1 � log 2
:

In particular, for jMj > 2=ð1 � log 2Þ the values of u � u0 on qW are not contained in any

1-dimensional subspace of R2.

Theorem 1.5 is a refinement of a well-known example for area minimizing graphs and
will be established in Section 3.2.

1.2. Variational integrals with linear growth. In this subsection we generalize Theo-
rem 1.3 and Theorem 1.4 and restate our results in the setting of (1.1) with a general inte-
grand f . As in Section 1.1 the focus is on the vectorial case N > 1, but nevertheless we be-
lieve that the general form of our results presented here is new and interesting even in the
scalar case N ¼ 1.

Of course, we have to impose growth, coercivity, convexity, and structure conditions
on f . To begin we just suppose that f : RNn ! ½0;yÞ is convex and has linear growth in
the sense of

gjzje f ðzÞeGð1 þ jzjÞ for all z A RNnðH1Þ

with positive constants G and g. Then fixing a Dirichlet class

D ¼ u0 þ W 1;1
0 ðW;RNÞ
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with u0 A W 1;1ðW;RNÞ, we extend the integral F in (1.1) from D to BVðW;RNÞ by letting

FD½w� :¼
Ð
W

f ð‘wÞ dx þ
Ð
W

f y dDsw

djDswj

� �
djDswjð1:8Þ

þ
Ð
qW

f y
�
ðu0 � wÞn nW

�
dHn�1

for w A BVðW;RNÞ. This formula was introduced in [43], [7] (compare [8], [50] for a related
notion of BV -solutions of elliptic equations), nW denotes the outward unit normal vector to
qW (which exists Hn�1-a.e.), and

f yðzÞ :¼ lim
s!y

f ðszÞ
s

for z A RNn

defines the recession function of f which reflects the behavior of f near infinity (see Section
2 for further terminology).

We extend Definition 1.1:

Definition 1.6 (generalized minimizer). Suppose that f is convex with (H1). A func-
tion u A BVðW;RNÞ is called a generalized minimizer of F in D if

FD½u�eFD½w� for all w A BVðW;RNÞ:

Definition 1.7 (minimizing sequence). Suppose that f is convex with (H1). One says
that a sequence ðukÞk AN in D is a minimizing sequence for F in D if there holds

F ½uk� ��!
k!y

inf
D

F :

Next we state a characterization of generalized minimizers as limits of minimizing se-
quences. Basically, the result is well known (compare for instance [43], [7], [46], [5], [6]) but
it seems that a precise proof which covers general integrands and Lipschitz domains has
been written down only recently in [22], [16].

Theorem 1.8 (characterization of generalized minimizers). Suppose that f is convex

with (H1). Then u A BVðW;RNÞ is a generalized minimizer of F in D if and only if there ex-

ists a minimizing sequence ðukÞk AN for F in D such that uk converges to u in L1ðW;RNÞ.
Moreover, one has

inf
BVðW;RN Þ

FD ¼ inf
D

F :ð1:9Þ

For convenience of the reader we outline a proof of Theorem 1.8 in Appendix A. By
Rellich’s theorem in BV every minimizing sequence for F in D has an L1-convergent sub-
sequence. Therefore, as an immediate consequence of Theorem 1.8 we get:

Corollary 1.9 (existence of generalized minimizers). Suppose that f is convex with

(H1). Then there exists a generalized minimizer of F in D and hence the infimum on the

left-hand side of (1.9) is a minimum.
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Now we state our main uniqueness result which will be proved in Section 5. It extends
the L log L-gradient regularity of [15] to all bounded minimizers, instead of only one, and
gives in particular uniqueness of bounded minimizers. The boundedness assumption will be
justified below.

Theorem 1.10 (uniqueness of bounded generalized minimizers). Assume that f is a

C2-integrand which satisfies6) f ð0Þe l, (H1) and

gð1 þ jzjÞ�3j~zzj2 e‘2f ðzÞð~zz; ~zzÞeGð1 þ jzjÞ�1j~zzj2 for all z; ~zz A RNnðH2Þ

with the constants g and G from (H1). Then we have:

Regu lar i ty . Every generalized minimizer u A BVðW;RNÞXLyðW;RNÞ of F sat-

isfies

u A W 1;1ðW;RNÞ and j‘uj logð1 þ j‘uj2Þ A L1
locðWÞ:

Moreover, for every ball B2rðx0ÞHW there holds

Ð
Brðx0Þ

j‘uj logð1 þ j‘uj2Þ dxeC

�
lþ 1

r
sup

B2rðx0Þ

juj
� Ð

B2rðx0Þ
ð1 þ j‘ujÞ dx

with a positive constant C depending only on n, N, g, and G.

Uniquenes s . Whenever u; v A BVðW;RNÞXLyðW;RNÞ are generalized minimizers

of F in D, then there exists a constant y A RN such that u ¼ v þ y holds a.e. on W.

Let us mention that (H2) is a particular case of the m-ellipticity condition

gð1 þ jzjÞ�mj~zzj2 e‘2f ðzÞð~zz; ~zzÞeGð1 þ jzjÞ�1j~zzj2 for all z; ~zz A RNn;ðH2mÞ

where m > 1 is a parameter and g and G are positive constants. This condition allows that
the dispersion (or ellipticity) ratio

Lf ðzÞ :¼
max
j~zzj¼1

‘2f ðzÞð~zz; ~zzÞ

min
j~zzj¼1

‘2f ðzÞð~zz; ~zzÞ
;

a crucial number for matters of regularity, may blow up, when z approaches infinity—
which means that the problem is a degenerate one. Very similar degeneration phenomena
have been studied in terms of Bernstein’s genre ([13], [80]) and in connection with ðp; qÞ-
growth conditions ([57], [58], [59], [72], [33], [19], [34], [35], [60], [76], [77]) and the L log L-
energy ([38], [63], [36]). In all these cases gradient regularity can still be obtained provided
the blow-up is su‰ciently slow. In particular, following previous developments in the
ðp; qÞ-context Bildhauer and Fuchs [14], [20], [15], [16] proposed a quite complete unique-
ness and regularity theory for variational integrals with linear growth and m-ellipticity (H2m)

6) The requirement f ð0Þe l is just imposed in order to record the dependence on f ð0Þ precisely.
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for m < 3 (partially imposing the stronger bound m < ðn þ 2Þ=n; compare also Marcellini
and Papi [60]). The limit case m ¼ 3, however, is of particular interest since it is just
the condition satisfied by the integrands el from Section 1.1 with l > 0 (in fact
LelðzÞA1 þ jzj2). While most of the theory fails in this case, some arguments have been
adapted ([15], [17], [16]) yielding, as a special case, Theorem 1.2. It should be noted that
for m > 3 there is few hope for regularity (compare [23] and Remark C.2), and thus Theo-
rem 1.10 deals with a borderline case.

The arguments employed for uniqueness in the case m < 3 rely on everywhere
C1-regularity for (at least) one minimizer, and momentarily it seems quite hopeless to prove
such a strong regularity assertion in the limit case m ¼ 3. Therefore, we rather base our
proof of Theorem 1.10 on W 1;1-regularity for every minimizer. To this end we basically
follow ideas from [15], but we use Ekeland’s variational principle ([30], [31], [32]) to con-
struct ‘nice’ minimizing sequences near a given minimizer. This approach first appeared in
the context of regularity in [61], [39], [2], but as a novel feature we now apply the principle
in the negative Sobolev space W �1;1. Moreover, we employ a particular regularization pro-
cedure which is motivated by ideas of [26].

Next—as announced above—we will be concerned with the Ly-assumption. If the
integrand has a particular structure, then boundedness of minimizers (or even of certain
minimizing sequences) can be deduced from the boundedness of the boundary values by a
maximum principle; see for instance [29], [33], [15], [21]. For the sake of completeness we
shall discuss relevant versions of such principles in Appendix D. However, in the following
we adopt a somewhat di¤erent strategy and we derive local boundedness by Moser’s itera-
tion technique ([68], [69]) as an interior regularity property of minimizers. This method re-
quires a di¤erent structure condition but allows to remove the Ly-assumption in Theorem
1.10 without imposing a restriction on the boundary data.

Theorem 1.11 (local boundedness of generalized minimizers). Assume that f is a

convex C1-integrand which satisfies f ð0Þe l, (H1) and

½xT‘f ðzÞ� � ½xT z�f�ljxj2 for all z A RNn; x A RNðH3Þ

with a nonnegative constant l. Then every generalized minimizer u A BVðW;RNÞ of F is

locally bounded, i.e., u A Ly
locðW;RNÞ, and it satisfies for each pair Brðx0ÞHBRðx0ÞHW of

concentric balls the estimate

sup
Brðx0Þ

juje C

ðR � rÞn

Ð
BRðx0Þ

½ðR � rÞlþ juj� dx

with a constant C depending only on n, N, g, and G.

Theorem 1.11 will be established in Section 4.

Remark 1.12. In principle, the convexity assumption in Theorem 1.11 is dispens-
able, and—employing an adequate version of Theorem 1.8 ([5], [6], [54])—an extension
to quasiconvex integrands f is possible. Moreover, adopting notions of generalized mini-
mizers as in [75] one might handle even non-quasiconvex situations. However, convexity
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seems to be inevitable for the other results of this paper, and thus we do not further pursue
these generalizations.

We combine Theorem 1.10 and Theorem 1.11 getting (see Section 5.3 for a detailed
proof):

Corollary 1.13 (uniqueness of generalized minimizers). Assume that f is a C2-

integrand which satisfies the assumptions (H1), (H2), and (H3). Then generalized minimizers

of F in D are unique in BVðW;RNÞ up to additive constants. Furthermore, each such mini-

mizer u A BVðW;RNÞ satisfies

u A W 1;1ðW;RNÞ and j‘uj logð1 þ j‘uj2Þ A L1
locðWÞ;

and for every ball B3rðx0ÞHW there holds the estimate

1

rn

Ð
Brðx0Þ

j‘uj logð1 þ j‘uj2Þ dxeC

�
1 þ 1

rn

Ð
B3rðx0Þ

j‘uj dx

�2

with a positive constant C depending only on n, N, g, G, and l.

Next let us discuss the mild structure condition (H3), which can be rewritten in co-
ordinates as

Pn
i¼1

PN
a;b¼1

xa qf

qza
i

ðzÞzb
i x

b
f�ljxj2:

Thus, for N ¼ 1 assumption (H3) reduces to ‘f ðzÞ � zf�l and is automatically satisfied
by Lemma 2.8. This is not surprising since both maximum principles and Ly-regularity are
usually valid in the scalar case without particular hypotheses on the structure of the inte-
grand. In contrast, in the vectorial case it is known by a series of striking examples [28],
[48], [70], [52], [83], [84] that one cannot hope for everywhere regularity, not even for
boundedness of minimizers without some kind of particular structure. A su‰cient struc-
ture for regularity, namely rotational symmetry f ðzÞ ¼ ~ff ðjzjÞ, has first been identified by
Uhlenbeck in connection with the interior C1;a-regularity for minimizers of the p-energies
(1.2); see [85], [42], [3], [51], [60]. However, here we are just interested in boundedness of
minimizers, and thus the weaker structure condition (H3) su‰ces; see Meier [62] for the
first occurrence of a similar lower bound. Another reasonable condition occurring in [29],
[33], [21] is

f ðzÞ ¼ ~ff ðjz1j; jz2j; . . . ; jznjÞ;ð1:10Þ

where zi A RN denotes the ith column of the matrix z A RNn. In our context (1.10) is
interesting since it provides a simple su‰cient criterion for (H3). More precisely, for a
C1-integrand f : RNn ! R we have

f is convex with ð1:10Þ

) f satisfies ð1:10Þ and ~ff : ½0;yÞn ! R is non-decreasing in each argument

) f satisfies ðH3Þ with l ¼ 0:
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To derive some consequences of uniqueness up to constants we shall have a closer
look at the recession function f y. We start noting that in our setting f y is positive on
RNnnf0g, 1-homogeneous, and convex; in other words f y is a norm on RNn. We shall
need an additional assumption which is related to strict convexity of f y. However, since
f y is 1-homogeneous, it can obviously not be strictly convex in the radial directions.
Therefore we use the following concept.

Definition 1.14 (strict convexity of norms). Let m A N. A norm g on Rm is said to be
a strictly convex norm if its unit ball is strictly convex, that is, if equality

gðy1Þ ¼ gðy2Þ ¼ g
�
ly1 þ ð1 � lÞy2

�
¼ 1 with l A ð0; 1Þ; y1; y2 A Rm

already implies

y1 ¼ y2:

In the following it will be convenient to consider for 03 n A Rn the norm
y 7! f yðyn nÞ on RN . We will suppose:

For every 03 n A Rn the mapðH4Þ
y 7! f yðyn nÞ is a strictly convex norm on RN :

We stress that (H4) can in general not be deduced from strict convexity of f (see Remark
3.3). Nevertheless, the following simple criteria justify the introduction of (H4).

Remark 1.15. Suppose that f is convex with (H1). Then (H4) is implied by each of
the following conditions:

� f y itself is a strictly convex norm or

� f satisfies7) the structure condition (1.10).

Next we deal with the remaining assertions of Theorem 1.3 and Theorem 1.4 and we
restate them in a more general context.

Theorem 1.16 (the set of generalized minimizers). Suppose that f is convex with

(H1). Moreover, suppose that generalized minimizers of F in D are unique up to additive con-

stants and that f y satisfies (H4). Then the set of all generalized minimizers of F in D can be

written in the form

fu þ ty : t A ½�1; 1�g

with some constant y A RN and some particular minimizer u.

Theorem 1.16 will be proved in Section 5.4. Moreover, by means of a counterexample
in Section 3.4 we demonstrate that (H4) is indeed mandatory in Theorem 1.16.

7) It su‰ces to require somewhat less, namely that f y instead of f has the structure in (1.10).
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Now we provide a statement about the boundary behavior of non-unique minimizers,
which we will establish in Section 6.

Theorem 1.17 (non-uniqueness and boundary behavior). Suppose that we are in the

situation of Theorem 1.16 with y3 0. Then qW can be decomposed into disjoint subsets

ðqWÞ� and ðqWÞþ such that

uG Jy ¼ u0 Hn�1-a:e: on ðqWÞG

for some function J : qW ! R with

inf
ðqWÞ�

J ¼ inf
ðqWÞþ

J ¼ 1:

Moreover, there holdsÐ
ðqWÞ�

f yð�yn nWÞ dHn�1 ¼
Ð

ðqWÞþ
f yðyn nWÞ dHn�1:ð1:11Þ

Here, the condition (1.11) implies some inequalities for the size of the sets ðqWÞ� and
ðqWÞ�, namely

min
jzj¼1

f yðzÞ

max
jzj¼1

f yðzÞ e
Hn�1

�
ðqWÞ�

�
Hn�1

�
ðqWÞþ

� e max
jzj¼1

f yðzÞ

min
jzj¼1

f yðzÞ ;

but in general the identity (1.11) does not give a more precise information; compare Prop-
osition 6.4. However, imposing another structure condition—which is in some sense the
opposite of (1.10)—we come out with the simple assertion (1.6), which we previously had
in Theorem 1.4.

Remark 1.18. Suppose that we are in the situation of Theorem 1.17 and additionally
assume that f satisfies8) the structure condition

f ðzÞ ¼ ~ff ðjz1j; jz2j; . . . ; jzN jÞ;ð1:12Þ

where za denotes the ath row of the matrix z A RNn. Then there holds

Hn�1
�
ðqWÞ�

�
¼ Hn�1

�
ðqWÞþ

�
¼ 1

2
Hn�1ðqWÞ:ð1:13Þ

Proof. As a consequence of (1.12) the recession function f y can be written as

f yðzÞ ¼ ð ~ff Þyðjz1j; jz2j; . . . ; jzN jÞ:

8) Remark 1.18 still holds if instead of (1.12) for f only the analogous structure condition for f y—as it

occurs in the proof—is required.
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Consequently, we have

f yðGyn nWÞ ¼ ð ~ff Þyðjy1j; jy2j; . . . ; jyN jÞ;

the integrands in (1.11) are both constant with the same value, and (1.11) reduces to (1.13).
r

To finish this introductory exposition let us comment on two problems which seem to
be open even for the model integral E1 in the vectorial case.

The first problem is to determine what can be said—beyond the L log L-regularity
discussed in this paper—about the gradient of a generalized minimizer u of E1. To be
more specific we would like to know whether necessarily j‘uj A L1þe

loc ðWÞ holds for some
e > 0. Indeed, this question seems to be open even for n ¼ N ¼ 2. However, while this is
a delicate problem for E1 and the limit case m ¼ 3 in (H2m), ‘u is known to be Hölder con-
tinuous ([15], [20]) in the case m < 3.

The second issue is boundary regularity of generalized minimizers. The above results
describe the boundary behavior for general domains W and general boundary values u0.
However, imposing additional assumptions on W and u0 one may hope to obtain stronger
results, namely boundary regularity, attainment of the boundary values, and full uni-
queness. For area minimizing graphs in the scalar case N ¼ 1 this program has been
carried out in classical literature; see [66], [67], [81] as well as [46], Chapter 15, and the
references quoted there. It is not clear to us whether these results or the relevant methods
can be extended to the vectorial setting.

2. Notation and preliminaries

We briefly recall our global assumptions, imposed for the whole paper. As already
mentioned in the introduction we fix n;N A N (with nf 2) and by W we always denote a
non-empty, bounded, open, and connected subset of Rn. Moreover, we generally assume
that W has a Lipschitz boundary, that is, for every x A qW there exists a bi-Lipschitz trans-
formation F which maps the unit ball B1 in Rn to a neighborhood of x in such a way that
for y ¼ ðy1; y2; . . . ; ynÞ A B1 one has

yn > 0 , FðyÞ A W;

yn ¼ 0 , FðyÞ A qW;

yn < 0 , FðyÞ B W:

Next we explain some general terminology and then we start collecting a couple of
basic definitions and preliminary results.

Constants. We use various constants which are mostly understood to be positive
and we generally indicate small constants by lowercase letters and large constants by upper-
case letters. In particular, we write c or C for generic, positive constants which may vary
from line to line and need not be the same in any two occurrences.
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Balls, boundary, closure. By Bn
r ðx0Þ we abbreviate the open ball in Rn with center x0

and radius r, that is, Bn
r ðx0Þ ¼ fx A Rn : jx � x0j < rg. The upper index n will mostly be

omitted when the context is unambiguous. Moreover, if S is a set in Rn, then we denote
by qS its topological boundary and by S its closure.

Measures, integration, function spaces, suprema, infima. Our terminology in this re-
gard is mostly in accordance with [6] and some of it is explained after formula (1.3). Here,
we just mention a few additional points: We write w � n for the weighted measure with
weight w and basic measure n, and we define the class Ly

MðW;RNÞ (with a positive constant
M) by letting

Ly
MðW;RNÞ :¼

�
u A LyðW;RNÞ : sup

W

jujeM

�
;ð2:1Þ

where we used sup for the essential supremum with respect to the Lebesgue measure Ln. In
the following we will use inf and sup for essential infima and suprema with respect to either
Ln or Hn�1, depending on the context. Next we state a simple lemma involving the sup-
norm (see for instance [4], Theorem 2.14).

Lemma 2.1. For any Lebesgue-measurable function w : W ! RN there holds

sup
W

jwj ¼ lim
p!y

�Ð
W

jwjp
dx

�1
p

;

where the limit on the right-hand side exists in ½0;y�.

The negative Sobolev space WC1, 1. The negative Sobolev spaces W �1; p with p > 1

are commonly viewed as the dual spaces of W
1; p=ðp�1Þ
0 . In contrast, the space W �1;1 cannot

be approached via duality and rarely occurs in the literature at all. Therefore, we now
briefly review what is relevant for our purposes.

We introduce W �1;1ðW;RNÞ as the collection of all RN-valued distributions T on W
which can be written as

T ¼ w0 þ
Pn
s¼1

qsws

with w0;w1; . . . ;wn A L1ðW;RNÞ. One easily checks that W �1;1ðW;RNÞ is a normed linear
space if we let

kTkW �1; 1ðW;RN Þ :¼ inf
Pn
s¼0

Ð
W

jwsj dx for T A W �1;1ðW;RNÞ;

where the infimum runs over all functions w0;w1; . . . ;wn representing T as before.

To see that W �1;1ðW;RNÞ is complete and thus a Banach space we argue as follows.
We consider the linear map

P : ½L1ðW;RNÞ�1þn ! W �1;1ðW;RNÞ; ðw0;w1; . . . ;wnÞ 7! w0 þ
Pn
s¼1

qsws
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and its factorial map

J : ½L1ðW;RNÞ�1þn=ker P ! W �1;1ðW;RNÞ:

From the above definition of W �1;1 we then infer that J is onto and isometric9). Hence
W �1;1ðW;RNÞ is isometrically isomorphic to ½L1ðW;RNÞ�1þn=ker P. The latter space is a
factor space of Banach spaces and thus is again a Banach space; see [89], Chapter I.11. In
conclusion, W �1;1ðW;RNÞ is complete.

Moreover, we record the following inequalities for w A L1ðW;RNÞ which are immedi-
ate by the above definition of W �1;1 and its norm:

kwkW �1; 1ðW;RN Þe
Ð
W

jwj dx;ð2:2Þ

kqswkW �1; 1ðW;RN Þe
Ð
W

jwj dx:ð2:3Þ

The space BV of functions of bounded variation. The space BVðW;RNÞ is of sub-
stantial importance for this paper. By definition a function w A L1ðW;RNÞ is in
BVðW;RNÞ if the distributional derivative of w can be represented by a finite Radon
measure, which we then call Dw. Moreover, by Dsw we denote the singular part in the
Lebesgue decomposition of Dw with respect to Ln and we write ‘w for the density of the
absolutely continuous part. We refer—once more—to [6] for further information and pro-
ceed recalling the notion of strict convergence.

Definition 2.2 (strict convergence of measures and BV -functions). Consider a se-
quence ðmkÞk AN of finite Rm-valued Radon measures on W and a finite Rm-valued Radon
measure m on W. We say that mk converges strictly to m on W if mk converges weakly-� to m

on W and if additionally there holds

jmkjðWÞ ��!
k!y

jmjðWÞ:

Moreover, we say that a sequence ðwkÞk AN in BVðW;RNÞ converges strictly to some
w A BVðW;RNÞ if it converges in L1ðW;RNÞ and if moreover Dwk converges strictly to Dw

in the sense of measures.

The next lemma on approximations in BV is similar to lemmas in [9], [10], [8]. The
precise statement is taken from [16], Lemma B.1.

Lemma 2.3. For each u A BVðW;RNÞ there exists a sequence ðwkÞk AN in

W 1;1ðW;RNÞ with the following properties:

� Each wk coincides with u on qW in the sense of trace.

� wk converges to u in L1ðW;RNÞ.

9) The factor space ½L1ðW;RNÞ�1þn=ker P is endowed with the quotient norm.
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� ðLn;DwkÞ converges strictly to ðLn;DuÞ in the sense of RNnþ1-valued measures

on W.

The recession function. For a convex function f : Rm ! ½0;yÞ the recession func-
tion f y of f is defined by

f yðzÞ :¼ lim
s!y

f ðszÞ
s

for z A Rm:ð2:4Þ

Here, by the convexity of f the expression
f ðszÞ � f ð0Þ

s
is non-decreasing in s; thus the

limit in (2.4) always exists in ½0;y�, satisfies

f yðzÞf f ðzÞ � f ð0Þ;ð2:5Þ

and f y is a well-defined, 1-homogeneous function Rm ! ½0;y� with possibly infinite val-
ues. Moreover, from the convexity of f it follows that f y is lower semicontinuous and
convex. If f satisfies the right-hand inequality in (H1), then f y is finite-valued, and if f

additionally satisfies the left-hand inequality in (H1), then f y is positive on Rmnf0g and
defines a norm on Rm.

(Semi-)Continuity. Next we recall the (semi-)continuity theorem of Reshetnyak [73],
which is a main ingredient in the proof of Theorem 1.8.

Theorem 2.4. Consider a sequence ðmkÞk AN of finite Rm-valued Radon measures on W
which converges weakly-� to a finite Rm-valued Radon measure m on W. Moreover, assume

that all measures mk and m take values10) in some closed convex cone K in Rm.

Semicon t inu i ty par t . If f : K ! ½0;y� is a lower semicontinuous, convex, and

1-homogeneous function, then there holds

Ð
W

f
dm

djmj

� �
djmje lim inf

k!y

Ð
W

f
dmk

djmkj

� �
djmkj:

Cont inu i ty par t . If mk converges strictly to m on W and f : K ! ½0;yÞ is continu-

ous and 1-homogeneous, then there holds

Ð
W

f
dm

djmj

� �
djmj ¼ lim

k!y

Ð
W

f
dmk

djmkj

� �
djmkj:

Proof. The claims follow from Theorem 2.38 and Theorem 2.39 in [6] once one ex-
tends f to all of Rm preserving the above assumptions. For the semicontinuity part such an
extension is obtained by letting f 1y outside K; for the continuity part one extends f as a
continuous, 1-homogeneous function. r

10) By definition m takes values in K if mðBÞ A K holds for every Borel subset B of W. In this case the den-

sity
dm

djmj also takes values in K .
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Remark 2.5. Following [43] in our applications of Theorem 2.4 we will mostly con-
sider the function f : K ! ½0;y� defined on the half-space K ¼ ½0;yÞ � RNn by

f ðt; zÞ :¼ tf ðz=tÞ for t > 0;

f yðzÞ for t ¼ 0;

�
ð2:6Þ

where f : RNn ! ½0;yÞ is the integrand in (1.1). If f is convex, then f is well-defined,
lower semicontinuous, convex, and 1-homogeneous and moreover for all w A BVðW;RNÞ
there holds

Ð
W

f
dðLn;DwÞ

djðLn;DwÞj

� �
djðLn;DwÞj ¼

Ð
W

f ð‘wÞ dx þ
Ð
W

f y dDsw

djDswj

� �
djDswj:ð2:7Þ

Consequently, the semicontinuity part of Theorem 2.4 applies to the functional in (2.7) and
a sequence ðwkÞk AN in BVðW;RNÞ if Dwk converges weakly-� in the sense of measures. If
additionally (H1) holds, then f is finite-valued and continuous. Thus, also the continuity
part of Theorem 2.4 applies if ðLn;DwkÞ converges strictly in the sense of measures as in
Lemma 2.3.

Next we state another semicontinuity result, tailored out for an application in Section
5.1, which we derive as a particular case of Theorem 2.4.

Lemma 2.6. Let p > 1 and suppose that f : RNn ! ½0;yÞ is a convex function such

that

f ðzÞf gjzjp
for all z A RNn

with some positive constant g. Moreover, suppose that g : RN ! ½0;yÞ is a lower semicontin-

uous function and that u0 A W 1; pðW;RNÞ is given, and let Dp :¼ u0 þ W
1; p
0 ðW;RNÞ. Then

the functional F : W �1;1ðW;RNÞ ! R defined by

F ½w� :¼

Ð
W

f ð‘wÞ dx þ
Ð
W

gðwÞ dx for w A Dp;

y for w A W �1;1ðW;RNÞnDp

8<:
is lower semicontinuous with respect to convergence in the norm of W �1;1ðW;RNÞ.

Proof. It su‰ces to prove F ½w�e lim
k!y

F ½wk� whenever wk A Dp converges to

w A W �1;1ðW;RNÞ and lim
k!y

F ½wk� exists in ½0;yÞ. In this situation we exploit the lower

bound on f to deduce that ð‘wkÞk AN is bounded in L pðW;RNnÞ. By Poincaré’s inequality

ðwkÞk AN is bounded in W 1; pðW;RNÞ, and a subsequence ðwkl
Þl AN converges weakly in

W 1; pðW;RNÞ. The limit with respect to this convergence must be w, and since Dp is weakly
closed in W 1; pðW;RNÞ, also w is in Dp. Passing to another subsequence we may assume
convergence wkl

! w a.e., and moreover it follows that Dwkl
converges to Dw weakly-� in

the sense of measures on W. Thus we may apply the semicontinuity part of Theorem 2.4 as
explained in Remark 2.5 (note that in the present situation the involved measures are abso-
lutely continuous and thus the last term in (2.7) vanishes) and Fatou’s lemma getting
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F ½w� ¼
Ð
W

f ð‘wÞ dx þ
Ð
W

gðwÞ dx

e lim inf
l!y

Ð
W

f ð‘wkl
Þ dx þ lim inf

l!y

Ð
W

gðwkl
Þ dxe lim

k!y
F ½wk�: r

Convex integrands. Next we deal with elementary properties of convex integrands f .
We state two lemmas which provide upper and lower bounds for ‘f . The first lemma is a
particular case of [47], Lemma 5.2.

Lemma 2.7. Suppose that f : Rm ! ½0;yÞ is a convex function with

f ðzÞeGð1 þ jzjÞ for all z A Rm:

Then f is Lipschitz continuous on Rm. In particular, if f is C1, then there holds

j‘f ðzÞjeC for all z A Rm

with a constant C depending only on m and G.

Lemma 2.8. Suppose that f : Rm ! ½0;yÞ is a convex C1-function with f ð0Þe l

and

f ðzÞf gjzj for all z A Rm:

Then there holds

‘f ðzÞ � zf gjzj � l for all z A Rm:

Proof. By the convexity of f we have

lf f ð0Þf f ðzÞ � ‘f ðzÞ � zf gjzj � ‘f ðzÞ � z

for all z A Rm and the claim follows. r

A lemma about generalized minimizers and Dirichlet classes. As discussed above gen-
eralized minimizers need not attain prescribed boundary values. The next lemma states that
if we move the prescribed boundary values towards the trace of a generalized minimizer,
then the minimizing property is preserved. In particular, generalized minimizers are always
minimizing with respect to their own boundary values.

Lemma 2.9. For u0; ~uu0 A W 1;1ðW;RNÞ we consider the Dirichlet classes

D ¼ u0 þ W
1;1
0 ðW;RNÞ and ~DD ¼ ~uu0 þ W

1;1
0 ðW;RNÞ;

and we suppose that f : RNn ! ½0;yÞ is convex with (H1). If u is a generalized minimizer

of F in ~DD and

u0ðxÞ is a convex combination of uðxÞ and ~uu0ðxÞ for Hn�1-a:e: x A qW;ð2:8Þ

then u is also a generalized minimizer of F in D.
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Proof. By (2.8) the three vectors ~uu0 � u, ~uu0 � u0, and u0 � u point in the same direc-
tion, and thus by the 1-homogeneity of f y we have

f y
�
ð~uu0 � uÞn nW

�
¼ f y

�
ð~uu0 � u0Þn nW

�
þ f y

�
ðu0 � uÞn nW

�
Hn�1-a:e: on qW:

Using this together with the minimality of u in ~DD we get for any w A BVðW;RNÞ

FD½u� ¼ F
~DD½u� þ

Ð
qW

	
f y
�
ðu0 � uÞn nW

�
� f y

�
ð~uu0 � uÞn nW

�

dHn�1

eF
~DD½w� �

Ð
qW

f y
�
ð~uu0 � u0Þn nW

�
dHn�1

¼ FD½w� þ
Ð
qW

	
f y
�
ð~uu0 � wÞn nW

�
� f y

�
ðu0 � wÞn nW

�
� f y

�
ð~uu0 � u0Þn nW

�

dHn�1:

By the convexity of f y the integrand in the last integral is nonpositive, and thus u is also
minimizing in D. r

A comparison principle. Now we come to a comparison principle which incorporates
boundary integrals as in (1.8). The principle will only be used in Section 3.3 and we restrict
ourselves to a plain version which is su‰cient for our needs.

Lemma 2.10. Let N ¼ 1. Consider u0; v0 A W 1;1ðWÞ and assume that f : Rn ! ½0;yÞ
is strictly convex. Moreover, suppose that u A W 1;1ðWÞ and v A W 1;1ðWÞ minimize the scalar

integrals Ð
W

f ð‘wÞ dx þ
Ð
qW

ju0 � wj dHn�1 and
Ð
W

f ð‘wÞ dx þ
Ð
qW

jv0 � wj dHn�1;

respectively, among all w A W 1;1ðWÞ, and that v � u is not constant. Then we have the

comparison principle

u0 f v0 Hn�1-a:e: on qW ) uf v Ln-a:e: in W:

Proof. We first note that
Ð
W

f ð‘uÞ dx and
Ð
W

f ð‘vÞ dx are finite as one can see com-

paring u and v with the zero function. This observation justifies the following computations
involving these integrals.

We assume for contradiction that u0 f v0 holds on qW but that

A :¼ fx A W : uðxÞ < vðxÞg

has positive Ln-measure. Then we exploit the minimality of u and v: We compare u with

~uu :¼ u þ maxfu; vg
2

A W 1;1ðWÞ and v with ~vv :¼ minfu; vg þ v

2
A W 1;1ðWÞ, and we use the

fact that the integrals over WnA cancel out. By this reasoning we find

131Beck and Schmidt, On the Dirichlet problem for variational integrals in BV

Bereitgestellt von | Universitaetsbibliothek Augsburg
Angemeldet

Heruntergeladen am | 04.02.19 08:18



Ð
A

f ð‘uÞ dx þ
Ð
qW

ju0 � uj dHn�1
e
Ð
A

f ‘
u þ v

2

� �
dx þ

Ð
qW

ju0 � ~uuj dHn�1;

Ð
A

f ð‘vÞ dx þ
Ð
qW

jv0 � vj dHn�1
e
Ð
A

f ‘
u þ v

2

� �
dx þ

Ð
qW

jv0 � ~vvj dHn�1:

With A also fx A A : ‘uðxÞ3‘vðxÞg has positive Ln-measure (otherwise maxfv � u; 0g
would equal a positive constant on W, which contradicts our assumption). Taking into ac-
count the strict convexity of f we thus have

2
Ð
A

f ‘
u þ v

2

� �
dx <

Ð
A

f ð‘uÞ dx þ
Ð
A

f ð‘vÞ dx:

Combining the previous three inequalities we come out with an inequality containing only
boundary integrals, namelyÐ

qW

½ju0 � uj þ jv0 � vj� dHn�1 <
Ð
qW

½ju0 � ~uuj þ jv0 � ~vvj� dHn�1:ð2:9Þ

Now we introduce ~AA :¼ fx A qW : uðxÞe vðxÞg. We recall the definitions11) of ~uu and ~vv, and

we use u0 f v0 and ue v on ~AA. Distinguishing the three cases
u þ v

2
e v0, v0 <

u þ v

2
< u0,

and u0 e
u þ v

2
one verifies

ju0 � ~uuj þ jv0 � ~vvj ¼ u0 �
u þ v

2

���� ����þ v0 �
u þ v

2

���� ����e ju0 � uj þ jv0 � vj on ~AA:ð2:10Þ

Furthermore, the definitions of ~uu and ~vv also give

ju0 � ~uuj þ jv0 � ~vvj ¼ ju0 � uj þ jv0 � vj on qWn ~AA:ð2:11Þ

Since (2.10) and (2.11) are not compatible with (2.9), we have reached a contradiction.
Thus, we must have LnðAÞ ¼ 0 and we have established the claim. r

Ekeland’s variational principle. Finally, we restate the famous variational principle
from [30], [31], [32] which plays an important role in the proofs of our uniqueness results.

Lemma 2.11. Suppose that X is a complete metric space, endowed with metric d, and

that F : X ! ½0;y� is a lower semicontinuous functional with inf
X

F < y. If for some e > 0
and some u A X there holds

F ½u�e inf
X

F þ e;

then there is a v A X such that

dðu; vÞe
ffiffi
e

p
;

F ½v�eF ½w� þ
ffiffi
e

p
dðv;wÞ for all w A X :

11) In the proof of Lemma 2.10—as in the whole paper—we have suppressed an explicit notation for

the continuous linear trace operator T . However, it should be noted that working with ~uu on qW we are implicitly

using T maxfu; vg ¼ maxfTu;Tvg on qW. To establish this equality one first proves T ju � vj ¼ jTðu � vÞj
(approximating u � v with continuous functions on W) and then writes 2 maxfu; vg ¼ u þ v þ ju � vj.
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A Young type inequality. The following inequality can be interpreted as a Young
inequality in terms of N-functions. We state a particular version which is adapted to our
needs in Section 5.

Lemma 2.12. For all t A ½0;yÞ and s A R there holds

sð1 þ tÞe t logð1 þ t2Þ þ expðsÞ:

Proof. Fixing t we have by standard calculus

max
s AR

½sð1 þ tÞ � expðsÞ� ¼ ð1 þ tÞ logð1 þ tÞ � ð1 þ tÞ

e t logð1 þ tÞ � 1e t logð1 þ t2Þ: r

3. Various examples

3.1. Examples of integrands. In this subsection we discuss two classes of integrands.

The first class of examples is the 2-parameter family of integrands given by

fl;pðzÞ :¼ ½1 þ ðl2 þ jzj2Þ
p

2 �
1
p for z A RNn;

where pf 1 and lf 0 are the parameters. We start recording that the model integrands el
from Section 1.1 are included in this family, precisely the relation is given by

fl;1 ¼ 1 þ el and fl;2 ¼ e ffiffiffiffiffiffiffiffi
1þl2

p :

It is easily checked that fl;p is C2 (in the case l ¼ 0, 1 < p < 2 only away from 0)
and convex with (H1). Moreover, it is rotationally symmetric and thus satisfies all the rele-
vant structure conditions discussed in Section 1.2, that is the conditions (1.10), (1.12), and
in particular (H3). Additionally, we have ð fl;pÞyðzÞ ¼ jzj and thus (H4) is also available
(compare Remark 1.15).

Hence, it remains to discuss the assumption (H2) which is the limit case m ¼ 3 of the
m-ellipticity condition (H2m). In fact, it can be checked by elementary computations that
fl;p satisfies (H2m) with

m ¼ p þ 1 if p > 1; l > 0 or p ¼ 2;

3 if p ¼ 1; l > 0:

�
The main results of Section 1.2 are valid for me 3 and thus they cover fl;p for 1e pe 2,
l > 0 and for p ¼ 2, l ¼ 0. However, for m < 3 the results of Theorem 1.10 (and actually
even C1;a-regularity) were already known from [15] and thus the most interesting feature
of the present paper is the inclusion of the limit case m ¼ 3 and the integrands el from
Section 1.1.
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We believe that the remaining cases l ¼ 0, p3 2 are of some interest though the re-
spective integrands

f0;pðzÞ ¼ ð1 þ jzjpÞ
1
p

do not fulfil the condition (H2m) for any value of m, essentially due to the degenerate resp.
singular behavior of f0;p at the origin. For this reason most results in this paper—with the
exception of Theorem 1.11—do not apply to these integrands, which we plan to investigate
in the forthcoming paper [12].

Even though the integrands fl;p (and in particular el) provide the main motivation
for the present paper, this family of examples is quite limited. In particular, as remarked
above all the integrands fl;p have the same recession function. We take this as a moti-
vation to provide a second class of examples. Basically, we will prescribe an arbitrary
1-homogeneous and convex function g and construct a suitable m-elliptic integrand f

with f y ¼ g. We believe that this construction might be of some independent interest
but in particular we have the following two applications in mind. On the one hand we
deduce that the convexity assumption (H4) for f y is independent from (H1) and (H2m)
and cannot be concluded from the strict convexity of f (Remark 3.3). On the other hand
the construction will be useful for the example in Section 3.4 below.

Next let us supply the precise12) statements.

Proposition 3.1. Suppose that g is a norm on Rm and m > 1 is given. Then there exists

a smooth convex function f : Rm ! ½0;yÞ with (H1), ‘f ð0Þ ¼ 0,

f y ¼ g;

and such that the left-hand inequality in (H2m) holds. In the case m > 2 we may additionally

achieve f f g. Moreover, if g has one (or both) of the following additional properties, then f

may be chosen such that it has the corresponding property (or properties):

� g is even in one of its variables ˆ f is even in the same variable.

� g is locally C1;1 on Rmnf0g ˆ f satisfies the right-hand inequality in (H2m).

Remark 3.2. The requirement m > 2 in Proposition 3.1 will have consequences in
Sections 3.3 and 3.4 (see in particular the proof of Lemma 3.13 and Remark 3.15) and is
in fact optimal in the following sense: There exists no C2-function f on Rm with f f f y

such that the left-hand inequality in (H2m) holds with me 2.

The last claim can be proved elementarily. Nevertheless, we briefly sketch the argu-
ment since—in our opinion—it is not completely straightforward:

12) Some of the following statements will be provided for an arbitrary Euclidean space Rm instead of RNn.

When we write (H1) or (H2) in this context we refer—of course—to the respective conditions for z; ~zz A Rm instead

of z; ~zz A RNn.
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Proof of the non-existence claim in Remark 3.2. It su‰ces to deal with the case
m ¼ 2, m ¼ 1 (restricting f to lines through the origin). We consider the auxiliary function

hðtÞ :¼ t arctan t � 1

2
logð1 þ t2Þ;

the reason for this choice being h 00ðtÞ ¼ 1=ð1 þ t2Þ. If f satisfies the left-hand inequality in
(H2m) with m ¼ 2, then f 00 f gh 00 holds for some g > 0, and f � gh is convex. In particular,
for s; t A R it follows that

ð f � ghÞðsÞ þ ð f � ghÞ0ðsÞðt � sÞe ð f � ghÞðtÞ:

Dividing by t and passing t ! y we come out with

f 0ðsÞe f yð1Þ þ gh 0ðsÞ � g
p

2
:

Integrating the last inequality with respect to s yields

f ðsÞe f ð0Þ þ sf yð1Þ þ ghðsÞ � g
p

2
s

e f ð0Þ þ f yðsÞ � g

2
logð1 þ s2Þ

for all sf 0. Choosing s su‰ciently large we see that f f f y does not hold. r

Remark 3.3. Proposition 3.1 can be used to construct a smooth integrand f such
that (H1) and (H2m) hold, but (H4) still fails. To this end the proposition is applied with a

suitable non-strictly convex norm such as gðzÞ ¼
PN
a¼1

jzaj for m ¼ Nn and N > 1.

However, a structure assumption on g yields (H3) and (H4):

Proposition 3.4. In the case m ¼ Nn the list of additional properties in Proposition 3.1
may be extended by the following two points:

� g has the structure in (1.10) ˆ f satisfies (1.10) (and thus (H3) and (H4)).

� g has the structure in (1.12) ˆ f satisfies (1.12).

Then the construction of Proposition 3.1 is possible in such a way that any combination

of properties of g from this extended list leads to the corresponding properties of f .

The proof of Proposition 3.1 and Proposition 3.4 is based on the following lemma.
Indeed, the assertion in the lemma is quite plausible, but we include its proof for the sake
of completeness.
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Lemma 3.5. Suppose that g is a norm on Rm. Then there exists a smooth convex func-

tion f� : R
m ! ½0;yÞ with ð f�Þy ¼ g and f� f g such that ‘f�ð0Þ ¼ 0 holds and ‘2f�ð0Þ is

positive. Moreover, we may achieve additional properties as indicated in the following:

� g is even in one of its variables ˆ f� is even in the same variable.

� g is locally C1;1 on Rmnf0g ˆ f� satisfies the right-hand inequality in (H2m).

Proof. We start by introducing the positive numbers

a :¼ min
jxj¼1

gðxÞ and A :¼ max
jxj¼1

gðxÞ;

and we write Co h for the convex envelope of the auxiliary function h : Rm ! ð0;yÞ which
is given by

hðxÞ :¼
gðxÞ if jxjf 1;

a

2
þ A2

2a
jxj2 if jxj < 1:

8><>:
Now we prove that Co h equals h outside the unit ball. We first observe

gðxÞeAjxje a

2
þ A2

2a
jxj2.

Thus we have ge h on Rm and by the properties of the convex envelope we deduce
geCo he h on Rm which gives the equality Co h ¼ g outside the unit ball B1. Next
we prove that Co h is a paraboloid near 0. To this end we consider e A ð0; 1=2Þ and
pe : R

m ! ð0;yÞ defined as

peðxÞ :¼

a

2
þ 2A2e2

a
þ 2A2e

a
ðjxj � 2eÞ if jxjf 2e;

a

2
þ A2

2a
jxj2 if jxje 2e:

8>>><>>>:
We note that pe is constructed from the convex, increasing function t 7! a

2
þ A2

2a
t2 on

the half-line ½0;yÞ, linearizing it for tf 2e and then rotating it. Thus, pe is convex,
peðxÞe hðxÞ for jxj < 1, and peðxÞ ¼ hðxÞ for jxje 2e. Let us fix e (depending only on a

and A) small enough that

a

2
þ 2A2e2

a
þ 2A2e

a
ð1 � 2eÞe a and

2A2e

a
e a

hold. Now (by the first smallness condition) we have peðxÞe ae gðxÞ for jxj ¼ 1 and then
(by the second one)

peðxÞ ¼ peðx=jxjÞ þ
2A2e

a
ðjxj � 1Þe gðx=jxjÞ þ aðjxj � 1Þe gðxÞ ¼ hðxÞ
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for jxjf 1. All in all we find pe e h on Rm and using the properties of the convex envelope
again we infer pe eCo he h on Rm. Recalling peðxÞ ¼ hðxÞ for jxje 2e we deduce that
Co h and pe coincide on B2e.

Finally, we define f� as the mollification of Co h with smoothing radius e, that is,

f�ðxÞ :¼
Ð
Rm

Co hðx � eyÞhðyÞ dy ¼
Ð
Rm

heðx � yÞCo hðyÞ dy;

where h is a (usual) smooth, symmetric mollifying kernel, compactly supported in B1, and
heðxÞ :¼ e�mhðx=eÞ. Since convexity is preserved under mollification, f� is convex. More-
over, by Jensen’s inequality there holds

f�ðxÞfCo h

� Ð
Rm

ðx � eyÞhðyÞ dy

�
¼ Co hðxÞf gðxÞ

and for x3 0 and sg 1 we have

f�ðsxÞ
s

¼ 1

s

Ð
B1

gðsx � eyÞhðyÞ dy ¼
Ð

B1

gðx � ey=sÞhðyÞ dy ��!
s!y

gðxÞ;

which means ð f�Þy ¼ g. Next, computing the mollification of Co h ¼ pe near 0 explicitly

we get ‘f�ð0Þ ¼ 0 and ‘2f�ð0Þ ¼
A2

a
Im, where Im denotes the ðm � mÞ-unit matrix.

The claim about even dependence on the variables is obvious.

Finally, if g is locally C1;1, then by 1-homogeneity there holds13) j‘2gðzÞjeCjzj�1.
Now, since ‘2f� is smooth and coincides near infinity with the mollification of ‘2g, we
deduce

‘2f�ðzÞeCð1 þ jzjÞ�1

as claimed. r

Proof of Proposition 3.1. Denote by f� the function constructed in Lemma 3.5. Now
we let fkðzÞ :¼ k½ f�ðz=kÞ � f�ð0Þ� for all k A N and evidently fk is convex with fkð0Þ ¼ 0,
‘fkð0Þ ¼ 0, and ð fkÞy ¼ g. By (2.5) we thus have 0e fk e g on Rm. Next we set

zðmÞ :¼
Py
k¼1

k�m and

f :¼ M þ 1

zðmÞ
Py
k¼1

k�mfk;ð3:1Þ

where M f 0 will be chosen below. Then f is convex with f ð0Þ ¼ M, ‘f ð0Þ ¼ 0. We note
that on the one hand there hold M e f eM þ g and thus f y e g on Rm, and on the other

13) By Rademacher’s theorem ‘2gðzÞ exists for Lm-a.e. z A Rm.
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hand f y
f

1

zðmÞ
PK
k¼1

k�mð fkÞy ¼ 1

zðmÞ
PK
k¼1

k�mg is valid on Rm for every K A N. In conclu-

sion we thus find f y ¼ g on Rm as claimed. Moreover, computing the lth derivative of the
series in (3.1) term by term, we end up with another series which can locally be majorized

by
Py
k¼1

k1�l�m and thus converges locally uniformly for every l A N. Consequently, the limit

function f has a continuous lth derivative for every l A N and is smooth on Rm. Next, let
us derive the left-hand inequality in (H2m). We first observe that there exists an e > 0 such
that

‘2f�ðzÞð~zz; ~zzÞf ej~zzj2 for all z with jzj < e:ð3:2Þ

Then for an arbitrary z we choose k0 A N such that ðk0 � 1Þee jzj < k0e and find

‘2f ðzÞð~zz; ~zzÞf 1

zðmÞ
Py
k¼1

k�m‘2fkðzÞð~zz; ~zzÞf
1

zðmÞ
Py

k¼k0

k�1�m‘2f�ðz=kÞð~zz; ~zzÞ

f
ej~zzj2

zðmÞ
Py

k¼k0

k�1�m
f

ej~zzj2

zðmÞ
Ðy
k0

t�1�m dt ¼ ej~zzj2

zðmÞm k
�m
0

f cðe; mÞð1 þ jzjÞ�mj~zzj2:

Thus, we have established the left-hand side of (H2m). In order to derive (H1) we recall

f ð0Þ ¼ M f 0 and ‘f ð0Þ ¼ 0, and we moreover note that ‘2f ðxÞðz; zÞf 1

zðmÞ‘
2f�ðxÞðz; zÞ

holds by (3.1) and the convexity of fk. From these properties and (3.2) we get

f ðzÞf 1

zðmÞ
Ð1
0

Ð1
0

‘2f�ðstzÞ ds t dtðz; zÞ

f
e

zðmÞ
Ð1
0

Ðejzj
0

ds t dtjzj2 f e2

2zðmÞ jzj for jzjf e:

Thus, choosing M f
e3

2zðmÞ we have f ðzÞf e2

2zðmÞ jzj for all z A Rm and the left-hand side

of (H1) holds. Moreover, the right-hand side of (H1) follows from f eM þ g and the
1-homogeneity of g. Finally, we exploit the inequality f�f g from Lemma 3.5. Recalling
the above definitions of fk, f , and zðmÞ and invoking the 1-homogeneity of g, we thus get

f ðzÞfM þ 1

zðmÞ
Py
k¼1

k�mk½gðz=kÞ � f�ð0Þ� ¼ M þ gðzÞ � f�ð0Þ
zðmÞ

Py
k¼1

k1�m:

In the case m > 2 the last sum converges and thus enlarging M if necessary we arrive at
f f g.

The even dependence on certain variables is preserved through the construction.
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Finally, if g is locally C1;1 on Rmnf0g, then Lemma 3.5 gives j‘2f�ðzÞjeCð1þ jzjÞ�1.
Tracing the consequences of this bound we infer first

j‘2fkðzÞjeCðk þ jzjÞ�1
eCð1 þ jzjÞ�1

and then

j‘2f ðzÞjeCð1 þ jzjÞ�1;

with the same constant C in all these conditions. r

Lemma 3.6. Suppose that a function g on RNn has both structures, the one from (1.10)
and the one from (1.12). Then g is rotationally symmetric, i.e., gðzÞ depends only on jzj.

Proof. By assumption we have

gðzÞ ¼ ~ggðjz1j; jz2j; . . . ; jznjÞ ¼ ~~gg~ggðjz1j; jz2j; . . . ; jzN jÞ:ð3:3Þ

Plugging a matrix z A RNn with z1 ¼ x A ½0;yÞn and z2 ¼ z3 ¼ � � � ¼ zN ¼ 0 into (3.3) we
deduce ~ggðx1; x2; . . . ; xnÞ ¼ ~~gg~ggðjxj; 0; . . . ; 0Þ. We hence get

gðzÞ ¼ ~ggðjz1j; jz2j; . . . ; jznjÞ ¼ ~~gg~ggðjzj; 0; . . . ; 0Þ for all z A RNn: r

Proof of Proposition 3.4. We will deal with the case that g satisfies (1.10) omitting
the treatment of (1.12), which is completely analogous. Moreover, the case that g satis-
fies both conditions, (1.10) and (1.12), will not be discussed in detail since exploiting
Lemma 3.6 it can be treated by simplified versions of the following arguments.

We introduce the abbreviation Sz for ðjz1j; . . . ; jznjÞ (note jSzj ¼ jzj) and write down
(1.10) for g, that is,

gðzÞ ¼ ~ggðSzÞ

for some function ~gg, first defined on ½0;yÞn. After extending ~gg to all of Rn as an even func-
tion in each of its n variables we apply Proposition 3.1 (with m ¼ n) to ~gg. We come out with
a smooth convex function ~ff : Rn ! ½0;yÞ, even in all of its variables, satisfying ‘ ~ff ð0Þ ¼ 0
and ~ff y ¼ ~gg, and such that (H1) and (H2m) hold for ~ff . We define f by letting

f ðzÞ :¼ ~ff ðSzÞ:

Obviously f has the structure (1.10), but since we have modified the above construction we
still need to check that all the properties in Proposition 3.1 carry over from ~ff to f . It is easy
to see from the corresponding properties of ~ff that f is convex and satisfies ‘f ð0Þ ¼ 0,

f y ¼ g, and (H1). Moreover, in the case m > 2 by Proposition 3.1 we may achieve ~ff f ~gg,
and obviously this gives f f g. In order to deal with the derivatives of f let us make two
observations: Primarily, since ~ff is even, q i ~ff ðSzÞ vanishes for zi ¼ 0; secondly, as a con-
sequence, for j 3 i also q iq j ~ff ðSzÞ ¼ q jq i ~ff ðSzÞ vanishes for zi ¼ 0. Starting from the fact
that ~ff is smooth and even in all variables, one can then check that f has continuous deriv-
atives of any order, even near those points z with zi ¼ 0. (In particular for the second
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derivatives this can be seen from (3.5) keeping the preceding observations in mind.) Hence,
f is smooth. Next we will verify (H2m) for f . By (H2m) for ~ff we have

q i ~ff ðSzÞ ¼
Ðjzij

0

q iq i ~ff ðjz1j; . . . ; jzi�1j; t; jziþ1j; . . . ; jznjÞ dtf cð1 þ jzjÞ�mjzijð3:4Þ

for all z A RNn. Now let us compute the second derivatives of f in terms of ~ff . We find

q2f

qza
i qz

b
j

ðzÞ ¼ q iq j ~ff ðSzÞ � dij

jzij
q i ~ff ðSzÞ

� 

za

i z
b
j

jzij jzjj
þ dijd

ab

jzij
q i ~ff ðSzÞ:ð3:5Þ

Using (H2m) for ~ff and (3.4) we see

‘2f ðzÞð~zz; ~zzÞ ¼
Pn

i; j¼1

q iq j ~ff ðSzÞ zi � ~zzi

jzij
zj � ~zzj

jzjj
þ
Pn
i¼1

q i ~ff ðSzÞ jzij2j~zzij2 � ðzi � ~zziÞ2

jzij3

f cð1 þ jzjÞ�mPn
i¼1

ðzi � ~zziÞ2

jzij2
þ cð1 þ jzjÞ�mPn

i¼1

jzij2j~zzij2 � ðzi � ~zziÞ2

jzij2

¼ cð1 þ jzjÞ�mj~zzj2

and we have verified the left-hand inequality in (H2m) for f .

Finally, we discuss the interaction of (1.10) with the additional properties of Prop-
osition 3.1. In fact, the claims about even dependence on the variables are trivial, and im-
posing the C1;1-assumption on g we argue as follows to derive the corresponding property

of f . Under the C1;1-assumption Proposition 3.1 gives the right-hand side of (H2m) for ~ff .
Integrating as in (3.4) we find the upper bound

q i ~ff ðSzÞeC
jzij

1 þ jðz1; . . . ; zi�1; ziþ1; . . . ; znÞj
:ð3:6Þ

We distinguish the cases of jzij greater and not greater than 1 þ jðz1; . . . ; zi�1; ziþ1; . . . ; znÞj.
Using Lemma 2.7 in the first situation and (3.6) in the second one we come out, for all
z A RNn, with the inequality

q i ~ff ðSzÞeC
jzij

1 þ jzj :ð3:7Þ

Now we use (H2m) for ~ff and (3.7) on the right-hand side of (3.5). Keeping in mind that
q i ~ff ðSzÞf 0 we get

‘2f ðzÞð~zz; ~zzÞe
Pn

i; j¼1

q iq j ~ff ðSzÞ zi � ~zzi

jzij
zj � ~zzj

jzjj
þ
Pn
i¼1

q i ~ff ðSzÞ
jzij

j~zzj2

eCð1 þ jzjÞ�1j~zzj2:

Thus, the left-hand inequality in (H2m) is valid for f as claimed. r
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3.2. Proof of Theorem 1.5. In this subsection we work for n ¼ 2 on the two-
dimensional annulus

B2nB1 ¼ fx A R2 : 1 < jxj < 2g

from Theorem 1.5.

The proof of Theorem 1.5 is motivated by a classical example from the theory of area
minimizing graphs; see [46], Example 12.15. In that example one prescribes rotationally
symmetric boundary values on qðB2nB1Þ in the case N ¼ 1. The symmetry allows to reduce
to a 1-dimensional variational problem, whose Euler equation can be explicitly computed
and solved. For a suitable choice of a parameter it can be seen that the unique generalized
minimizer does not attain the boundary values.

As explained in the introduction we are interested in a similar vectorial example
exhibiting a more complicated jump at the boundary. For our purposes it is compulsory
that the boundary values are not contained in a 1-dimensional a‰ne subspace and thus
we may not choose them rotationally symmetric. Instead we use the function u0 from Theo-
rem 1.5 exhibiting a di¤erent kind of symmetry. However, we can still reduce to a scalar,
1-dimensional problem, but the Euler equation of the reduced problem is quite complicated
and there is few hope to find explicit formulas for the solutions. Thus, in the following we
will provide a somewhat di¤erent line of argument.

For the remainder of this subsection let us fix N ¼ 2 and the boundary values u0 from
Theorem 1.5, that is,

u0ðxÞ ¼
Mx for x A qB1;

0 for x A qB2;

�
where M A R is a constant.

Lemma 3.7. Let n ¼ N ¼ 2 and W ¼ B2nB1. There exists a unique generalized mini-

mizer u A W 1;1ðW;R2Þ of E1 in D ¼ u0 þ W 1;1
0 ðW;R2Þ and it can be written as

uðxÞ ¼ vðjxjÞ x

jxj for x A W:

Here, v is the unique minimizer in W 1;1ð1; 2Þ of the 1-dimensional scalar integral H, defined

for w A W 1;1ð1; 2Þ by

H½w� :¼
Ð2
1

t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ w 0ðtÞ2 þ t�2wðtÞ2

q
dt þ jwð1Þ � Mj þ 2jwð2Þj:ð3:8Þ

Proof. By Theorem 1.2 and Theorem 1.3 (or alternatively by Corollary 1.13) the set
MD

1 of generalized minimizers of E1 in D satisfies

MD
1 ¼ fu þ ty : t A ½�1; 1�gHW 1;1ðW;R2Þ

for some particular minimizer u A W 1;1ðW;R2Þ and some y A R2. For u A MD
1 and an or-

thogonal transformation T A Oð2Þ we define a function uT A W 1;1ðW;R2Þ by

uTðxÞ :¼ TuðT�1xÞ for x A W:
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Then noting

‘uTðxÞ ¼ T‘uðT�1xÞT�1; j‘uTðxÞj ¼ j‘uðT�1xÞj; Tu0ðT�1xÞ ¼ u0ðxÞ

we find

ED
1 ½uT � ¼ ED

1 ½u�

and thus uT A MD
1 . Applying this observation to u and u þ y we have uT A MD

1 and
uT þ Ty ¼ ðu þ yÞT A MD

1 . By the above representation of MD
1 this means that for every

T A Oð2Þ there exists a t A R with Ty ¼ ty. However, this can only happen for y ¼ 0, and
thus MD

1 contains just one unique minimizer u. In conclusion for all T A Oð2Þ we have

uðxÞ ¼ TuðT�1xÞ for L2-a:e: x A W:ð3:9Þ

Using T ¼ 1

jxj
x1 �x2

x2 x1

� �
in (3.9) we deduce

uðxÞ ¼ vðjxjÞ x

jxj þ ~vvðjxjÞ ð�x2; x1Þ
jxj for L2-a:e: x A W;

where we abbreviated the component functions on the x1-axis as follows:

vðtÞ :¼ u1ðt; 0Þ and ~vvðtÞ :¼ u2ðt; 0Þ:

Here, it should be noted that as another consequence of (3.9) these formulas define func-
tions v and ~vv in W 1;1ð1; 2Þ. Next we compute the quantities in ED

1 ½u�:

j‘uðxÞj2 ¼ v 0ðjxjÞ2 þ ~vv 0ðjxjÞ2 þ vðjxjÞ
jxj

� �2

þ ~vvðjxjÞ
jxj

� �2

for L2-a:e: x A W;

juðxÞ � u0ðxÞj2 ¼ jvðjxjÞ � Mj2 þ ~vvðjxjÞ2 for H1-a:e: x A qB1;

juðxÞ � u0ðxÞj2 ¼ vðjxjÞ2 þ ~vvðjxjÞ2 for H1-a:e: x A qB2:

ð3:10Þ

Let us consider v̂vðxÞ :¼ vðjxjÞx=jxj. Replacing u with v̂v on the left-hand sides of (3.10) cor-
responds to replacing ~vv with 0 on the right-hand sides. Thus we have ED

1 ½v̂v�eED
1 ½u�, and by

the above uniqueness of the minimizer u we deduce v̂v ¼ u; in other words ~vv vanishes and we
have verified the representation claimed in the lemma.

It remains to establish the minimizing property of v. To this end we apply (3.10) (with
~vv ¼ 0) and get by radial integration

ED
1 ½u� ¼

Ð
B2nB1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v 0ðjxjÞ2 þ jxj�2

vðjxjÞ2
q

dx þ
Ð

qB1

jvðjxjÞ � Mj dH1ðxÞ

þ
Ð

qB2

jvðjxjÞj dH1ðxÞ ¼ 2pH½v�:
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Writing ŵwðxÞ :¼ wðjxjÞx=jxj for an arbitrary w A W 1;1ð1; 2Þ an analogous computation
gives ED

1 ½ŵw� ¼ 2pH½w� and thus

2pH½v� ¼ ED
1 ½u�eED

1 ½ŵw� ¼ 2pH½w�:

Hence, v minimizes H and the uniqueness of v follows from the uniqueness of u. r

We will now be concerned with further properties of the 1-dimensional minimizer
v A W 1;1ð1; 2Þ found in the previous lemma. We recall that functions w A W 1;1ð1; 2Þ have
a continuous representative on the compact interval ½1; 2�. In the following we identify these
functions with that representative and we will simply write wð1Þ and wð2Þ for the values of
the trace as we already did in Lemma 3.7.

Lemma 3.8. Let M f 0. The function v from Lemma 3.7 has the following properties:

0e veM;ð3:11Þ

v is non-increasing;ð3:12Þ

vð2Þ ¼ 0:ð3:13Þ

Proof. The proof rests on the fact that v minimizes the functional H defined in (3.8).

It is easily checked that ~vv :¼ maxfminfv;Mg; 0g satisfies H½~vv�eH½v�. By the unique-
ness assertion in Lemma 3.7 we thus get ~vv ¼ v and (3.11).

To prove (3.12) we fix t0 A ½1; 2� and define

~vvðtÞ :¼ vðtÞ for te t0;

minfvðtÞ; vðt0Þg for tf t0:

�
It is not di‰cult to show H½~vv�eH½v� (using vf 0), and exploiting the uniqueness of v

again we find ~vv ¼ v. In other words this means vðtÞe vðt0Þ for tf t0 and (3.12) is proved.

Finally, we compare v with ~vv :¼ v � vð2Þ. Keeping in mind that we already know
vf vð2Þf 0 from (3.11) and (3.12) it can be checked that

H½~vv�eH½v� � jvð2Þj

holds. Since v is minimizing, we thus get (3.13). r

Lemma 3.9. Let M f 0. We consider the function v from Lemma 3.7 and define

ve A W 1;1ð1; 2Þ by

veðtÞ :¼
vðt þ eÞ for te 2 � e;

0 for tf 2 � e:

�
Then for 0 < ee 2 we have

H½ve�eH½v� � eð1 � e=2Þð1 � log 2Þvð1 þ eÞ þ 2e:ð3:14Þ
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Proof. By Lemma 3.8 we have vð2Þ ¼ 0 and thus ve is continuous at 2 � e and
in W 1;1ð1; 2Þ. Moreover, using the definition of H in (3.8) and the definition of ve we
have

H½ve� ¼
Ð2
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2
�
1 þ v 0

eðtÞ
2�þ veðtÞ2

q
dt þ jveð1Þ � Mj

e
Ð2

1þe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðt � eÞ2�1 þ v 0ðtÞ2�þ vðtÞ2

q
dt þ 2eþ jvð1 þ eÞ � Mj:

Noting

jvð1 þ eÞ � Mje jvð1Þ � Mj þ
Ð1þe

1

jv 0ðtÞj dt

e jvð1Þ � Mj þ
Ð1þe

1

t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v 0ðtÞ2 þ t�2vðtÞ2

q
dt

we thus get

H½ve�eH½v� �
Ð2

1þe

	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2
�
1 þ v 0ðtÞ2�þ vðtÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðt � eÞ2�1 þ v 0ðtÞ2�þ vðtÞ2

q 

dt þ 2e

¼ H½v� �
Ð2

1þe

ð2et � e2Þ
�
1 þ v 0ðtÞ2�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðt � eÞ2�1 þ v 0ðtÞ2�þ vðtÞ2
q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2
�
1 þ v 0ðtÞ2�þ vðtÞ2

q dt þ 2e

¼: H½v� � I þ 2e:

Next we estimate

I f
Ð2

1þe

ð2et � e2Þ
�
1 þ v 0ðtÞ2�

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2
�
1 þ v 0ðtÞ2�þ vðtÞ2

q dtf ðe� e2=2ÞII ;

where we introduced

II :¼
Ð2

1þe

1 þ v 0ðtÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v 0ðtÞ2 þ t�2vðtÞ2

q dt:

Exploiting the properties from Lemma 3.8 we control II as follows:

II ¼
Ð2

1þe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v 0ðtÞ2 þ t�2vðtÞ2

q
dt �

Ð2
1þe

t�2vðtÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v 0ðtÞ2 þ t�2vðtÞ2

q dtð3:15Þ

f
Ð2

1þe

jv 0ðtÞj dt �
Ð2

1þe

vðtÞ
t

dt
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f vð2Þ � vð1 þ eÞ � vð1 þ eÞ
Ð2
1

dt

t

¼ ð1 � log 2Þvð1 þ eÞ:

Collecting the estimates we end up with (3.14). r

Proof of Theorem 1.5. It su‰ces to treat the case M f 0, for which Lemma 3.8
and Lemma 3.9 are available. We denote by v the function from Lemma 3.7 and
recall that we work with a continuous representative of v on ½1; 2�. Assuming
vð1Þ > 2=ð1 � log 2Þ, we may find an e > 0 such that ð1 � e=2Þð1 � log 2Þvð1 þ eÞ > 2.
Then Lemma 3.9 gives H½ve� < H½v� for this e, which contradicts the minimizing property
of v. Consequently, we must have vð1Þe 2=ð1 � log 2Þ and by Lemma 3.8 we deduce

0e ve
2

1 � log 2
:

Recalling uðxÞ ¼ vðjxjÞx=jxj the claim follows. r

Remark 3.10. The bound 2=ð1 � log 2Þ in Theorem 1.5 is not optimal and some re-
finements are possible. For instance an improved bound can be obtained using the Jensen
type inequality

Ð2
1þe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ v 0ðtÞ2

q
dtf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 � eÞ2 þ

�
vð2Þ � vð1 þ eÞ

�2
q

in the estimation of II in (3.15). However, we do not know how an optimal bound can be
reached and we abandon the discussion of further refinements.

3.3. Santi’s example, revisited. In this subsection we will revisit Santi’s example
from [74]. Arguing as in Section 3.2 we will provide similar examples—still in the scalar
case N ¼ 1—involving a more general class of integrands. This generalization of the exam-
ple will be useful in Section 3.4.

We start recalling that the construction of [74] works on two-dimensional domains

fx A B2
l : x B B2

r ðGl;GlÞ for the four possible choices of signsg;ð3:16Þ

where l and r are positive parameters such that l < r <
ffiffiffi
2

p
l. These domains are axially

symmetric, starshaped Lipschitz-domains containing the origin and bounded by four circu-
lar arcs; see Figure 1. For the purposes of Proposition 6.4 below it will be convenient to
work with a suitable one-parameter-family of domains. Thus we choose l ¼ r=

ffiffiffi
2

p
þ 1=4,

which is possible for all rf 1, and denote the corresponding domain in (3.16) by Wr
S. For

the moment it su‰ces to deal with WS :¼ W1
S.
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On qWS we consider the piecewise constant boundary values x 7! M sgnðx1x2Þ, where
M f 0 is fixed. In other words we choose some u0 A W 1;1ðWSÞ such that

u0ðxÞ ¼ M sgnðx1x2Þ for H1-a:e: x A qWS;ð3:17Þ

and we let D :¼ u0 þ W 1;1
0 ðWSÞ. Then we have:

Proposition 3.11. Let n ¼ 2, N ¼ 1, and W ¼ WS. Assume that a C2-integrand

f : R2 ! ½0;yÞ satisfies (H1), (H2), and

f ðzÞ ¼ ~ff ðjzjÞf f yðzÞ ¼ jzj for all z A R2ð3:18Þ

and some ~ff : ½0;yÞ ! ½0;yÞ. Then there exists a generalized minimizer ûu A W 1;1ðWSÞ of F

in D which is bounded independently of M, precisely

sup
WS

jûuje 2f ð0Þ:

In particular, if M > 2f ð0Þ holds, then ûu þ y is a generalized minimizer for every y A R with

jyjeM � 2f ð0Þ, and generalized minimizers of F in D are not unique.

Following the idea of Santi [74] we will compare minimizers on WS with minimizers
on the two-dimensional annulus B2

2nB2
1. Therefore, we look at the integralÐ

B2nB1

f ð‘wÞ dx þ
Ð

qB1

jM � wj dH1 þ
Ð

qB2

jwj dH1 for w A W 1;1ðWÞ:ð3:19Þ

Analogously to Section 3.2 we have:

Lemma 3.12. Assume that f is as in Proposition 3.11. Then there exists a unique min-

imizer u of (3.19) among all scalar functions w A W 1;1ðWÞ and it can be written as

uðxÞ ¼ vðjxjÞ for x A W:

Here, v is the unique minimizer in W 1;1ð1; 2Þ of the 1-dimensional scalar integral H, defined

by

H½w� :¼
Ð2
1

~ff
�
jw 0ðtÞj

�
t dt þ jwð1Þ � Mj þ 2jwð2Þj for w A W 1;1ð1; 2Þ:

Figure 1. Santi’s domain.

146 Beck and Schmidt, On the Dirichlet problem for variational integrals in BV

Bereitgestellt von | Universitaetsbibliothek Augsburg
Angemeldet

Heruntergeladen am | 04.02.19 08:18



We omit the proof of Lemma 3.12 which exploits the radial symmetry of the bound-
ary values and is similar to the proof of Lemma 3.7.

Lemma 3.13. Assume that f is as in Proposition 3.11. Then the unique minimizer u of

(3.19) is bounded independently of M, precisely

0e ue 2f ð0Þ on B2nB1:

Proof. We proceed as for Theorem 1.5 in Section 3.2. We first note that Lemma 3.8
carries over to the function v in Lemma 3.12 with the same proof. Thus, v is nonnegative
and non-increasing with vð2Þ ¼ 0. Now for an arbitrary e > 0 we may use the comparison
function ve from Lemma 3.9 in the present situation. We have

H½ve� ¼
Ð2
1

~ff
�
jv 0

eðtÞj
�
t dt þ jveð1Þ � Mj

e
Ð2

1þe

~ff
�
jv 0ðtÞj

�
ðt � eÞ dt þ jvð1 þ eÞ � Mj þ 2e~ff ð0Þ

e
Ð2

1þe

~ff
�
jv 0ðtÞj

�
t dt þ

Ð1þe

1

jv 0ðtÞj dt þ jvð1Þ � Mj þ e

�
2~ff ð0Þ �

Ð2
1þe

~ff
�
jv 0ðtÞj

�
dt




eH½v� þ e

�
2~ff ð0Þ �

Ð2
1þe

jv 0ðtÞj dt



;

where we exploited in the last estimate that ~ff ðsÞf s holds by (3.18). Since v minimizes H,
the term in square brackets in the last line must be nonnegative, that is,

vð1 þ eÞe 2~ff ð0Þ ¼ 2f ð0Þ:

Recalling uðxÞ ¼ vðjxjÞ we arrive at the claim. r

After these preparations we now establish Proposition 3.11. We remark that—with
the preceding lemmas at hand—the remaining arguments are close to [74]. Nevertheless,
for convenience of the reader we provide a proof in our terminology.

Proof of Proposition 3.11. We first apply Corollary 1.13 (recall that (H3) holds triv-
ially for N ¼ 1) which tells us that all generalized minimizers of F are of class W 1;1. Then
we start with an arbitrary generalized minimizer w A W 1;1ðWSÞ of F in D and we recall that
the boundary values in (3.17) are odd in both variables x1 and x2. It follows that the min-
imizing property is preserved if we first pass from w to x 7! �wð�x1; x2Þ and then to the
convex combination x ! ½wðxÞ � wð�x1; x2Þ�=2. The latter minimizer is odd in x1, and by
an analogous argument for x2 we may find a generalized minimizer ûu of F in D which is
odd in both variables. This minimizer ûu will be fixed in the following and we record that it
vanishes on both coordinate axes (in the sense of trace).

Next we consider the upper right quarter ~WWS of WS, that is,

~WWS :¼ fx A WS : x1 > 0; x2 > 0g:
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The boundary q~WWS is decomposed into a circular arc q1
~WWS and two line segments q2

~WWS,
and we notice that ûu has trace 0 on q2

~WWS. For an arbitrary w A W 1;1ð~WWSÞ we now define
~ww A BVðWSÞ by

~wwðxÞ :¼ wðxÞ for x A ~WWS;

ûuðxÞ for x A WSn~WWS

�

and observe FD½ûu�eFD½~ww�, by the minimizing property of ûu. However, some terms in
this inequality cancel out and we find that the restriction of ûu to ~WWS minimizesÐ

~WWS

f ð‘wÞ dx þ
Ð

q1
~WWS

jM � wj dH1 þ
Ð

q2
~WWS

jwj dH1

among all w A W 1;1ð~WWSÞ.

Now we come back to the nonnegative minimizer u from Lemma 3.12 and Lemma
3.13. With a slight abuse of notation we shift the annulus in Lemma 3.12 in such a way
that its center is the point ð1=

ffiffiffi
2

p
þ 1=4; 1=

ffiffiffi
2

p
þ 1=4Þ but still denote it by B2nB1. Recalling

the construction of WS we have thus arranged ~WWS HB2nB1 and q1
~WWS H qB1. Arguing in the

same way as we did with ûu before we find that the restriction of u to ~WWS minimizesÐ
~WWS

f ð‘wÞ dx þ
Ð

q1
~WWS

jM � wj dH1 þ
Ð

q2
~WWS

ju � wj dH1

among all w A W 1;1ð~WWSÞ. The minimizing properties of ûu and u on ~WWS enable us to apply
the comparison principle from Lemma 2.10. Recalling uf 0 we come out with ûue u on ~WWS

and taking Lemma 3.13 into account we arrive at

ûue 2f ð0Þ on ~WWS:

Moreover, by a minimum principle (which is a simple variant of those in Appendix D) we
have ûuf 0 and thus jûuje 2f ð0Þ on ~WWS. By the symmetries of ûu this inequality holds on the
whole domain WS and we have obtained the claimed estimate which is independent of M.

Finally, let us assume that M > 2f ð0Þ holds, which implies that ûu is bounded away
from u0 on qWS. If we add to ûu some y A R with jyjeM � 2f ð0Þ, then we increase the
integrand of the boundary integral in (1.8) by jyj on one half of qWS and we decrease it
by jyj on the other half. Thus, we have FD½ûu þ y� ¼ FD½ûu� and ûu þ y is a generalized min-
imizer of F in D. r

3.4. An N-parameter-family of minimizers. Returning to the vector-valued setting
with an arbitrary N A N we will now demonstrate that the assumption (H4) in Theorem
1.16 is inevitable. To this end we will apply the results of Section 3.1 to construct an inte-
grand f which satisfies (H1), (H2), and (1.12), but for which (H4) fails. Then we will show
that the generalized minimizers of F in a suitable Dirichlet class form an N-parameter-
family.

Indeed in the following construction we use the domain WS from the beginning of
Section 3.3 and the boundary values x 7!

�
M sgnðx1x2Þ; 0; . . . ; 0

�
on qWS. As in Section
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3.3 we write D ¼ u0 þ W
1;1
0 ðWSÞ for the scalar Dirichlet class corresponding to a function

u0 A W 1;1ðWSÞ with u0ðxÞ ¼ M sgnðx1x2Þ for H1-a.e. x A qWs. Additionally, we introduce
the vector-valued Dirichlet class

D� f0g ¼ ðu0; 0; . . . ; 0Þ þ W 1;1
0 ðWS;R

NÞ:ð3:20Þ

With this terminology we may state:

Theorem 3.14. Let n ¼ 2 and W ¼ WS. We fix m > 2 and the Dirichlet class D� f0g
from (3.20). If M fM0 holds for some positive constant M0, depending only on N and m,
then there exist a smooth convex integrand f : RN2 ! ½0;yÞ and a generalized minimizer u

of F in D� f0g with the following properties:

� (H1), (H2m), and (1.12) are valid, but (H4) fails for f .

� For all y A RN with jyjeM=2 the function u þ y is a generalized minimizer of F in

D� f0g.

Proof. It su‰ces to treat the case 2 < me 3 since (H2m) is a weaker condition when
m is larger. The bound me 3 will allow an application of Proposition 3.11.

Now we start defining ~gg : RN ! ½0;yÞ by

~ggðyÞ :¼
jy1j for jy 0je jy1j;
jyj2

2jy 0j for jy 0j > jy1j;

8><>:
where y ¼ ðy1; y 0Þ A R� RN�1. Then ~gg is 1-homogeneous, convex, and locally C1;1 on
RNnf0g. In fact, this properties can be seen looking only at the unit ball of ~gg which can
be visualized for N ¼ 2 as the union of a square and two balls (see Figure 2) and in higher
dimensions by rotating the two-dimensional picture. For our purposes it is crucial that this
unit ball of ~gg is convex but not strictly convex. We now define g : RN2 ! ½0;yÞ by

gðzÞ :¼ ~ggðjz1j; jz2j; . . . ; jzN jÞ;

Figure 2. The unit ball of ~gg.
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where za A R2 denotes the ath row of z A RN2 as in (1.12). Then g is also 1-homogeneous,
convex, and locally C1;1 on RN2nf0g. Now we apply Proposition 3.1 to obtain a smooth
integrand f : RN2 ! ½0;yÞ with (H1), (H2m), and

f f f y ¼ g on RN2;

where the last inequality relies on the hypothesis m > 2; compare Remark 3.2. Moreover, in
view of Proposition 3.4 we may write

f ðzÞ ¼ ~ff ðjz1j; jz2j; . . . ; jzN jÞ

for some function ~ff : ½0;yÞN ! ½0;yÞ. Since only the first component function of the
above boundary values does not vanish, we now concentrate on the first argument of ~ff :
We introduce

f�ðxÞ :¼ ~ff ðjxj; 0; . . . ; 0Þ for x A R2;

and the corresponding integral

F�½w� :¼
Ð
WS

f�ð‘wÞ dx

for scalar functions w on WS. Next we observe that f is convex and even in each of its vari-
ables. Thus zi 7! f ðzÞ attains its minimum for zi ¼ 0 and we have the inequality

f ðzÞf f�ðz1Þ for z A RN2;ð3:21Þ

which will be useful below. From the above construction and the corresponding properties
of f we deduce that f� satisfies (H1), (H2m), and

f�ðxÞf ð f�ÞyðxÞ ¼ ~ggðjxj; 0; . . . ; 0Þ ¼ jxj:

In particular, (3.18) holds for f� (in place of f ) and we may apply Proposition 3.11 (remem-
ber that we assumed me 3) to the scalar integral F�. We come out with a generalized min-
imizer ûu of F� in D such that

sup
WS

jûuje 2f�ð0Þ ¼ 2f ð0Þ

holds. Adding zero-components to ûu we define the RN -valued function

u :¼ ðûu; 0; . . . ; 0Þ

and we observe that for all w ¼ ðw1;w2; . . . ;wNÞ A BVðWS;R
NÞ it holds

FD�f0g½u� ¼ FD
� ½ûu�eFD

� ½w1�eFD�f0g½w�;

where we used (3.21) to derive the last inequality. In particular, u is a generalized minimizer
of F in D� f0g.
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In order to construct more minimizers we consider an arbitrary y A RN with
jyjeM=2. Then we have

ju0 � ûu � y1j � jy 0jf ju0j � jûuj �
ffiffiffi
2

p
jyjf 1 �

ffiffiffi
2

p

2

 !
M � 2f ð0Þ on qWS;

where we decomposed y ¼ ðy1; y 0Þ A R� RN�1 as before. We choose M0 large enough
such that for M fM0 the right-hand side of the previous estimate is nonnegative, and we
get

jy 0je ju0 � ûu � y1j on qWs:ð3:22Þ

We record that the preceding choice of M0 depends only on the construction of f , which
in turn depends only on N and m. Recalling (1.8) we observe that FD�f0g½u þ y� and
FD

� ½ûu þ y1� di¤er at most in the boundary integrals. Written out these integrals are

Ð
qWS

~ggðu0 � ûu � y1; y 0Þ dH1 and
Ð

qWS

ju0 � ûu � y1j dH1:

By (3.22) and the definition of ~gg these two quantities indeed coincide and hence we also
have

FD�f0g½u þ y� ¼ FD
� ½ûu þ y1�:

However, by the last part of Proposition 3.11 (note that jy1jeM=2eM � 2f ð0Þ by the
choice of M0) we know that ûu þ y1 is a generalized minimizer of F�, and thus we moreover
have

FD
� ½ûu þ y1� ¼ FD

� ½ûu�:

Collecting the above equalities we come out with

FD�f0g½u þ y� ¼ FD�f0g½u�:

Consequently, u þ y is a generalized minimizer of F in D� f0g for all y A RN with
jyjeM=2. r

We close this section with a comment on the hypothesis m > 2.

Remark 3.15. The assumption m > 2 in Theorem 3.14 is related to Serrin’s classifi-
cation of non-uniformly elliptic equations from [80]. In particular, Serrin showed that the
classical Dirichlet problem for equations with a well-defined Bernstein genre gB is generally
solvable if and only if one has gB e 1. On the contrary, for gB > 1 general solvability fails if
a part of the boundary has negative generalized mean curvature. In our setting the same
phenomenon occurs. In fact, m essentially corresponds to gB þ 1, and revisiting the argu-
ments of this section we see that m > 2 was needed to construct an integrand with (3.18);
compare Remark 3.2. In turn (3.18) was exploited in Lemma 3.13 which gives (for large
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M) non-attainment of the boundary values on a negatively curved part of boundary. Fi-
nally, this non-attainment implies that the classical Dirichlet problem is not solvable.

4. Local boundedness

In this section we will prove Theorem 1.11. Let us briefly sketch the proof. We will
start with an approximation procedure based on the application of Ekeland’s variational
principle in the Dirichlet class D ¼ u0 þ W 1;1

0 ðW;RNÞ. Then exploiting the structure condi-
tion (H3) we will use Moser’s iteration technique to obtain interior LpðkÞ-estimates for the
functions uk in a minimizing sequence. Since the exponents pðkÞ tend to y, we may deduce
the claimed Ly-estimate for minimizers u.

We assume that the hypotheses of Theorem 1.11 are valid, and we fix a generalized
minimizer u A BVðW;RNÞ of F in D. Then by Theorem 1.8 there exists a minimizing se-
quence ðwkÞk AN for F in D such that wk converges to u in L1ðW;RNÞ. Passing possibly to
a subsequence we may assume

F ½wk�e inf
D

F þ 1

k2
:

Next we will apply Lemma 2.11 to the functional F on the Dirichlet class D. Here, D is
endowed with the metric dD defined by

dDðu; vÞ :¼
Ð
W

j‘u � ‘vj dx for u; v A D:

With respect to this metric the semicontinuity assumption in Lemma 2.11 is satisfied as a
consequence of Fatou’s lemma. Applying Lemma 2.11 to each wk we get functions uk A D
such that

dDðuk;wkÞe
1

k
;ð4:1Þ

F ½uk�eF ½w� þ 1

k
dDðuk;wÞ for all w A D:ð4:2Þ

In particular, (4.1) implies by Poincaré’s inequality that uk � wk converges to 0 strongly in
W 1;1ðW;RNÞ and thus we have the convergence

uk ��!
k!y

u strongly in L1ðW;RNÞð4:3Þ

to the given minimizer u. For every j A W
1;1
0 ðW;RNÞ we know by (4.2) that the function

R ! R; a 7! F ½uk þ aj� þ jaj
k

Ð
W

j‘jj dx
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has a minimum at 0. Writing down the first-order criteria for this minimality we have

d

da

����
a¼0þ

�
F ½uk þ aj� þ a

k

Ð
W

j‘jj dx



f 0;

d

da

����
a¼0�

�
F ½uk þ aj� � a

k

Ð
W

j‘jj dx



e 0:

Computing the derivatives we then end up with the perturbed Euler equation����Ð
W

‘f ð‘ukÞ � ‘j dx

����e 1

k

Ð
W

j‘jj dx for all j A W 1;1
0 ðW;RNÞ:ð4:4Þ

In the following lemmas we will implement the announced variant of Moser’s itera-
tion technique, permanently assuming that the hypotheses of Theorem 1.11 hold. In partic-
ular, we will use the structure condition (H3).

Lemma 4.1. We fix tf 1 and suppose that (4.4) holds for uk A D with k f 2t=g. Then

we have

jukj t A L1
locðWÞ ) jukj t A W

1;1
loc ðWÞ;

and moreover for every sf 1 and every h A Cy
cptðWÞ with Mh :¼ max

W
j‘hj > 0 the following

Caccioppoli type estimate holds true:

Ð
W

j‘ðhsjukj tÞj dxeCðt2 þ sÞtMh

�
M�t

h l tt�t
Ð
W

h tþs�1 dx þ
Ð
W

hs�1jukj t dx



:

Here, C depends only on Nn, g, and G.

Proof. We first recall that by Lemma 2.7 and Lemma 2.8 we have

j‘f ðzÞjeC;ð4:5Þ

‘f ðzÞ � zf gjzj � l:ð4:6Þ

We define for H > 0 the truncation operator THy :¼ minfy;Hg. Setting

j :¼ hsðTH jukjÞ t�1
uk

we compute

‘j ¼ shs�1ðTH jukjÞ t�1
uk n‘hþ hsðTH jukjÞ t�1‘uk

þ hsðt � 1Þjukj t�3
uk n ðuT

k ‘ukÞ1fjuk jeHg

(where the right-hand side is to be understood as 0 at the zeros of uk) and

j‘jje shs�1ðTH jukjÞ t�1jukj j‘hj þ thsðTH jukjÞ t�1j‘ukj:ð4:7Þ

In particular, we infer j A W
1;1
0 ðW;RNÞ and thus we may use j as a test function in (4.4).

Rearranging the terms and using (4.5) we come out with
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Ð
W

hs
	
ðTH jukjÞ t�1‘f ð‘ukÞ � ‘uk þ ðt � 1Þjukj t�3�

uT
k ‘f ð‘ukÞ

�
� ðuT

k ‘ukÞ1fjuk jeHg



dx

eCs
Ð
W

hs�1jukj tj‘hj dx þ 1

k

Ð
W

j‘jj dx:

Next we use (4.6) for the first and (H3) for the second term on the left-hand side. We shift
the terms containing l to the right-hand side and get

g
Ð
W

hsðTH jukjÞ t�1j‘ukj dxe lt
Ð
W

hsjukj t�1
dx þ Cs

Ð
W

hs�1jukj tj‘hj dx þ 1

k

Ð
W

j‘jj dx:

Employing (4.7) we remove the remaining occurrence of ‘j on the right-hand side and find

g
Ð
W

hsðTH jukjÞ t�1j‘ukj dxe lt
Ð
W

hsjukj t�1
dx þ Cs

Ð
W

hs�1jukj tj‘hj dx

þ t

k

Ð
W

hsðTH jukjÞ t�1j‘ukj dx:

Thus, for k f 2t=g we may absorb the last term, and passing to the limit H ! y via
Fatou’s lemma, we arrive at

Ð
W

hsjukj t�1j‘ukj dxeC

�
lt
Ð
W

hsjukj t�1
dx þ sMh

Ð
W

hs�1jukj t dx



:

By the inequality

j‘ðhsjukj tÞje thsjukj t�1j‘ukj þ sMhh
s�1jukj t

we deduce Ð
W

j‘ðhsjukj tÞj dxeCðt2 þ sÞ
�
l
Ð
W

hsjukj t�1
dx þ tMh

Ð
W

hs�1jukj t dx



:

A final application of Young’s inequality gives the claimed estimate. r

Combining Lemma 4.1 with Sobolev’s embedding we deduce a reverse Hölder in-
equality:

Lemma 4.2. We fix tf 1 and suppose that (4.4) holds for uk A D with k f 2t=g. Then

for concentric balls Brðx0ÞHBRðx0ÞHW and h A Cy
cptðWÞ with 1Brðx0Þe he 1BRðx0Þ and

j‘hje 2=ðR � rÞ we have�
1

Rn

Ð
BRðx0Þ

ðhnjukjÞ
n

n�1
th�n dx


n�1
n

eCP

Rt3

R � r

�
ðR � rÞtl tt�t þ 1

Rn

Ð
BRðx0Þ

ðhnjukjÞ th�n dx




with a constant CP f 1, depending only on n, N, g, and G.
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Proof. We set s :¼ 1 � n þ nt and note 1e se nt. With this choice of s the claim
follows from the previous lemma by Sobolev’s embedding. r

Proof of Theorem 1.11. We will iterate the inequality in Lemma 4.2. To this aim we
introduce for j A NW f0g and k A N the abbreviations

tj :¼
n

n � 1

� �j

;

Ckð jÞ :¼
�

1

Rn

Ð
BRðx0Þ

ðhnjukjÞ tjh�n dx


1
tj

;

Aj :¼
CPRt3

j

R � r

 !1
tj

;

where CP denotes the constant from Lemma 4.2. With this terminology the estimate in
Lemma 4.2 reads

Ckð j þ 1ÞeAj

R � r

tj

lþCkð jÞ
� 


provided that k f
2tj

g
;

and iterating this inequality we conclude for m A N

Ckðm þ 1Þe
Pm
l¼0

�Qm
j¼l

Aj

�
R � r

tl

lþ
�Qm

j¼0

Aj

�
Ckð0Þ provided that k f

2tm

g
:

At this stage we may pass to the limit k ! y. To this end we define Cð jÞ analogous to
Ckð jÞ, but with u instead of uk. Then using Fatou’s lemma on the left-hand side and the
strong convergence in (4.3) on the right-hand side, we may omit the indices k in the last
formula. Since the infinite product

Qy
j¼0

Aj ¼
CPR

R � r

� �T
y

j¼0

n�1
nð Þ jQy

j¼0

t

3
tj

j ¼ CPR

R � r

� �n
n

n � 1

� �3T
y

j¼0

j n�1
nð Þ j

converges, we infer

Cðm þ 1ÞeC
R

R � r

� �n�
ðR � rÞl

Py
l¼0

n � 1

n

� �l

þCð0Þ


:

Passing m ! y and applying Lemma 2.1 we end up with

sup
Brðx0Þ

jujeC
R

R � r

� �n�
ðR � rÞlþ 1

Rn

Ð
BRðx0Þ

juj dx



: r

5. Uniqueness

Up to the end of Section 5.3 we will impose the hypotheses of Theorem 1.10 on the
integrand f and we will consider bounded generalized minimizers of the integral F in (1.1)
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which are a priori in the space BVðW;RNÞXLyðW;RNÞ. If a boundedness condition for an
approximating sequence is imposed, then by a result of [15] there exists one such minimizer
which is in fact in W 1;1ðW;RNÞ, with an additional L log L-bound for the derivative. Basi-
cally following the estimates of [15] we will now prove that this regularity result is valid for
each minimizer.

Let us briefly sketch our line of argument. As in Section 4 we apply Ekeland’s varia-
tional principle in Section 5.1 to construct a minimizing sequence ðukÞk AN which stays close
to the given minimizer u. However, this approach leads to the occurrence of an additional
perturbation term. We will show that it is convenient—in particular for the purposes of
Section 5.2—to apply Ekeland’s principle in the Sobolev space W �1;1 leading to a rather
harmless14) perturbation. We remark that even though Ekeland’s principle is nowadays a
standard tool, this particular way of applying seems to be new.

Proceeding with the proof we exploit that u is in Ly via a suitable regularization pro-
cedure, which is partially inspired by arguments of [26]. In this way we derive some uniform
exponential integrability for the sequence uk. In the next step we establish estimates involv-
ing ‘2uk and then we provide uniform L log L-estimates for ‘uk. In Section 5.3 we com-
plete the regularity proof, and we deduce Theorem 1.10 and Corollary 1.13. Finally, Sec-
tion 5.4 is devoted to the proof of Theorem 1.16 and Theorem 1.3.

Now let us go into the details.

First we observe that ‘f is bounded by Lemma 2.7 and thus F is Lipschitz, that is,

jF ½~ww� � F ½w�jeLk~ww � wkW 1; 1ðW;RN Þ for all w; ~ww A W 1;1ðW;RNÞ;ð5:1Þ

where the constant L depends only on Nn and G and is fixed for the remainder of the
section.

For the purpose of proving regularity we fix an arbitrarily given bounded generalized
minimizer u of F in a Dirichlet class, say ~DD ¼ ~uu0 þ W

1;1
0 ðW;RNÞ. Setting

M :¼ sup
W

jujð5:2Þ

we then have

u A BVðW;RNÞXLy
MðW;RNÞ

(see (2.1) for the definition of Ly
M ). By Gagliardo’s result [40], Teorema 1.II, and a cut-o¤

argument there exists a function

u0 A W 1;1ðW;RNÞXLy
MðW;RNÞ

14) We could work with even weaker perturbations. Actually, instead of W �1; 1ðW;RNÞ we might employ

every complete metric space into which W �1; 1ðW;RNÞ is continuously embedded.
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which coincides with u on qW in the sense of trace. By Lemma 2.9, u minimizes with respect
to its own boundary values, precisely u is a generalized minimizer of F not only in ~DD but
also in

D :¼ u0 þ W 1;1
0 ðW;RNÞ:

5.1. Regularization and approximation. In this subsection we implement the an-
nounced approximation procedure relying on the application of Lemma 2.11 in W �1;1.

By Lemma 2.3 there exists a sequence ðwkÞk AN in D such that

wk converges to u in L1ðW;RNÞð5:3Þ

and ðLn;DwkÞ converges strictly to ðLn;DuÞ in the sense of measures on W. Moreover, as
the following argument shows we may assume that ðwkÞk AN is a sequence in Ly

MðW;RNÞ.

Indeed, if ðwkÞk AN were not in Ly
MðW;RNÞ, we would replace it by the truncated se-

quence ð~wwkÞk AN defined by

~wwkðxÞ :¼
wkðxÞ if jwkðxÞjeM;

wkðxÞ
jwkðxÞj

M if jwkðxÞj > M;

8><>: for x A W and k A N:

Since u and u0 are in Ly
MðW;RNÞ the functions ~wwk are still in D and converge to u in

L1ðW;RNÞ. Noting

j‘~wwkje j‘wkj;ð5:4Þ

we moreover find that D~wwk converges to Du weakly-� in the sense of measures on W. Then
using (5.4) again and invoking semicontinuity we find that ðLn;D~wwkÞ converges strictly to
ðLn;DuÞ in the sense of measures on W.

By the continuity part of Theorem 2.4 (applied as in Remark 2.5; recall u ¼ u0 on qW)
we deduce

F ½wk� ¼ FD½wk� ��!
k!y

FD½u� ¼ inf
D

F ;

where we used (1.9) for the last equality. Thus the sequence ðwkÞk AN is minimizing for F in
D. Replacing ðwkÞk AN by a subsequence, if necessary, we assume that

F ½wk�e inf
D

F þ 1

8k2
ð5:5Þ

holds for all k A N.

We now fix some number

p > n;ð5:6Þ
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depending only on the dimension n. In order to work with a W 1; p-regularization we reduce
to a minimizing sequence of class W 1; p: First approximating the boundary values we
choose a sequence15) ðu0;kÞk AN in W 1; pðW;RNÞXLy

MðW;RNÞ such that

ku0;k � u0kW 1; 1ðW;RN Þ e
1

8Lk2

holds for all k A N, where L is the constant from (5.1). Then we define

Dk :¼
�
u0;k þ W

1; p
0 ðW;RNÞ

�
and we record that Dk HW 1; pðW;RNÞ holds by the above choice of u0;k. Since wk � u0 is
in W

1;1
0 ðW;RNÞXLy

2MðW;RNÞ, we may find a function vk A Dk XLy
3MðW;RNÞ with

kðvk � u0;kÞ � ðwk � u0ÞkW 1; 1ðW;RN Þ e
1

8Lk2

and consequently

kvk � wkkW 1; 1ðW;RN Þe
1

4Lk2
:ð5:7Þ

Using (5.1) we get

inf
D

F ¼ inf
u0þW

1; p

0
ðW;RN Þ

F e inf
Dk

F þ 1

8k2

and invoking (5.5) we come up with

F ½vk�eF ½wk� þ
1

4k2
e inf

D
F þ 3

8k2
e inf

Dk

F þ 1

2k2
:

We choose16) a convex C2-function g : RN ! ½0;yÞ such that for all y A RN we have

gðyÞ ¼ 0 whenever jyje 1; expðjyj4Þe 3 þ gðyÞ:

In particular, g grows exponentially. Next, we introduce the abbreviations

Vk :¼ 1 þ
Ð
W

ð1 þ j‘vkj2Þ
p

2 dx;

fkðzÞ :¼ f ðzÞ þ 1

2Vkk2
ð1 þ jzj2Þ

p

2 ;

15) Such a sequence can be obtained, for instance, by mollifying an extension of u0 to all of Rn.

16) Such a function g can be constructed by mollifying ½expðjyj4Þ � A�þ, where expð1Þ < A < 3 is a

parameter.
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and we notice that (H2) and some computations give

gð1 þ jzjÞ�3 þ c

Vkk2
ð1 þ jzjÞp�2

� 

j~zzj2 e‘2fkðzÞð~zz; ~zzÞð5:8Þ

e Gð1 þ jzjÞ�1 þ C

Vkk2
ð1 þ jzjÞp�2

� 

j~zzj2

for all z; ~zz A RNn, with constants c and C depending only17) on n and N. Moreover,
letting

Fk½w� :¼
Ð
W

fkð‘wÞ dx þ
Ð
W

g
w

3M

� �
dx for w A Dk;

y for w A W �1;1ðW;RNÞnDk;

8><>:
we define auxiliary functionals Fk. Noting g

vk

3M

� �
1 0, we have

Fk½vk�eF ½vk� þ
1

2k2
e inf

Dk

F þ 1

k2
e inf

W �1; 1ðW;RN Þ
Fk þ

1

k2
;

and from Lemma 2.6 we deduce that Fk is lower semicontinuous with respect to conver-
gence in the norm of W �1;1ðW;RNÞ; thus we may apply Ekeland’s variational principle to
each Fk coming out with a sequence ðukÞk AN in W �1;1ðW;RNÞ such that

kuk � vkkW �1; 1ðW;RN Þ e
1

k
;ð5:9Þ

Fk½uk�eFk½w� þ
1

k
kw � ukkW �1; 1ðW;RN Þ for all w A W �1;1ðW;RNÞ:ð5:10Þ

In particular, we have

Ð
W

gj‘ukj þ
1

2Vkk2
ð1 þ j‘ukj2Þ

p

2 þ g
uk

3M

� �� 

dx

eFk½uk�eFk½vk� þ
1

k
kvk � ukkW �1; 1ðW;RN Þ < y;

from which we infer uk A Dk. To get another estimate for the left-hand side of the previous
inequality we go through the above considerations, use the right-hand side of (H1), and
estimate

Fk½vk�e
C

k2
þFD½u�eC

1

k2
þLnðWÞ þ jDujðWÞ

� �

17) Dependence on p is not listed explicitly since p was chosen depending (only) on n.
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with the result

Ð
W

j‘ukj þ
1

Vkk2
ð1 þ j‘ukj2Þ

p

2 þ exp
uk

3M

���� ����4� �� 

dxð5:11Þ

eC
1

k2
þLnðWÞ þ jDujðWÞ

� �
for all k A N, where C depends only on g and G. Now we return to the minimality property
in (5.10). Using first-order criteria for minimality as for (4.4) we come up with the per-
turbed Euler equation:����Ð

W

‘fkð‘ukÞ � ‘j dx þ
Ð
W

‘g
uk

3M

� �
� j

3M
dx

����e 1

k
kjkW �1; 1ðW;RN Þð5:12Þ

for all j A W
1; p
0 ðW;RNÞ. We record that in view of (5.6) and Sobolev’s embedding18)

we have

uk A LyðW;RNÞ;ð5:13Þ

and thus here and in the following the integrals involving g are finite.

5.2. Estimates for first and second derivatives. Next exploiting (5.12) we will derive
some estimates for the functions uk. In fact, we will first establish some estimates for the
second derivatives, and then we will derive a uniform L log L-bound for the first deriva-
tives.

Let us start proving that the second derivatives exist and are square integrable.

Lemma 5.1. For the sequence ðukÞk AN in W 1; pðW;RNÞ, constructed in Section 5.1, we

have

uk A W
2;2
loc ðW;RNÞ and ð1 þ j‘ukjÞp�2j‘2ukj2 A L1

locðW;RNÞ:

Proof. In this proof we establish estimates which are not uniform in k and thus we
allow that all our constants depend on k. For s A f1; 2; 3; . . . ; ng and h A R we use the
notation

Ds
hvðxÞ :¼ vðx þ hesÞ � vðxÞ

h

for di¤erence quotients, where es denotes the sth canonical basis vector in Rn. Now we con-
sider a nonnegative function h A Cy

cptðWÞ and suppose jhj < distðspt h; qWÞ. Testing (5.12)
with j ¼ Ds

�hðh2Ds
hukÞ, using partial integration for di¤erence quotients, and discarding

the small factor 1=k in (5.12) we find

18) Most of the arguments in this section would work in a simpler way with the choice p ¼ 2. However, it

is at this point that we are forced to take p according to (5.6).
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Ð
W

h2Ds
h½‘fkð‘ukÞ� � Ds

h‘uk dx þ 2
Ð
W

hDs
h½‘fkð‘ukÞ� � ðDs

huk n‘hÞ dx

þ
Ð
W

h2Ds
h ‘g

uk

3M

� �� 

� D

s
huk

3M
dx

e kDs
�hðh2Ds

hukÞkW �1; 1ðW;RN Þ

e
Ð
W

jDs
�hðh2Ds

hukÞj dx

e
Ð
W

jqsðh2Ds
hukÞj dx

e
Ð
W

h2jDs
h‘ukj dx þ 2

Ð
W

hjDs
huk n‘hj dx:

Here we also used (2.2) and a standard estimate for di¤erence quotients. By the convexity
of g we get

Ds
h ‘g

uk

3M

� �� 

ðxÞ � D

s
hukðxÞ
3M

¼
Ð1
0

‘2g
ð1 � tÞukðxÞ þ tukðx þ hesÞ

3M

� �
dt

Ds
hukðxÞ
3M

;
Ds

hukðxÞ
3M

� �
f 0:

Now we introduce for every x A spt h the positive symmetric bilinear form

Ax
k :¼

Ð1
0

‘2fk

�
ð1 � tÞ‘ukðxÞ þ t‘ukðx þ hesÞ

�
dt:

We inferÐ
W

h2A�
k ðD

s
h‘uk;D

s
h‘ukÞ dx

e�2
Ð
W

hA�
k ðD

s
h‘uk;D

s
huk n‘hÞ dx þ

Ð
W

h2jDs
h‘ukj dx þ 2

Ð
W

hjDs
huk n‘hj dx:

Using Young’s inequality for the positive forms A�
k and absorbing a term on the left-hand

side we get Ð
W

h2A�
k ðDs

h‘uk;D
s
h‘ukÞ dxe 4

Ð
W

A�
k ðDs

huk n‘h;Ds
huk n‘hÞ dxð5:14Þ

þ 2
Ð
W

h2jDs
h‘ukj dx þ 4

Ð
W

hjDs
huk n‘hj dx:

Now we recall from [41], Lemma 2.1, that for all z1; z2 A RNn there holds

Ð1
0

�
1 þ jð1 � tÞz1 þ tz2j

�p�2
dtf cð1 þ jz1j þ jz2jÞp�2:
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Using this in (5.8) we have in particular

c

Vkk2

�
1 þ j‘ukðxÞj

�p�2jxj2

eAx
k ðx; xÞe Gþ C

Vkk2

�
1 þ j‘ukðxÞj þ j‘ukðx þ hesÞj

�p�2
� �

jxj2

with constants depending only on n and N. With these estimates for A�
k we find

Ð
W

h2ð1 þ j‘ukjÞp�2jDs
h‘ukj2 dx

eC

� Ð
W

�
1 þ j‘ukðxÞj þ j‘ukðx þ hesÞj

�p�2j‘hj2jDs
hukj2 dx

þ
Ð
W

h2jDs
h‘ukj dx þ

Ð
W

hj‘hj jDs
hukj dx




for a constant C depending only on n, N, G, k, and Vk. Employing Young’s inequality and
absorbing again we arrive at

Ð
W

h2ð1 þ j‘ukjÞp�2jDs
h‘ukj2 dx

eC sup
W

ðh2 þ j‘hj2Þ
Ð
W

ð1 þ jDs
hukj2 þ jDs

hukjp þ j‘ukjpÞ dx:

Letting h ! 0 and exploiting uk A W 1; pðW;RNÞ we deduce the first claim, that is
uk A W

2;2
loc ðW;RNÞ. Moreover, Ds

h‘uk converges strongly in L2
locðW;RNnÞ to qs‘uk, and the

second claim follows via Fatou’s lemma. r

Next, as in [15], Lemma 3.2, we derive uniform estimates involving the second deriv-
atives ‘2uk.

Lemma 5.2. For the sequence ðukÞk AN in W 1; pðW;RNÞ, constructed in Section 5.1,
there holds

Ð
W

h2 j‘2ukj2

ð1 þ j‘ukjÞ3
þ 1

Vkk2
ð1 þ j‘ukjÞp�2j‘2ukj2

" #
dxð5:15Þ

eC sup
W

ðh2=k þ j‘hj2Þ 1

k2
þLnðWÞ þ jDujðWÞ

� �
;

where h A Cy
cptðWÞ is a nonnegative function, and C depends only on n, N, g, G, but not on k.

Proof. We first record that (5.8) yields in particular

j‘2fkðzÞjeCð1 þ jzjÞp�2;ð5:16Þ
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where C depends only on n, N, G, k, and Vk. From Lemma 5.1 we deduce

ð1 þ j‘ukjÞp�2j‘2ukj A L
p

p�1

loc ðWÞ

via Hölder’s inequality, and by the chain rule we get

qs½‘fkð‘ukÞ� ¼ ‘2fkð‘ukÞðqs‘uk; �Þ A L
p

p�1

loc

�
W; ðRNnÞ�

�
for s A f1; 2; . . . ; ng. Keeping (5.13) in mind, we also have

qs ‘g
uk

3M

� �� 

¼ ‘2g

uk

3M

� �
qsuk

3M
; �

� �
A L

p
loc

�
W; ðRNÞ�

�
:

For c A Cy
cptðW;RNÞ we next use j ¼ �qsc as a test function in (5.12). Using also (2.3) we

get

Ð
W

‘2fkð‘ukÞðqs‘uk;‘cÞ dx þ
Ð
W

‘2g
uk

3M

� �
qsuk

3M
;
c

3M

� �
dxð5:17Þ

e
1

k
kqsckW �1; 1ðW;RN Þ e

1

k

Ð
W

jcj dx:

Taking into account the above integrability properties, a standard approximation argument

shows that (5.17) holds in fact for every c A W
1; p

cpt ðW;RNÞ. Next we reason that the inequal-
ity is still valid for c :¼ h2qsuk, even though this function need not be in W

1; p
cpt ðW;RNÞ. To

this end we first plug in ch :¼ h2Ds
huk A W

1; p
cpt ðW;RNÞ with small jhj. Then ch converges to

c strongly in L pðW;RNÞ as h ! 0, and furthermore going back to the last formula in the
proof of Lemma 5.1 we infer that ‘ch remains bounded in the weighted Lebesgue spacefL2L2 :¼ L2

�
W;RNn; ð1 þ j‘ukjÞp�2 �Ln

�
. It follows that ‘ch converges weakly to ‘c in fL2L2.

By (5.16), Hölder’s inequality, and Lemma 5.1, the mapping

c 7!
Ð
W

‘2fkð‘ukÞðqs‘uk;‘cÞ dx

defines a continuous linear form on fL2L2. Hence passing to the limit h ! 0 and exploiting the
above convergences we find that (5.17) still holds for c ¼ h2qsuk as claimed. Now we re-
peat the arguments from the proof of Lemma 5.1, just in terms of derivatives rather than
di¤erence quotients. Proceeding in this way up to (5.14) (and keeping the factor 1=k this
time) we come out with

Ð
W

h2‘2fkð‘ukÞðqs‘uk; q
s‘ukÞ dxð5:18Þ

e 4
Ð
W

‘2fkð‘ukÞðqsuk n‘h; qsuk n‘hÞ dx þ 2

k

Ð
W

h2jqsukj dx:

Invoking the estimates for ‘2fk in (5.8) and summing over s yields
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Ð
W

h2 j‘2ukj2

ð1 þ j‘ukjÞ3
þ 1

Vkk2
ð1 þ j‘ukjÞp�2j‘2ukj2

" #
dx

eC sup
W

ðh2=k þ j‘hj2Þ
Ð
W

j‘ukj þ
1

Vkk2
ð1 þ j‘ukjÞp

� �
dx:

Taking into account (5.11) we arrive at the claim. r

We next adapt the proof of [15], Theorem 4.1, to our situation and derive a uniform
L log L-estimate for the gradients ‘uk. To this end we test (5.12) once more and we employ
both the uniform bounds given by (5.11) and the estimate from Lemma 5.2.

Lemma 5.3. For the sequence ðukÞk AN in W 1; pðW;RNÞ, constructed in Section 5.1,
and every ball B2rðx0ÞHW we have

Ð
Brðx0Þ

j‘ukj logð1 þ j‘ukj2Þ dx

eC lþ M þ Mr þ M 2

k
þ M

r
þ M 2

r2

� �
1

k2
þLnðWÞ þ jDujðWÞ

� �
with a constant C depending only on n, N, g, and G, and in particular independent of k. Here,
M was defined in (5.2) as sup

W

juj.

Proof. We will use the following estimates, which are available by Lemma 2.7,
Lemma 2.8, and the properties of g:

j‘f ðzÞjeC;ð5:19Þ

‘f ðzÞ � zf gjzj � l;ð5:20Þ

‘gðyÞ � yf 0:ð5:21Þ

Now we consider a cut-o¤ function h A Cy
cptðWÞ satisfying 1Brðx0Þ e he 1B2rðx0Þ and j‘hje 2

r
on W. Then we define

j :¼ h2uk logð1 þ j‘ukj2Þ

and compute for every s A f1; 2; . . . ; ng

qsj ¼ 2hðqshÞuk logð1 þ j‘ukj2Þ þ h2ðqsukÞ logð1 þ j‘ukj2Þð5:22Þ

þ 2h2uk

‘uk � qs‘uk

1 þ j‘ukj2
:

Since j is not immediately admissible in (5.12), we first plug in the approximations

jh :¼ h2uk log

�
1 þ

Pn
i¼1

jD i
hukj2

�
. In view of (5.13), jh converges to j in L pðW;RNÞ and
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moreover one finds that ‘jh remains bounded19) in fL2L2 :¼ L2
�
W;RNn; ð1 þ j‘ukjÞp�2 �Ln

�
for h ! 0. Consequently, arguing as in the proof of Lemma 5.2 we may test (5.12) with j.
Taking into account (5.21) and (2.2) we inferÐ

W

‘fkð‘ukÞ � ‘j dxe
1

k

Ð
W

jjj dx:

Now we apply the above formula for qsj on the left-hand side of the last inequality. Then
we shift all the terms containing uk itself to the right-hand side. We getÐ

W

h2‘fkð‘ukÞ � ‘uk logð1 þ j‘ukj2Þ dx

e
Ð
W

j‘fkð‘ukÞj jukj 2hj‘hj logð1 þ j‘ukj2Þ þ 2h2 j‘ukj j‘2ukj
1 þ j‘ukj2

 !
dx

þ 1

k

Ð
W

h2jukj logð1 þ j‘ukj2Þ dx:

In the next step we recall ‘fkðzÞ ¼ ‘f ðzÞ þ p

2Vkk2
ð1 þ jzj2Þ

p�2

2 z and use (5.19) on the

right-hand side of the previous inequality. Moreover, we estimate logð1 þ t2Þe 4
ffiffi
t

p
and

hj‘hje 2=r coming out with

Ð
W

h2‘fkð‘ukÞ � ‘uk logð1 þ j‘ukj2Þ dxð5:23Þ

eC

�
1

k
þ 1

r

� �Ð
W

jukj j‘ukj
1
2 þ 1

Vkk2
ð1 þ j‘ukjÞp�1

2

� �
dx

þ
Ð
W

h2jukj
j‘2ukj

1 þ j‘ukj
dx þ

Ð
W

h2jukj
Vkk2

ð1 þ j‘ukjÞp�2j‘2ukj dx



¼: C½Ik þ IIk þ IIIk�:

To control Ik we use Young’s inequality,
1

Vkk2
e 1, and (5.11) as follows:

Ik e 3
M

k
þ M

r

� �Ð
W

uk

3M

���� ����2 þ uk

3M

���� ����2p

þ j‘ukj þ
1

Vkk2
ð1 þ j‘ukjÞp

� 

dx

eC
M

k
þ M

r

� �Ð
W

exp
uk

3M

���� ����4� �
þ j‘ukj þ

1

Vkk2
ð1 þ j‘ukjÞp

� 

dx

eC
M

k
þ M

r

� �
1

k2
þLnðWÞ þ jDujðWÞ

� �
:

The term IIIk in (5.23) is estimated similarly, but additionally exploits (5.15):

19) Evidently, q sjh is given by a formula analogous to (5.22). To control the second term on the right-hand

side of this formula in fL2 we use the fact that ‘uk A L
q
locðW;RNnÞ holds for some q > p. The latter integrability

follows in turn from Lemma 5.1 by the chain rule and Sobolev’s embedding.

165Beck and Schmidt, On the Dirichlet problem for variational integrals in BV

Bereitgestellt von | Universitaetsbibliothek Augsburg
Angemeldet

Heruntergeladen am | 04.02.19 08:18



IIIk e 3Mr
Ð
W

h2

Vkk2
ð1 þ j‘ukjÞp�2j‘2ukj2 dx

þ 3M

r

Ð
W

uk

3M

���� ����p

þ 1

Vkk2
ð1 þ j‘ukjÞp

� 

dx

eC
Mr

k
þ M

r

� �
1

k2
þLnðWÞ þ jDujðWÞ

� �
:

Finally, we treat IIk via the Orlicz–Young inequality from Lemma 2.12, Young’s inequal-
ity, (5.15), and (5.11). We have

IIk ¼ 3M
Ð
W

h2 j‘2ukj
ð1 þ j‘ukjÞ3=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uk

3M

���� ����2ð1 þ j‘ukjÞ
r

dx

e 3M
Ð
W

h2 j‘2ukj
ð1 þ j‘ukjÞ3=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp

uk

3M

���� ����2� �
þ j‘ukj logð1 þ j‘ukj2Þ

s
dx

e 9ðMr þ M 2e�1Þ
Ð
W

h2 j‘2ukj2

ð1 þ j‘ukjÞ3
dx þ M

r

Ð
W

exp
uk

3M

���� ����2� �
dx

þ e
Ð
W

h2j‘ukj logð1 þ j‘ukj2Þ dx

eC
Mr þ M 2e�1

k
þ M

r
þ M 2e�1

r2

� �
1

k2
þLnðWÞ þ jDujðWÞ

� �
þ e
Ð
W

h2j‘ukj logð1 þ j‘ukj2Þ dx

for all e > 0. Now we collect the estimates for the right-hand side of (5.23). We come out
with Ð

W

h2‘fkð‘ukÞ � ‘uk logð1 þ j‘ukj2Þ dxð5:24Þ

eC
M þ Mr þ M 2e�1

k
þ M

r
þ M 2e�1

r2

� �
1

k2
þLnðWÞ þ jDujðWÞ

� �
þ Ce

Ð
W

h2j‘ukj logð1 þ j‘ukj2Þ dx:

Next we deal with the left-hand side of (5.24). Recalling the definition of fk and (5.20) we
have ‘fkðzÞ � zf gjzj � l. Using this with logð1 þ t2Þe 2t and once more (5.11) we findÐ

W

h2‘fkð‘ukÞ � ‘uk logð1 þ j‘ukj2Þ dx

f g
Ð
W

h2j‘ukj logð1 þ j‘ukj2Þ dx � l
Ð
W

logð1 þ j‘ukj2Þ dx

f g
Ð
W

h2j‘ukj logð1 þ j‘ukj2Þ dx � Cl
1

k2
þLnðWÞ þ jDujðWÞ

� �
:
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At this point we fix e such that Cee g=2 holds for the constant C in (5.24). Combining the
previous estimate with (5.24) we arrive at

g

2

Ð
W

h2j‘ukj logð1 þ j‘ukj2Þ dx

eC lþ M þ Mr þ M 2

k
þ M

r
þ M 2

r2

� �
1

k2
þLnðWÞ þ jDujðWÞ

� �
;

and the claim follows by the choice of h. r

5.3. Proofs of the uniqueness results. In this subsection we will prove Theorem 1.10
and Corollary 1.13.

Proof of Theorem 1.10. Regularity. To prove the regularity results we continue
working with the generalized minimizer u and the minimizing sequence ðukÞk AN from Sec-
tion 5.1, which were investigated in Section 5.2. By (5.3), (5.7), and (5.9) we have

uk ��!
k!y

u in the norm of W �1;1ðW;RNÞ:ð5:25Þ

However, from (5.11) we deduce that a subsequence of ðukÞk AN converges weakly-� in
BVðW;RNÞ, and (5.25) is only needed to identify u as the limit. In particular,

‘uk �Ln converges weakly-� to Du in the sense of measures on W:

Now we introduce the convex function FðzÞ :¼ jzj logð1 þ jzj2Þ. In view of the above
convergence we may apply the semicontinuity part of Theorem 2.4 as in Remark 2.5, but
with F in place of f , to deduce

Ð
Brðx0Þ

Fð‘uÞ dx þ
Ð

Brðx0Þ
Fy dDsu

djDsuj

� �
djDsuje lim inf

k!y

Ð
Brðx0Þ

Fð‘ukÞ dx:

By Lemma 5.3 we arrive at

Ð
Brðx0Þ

Fð‘uÞ dx þ
Ð

Brðx0Þ
Fy dDsu

djDsuj

� �
djDsujð5:26Þ

eC lþ M

r
þ M 2

r2

� ��
LnðWÞ þ jDujðWÞ

�
:

In particular, the right-hand side and thus also the left-hand side of the last estimate is fi-
nite. Since FyðzÞ ¼ y holds for z3 0 and B2rðx0Þ is an arbitrary ball in W, this means that
Dsu vanishes, u A W 1;1ðW;RNÞ holds, and moreover we have Fð‘uÞ A L1

locðWÞ.

L log L-estimate. We recall from the beginning of Section 5 that u minimizes with
respect to its own boundary values. From this observation it follows that u still minimizes
on any ball B2rðx0ÞHW and thus (5.26) still holds if we replace W by B2rðx0Þ (and M by
sup

B2rðx0Þ
juj) on the right-hand side. Since we have already argued that Dsu vanishes, this yields
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the estimate of Theorem 1.10—apart from the quadratic occurrence of sup
B2rðx0Þ

juj. To estab-

lish the precise form of the claim we finally reason that the term M 2=r2 in (5.26) can be
removed. Since this refinement is of secondary importance, we just outline how it is
achieved:

We revisit the arguments of this section, and exploiting that the W 1;1-regularity of u

and a uniform L log L-bound for ‘uk are already available, we now modify the treatment
of the term IIk on the right-hand side of (5.23) as follows. We obtain

IIk eMr
Ð
W

h2 j‘2ukj2

ð1 þ j‘ukjÞ3
dx þ 1

Mr

Ð
W

h2jukj2ð1 þ j‘ukjÞ dx ¼: MrJk þ
1

Mr
JJk

by Young’s inequality, and Jk is handled via (5.15) as before. In order to deal with JJk we
make use of Theorem B.2. Actually, it is not di‰cult to verify the assumptions of Theorem
B.2 (i) for the sequence ðukÞk AN (but we skip the details here), and thus strong convergence
uk ! u in W 1;1ðW;RNÞ follows. For a suitable subsequence we infer ðukl

;‘ukl
Þ ! ðu;‘uÞ

a.e. on W, and moreover we estimate via Young’s inequality and Lemma 2.12

Ð
spt h

jukj2j‘ukj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logð1 þ jukj4j‘ukj2Þ

q
dx

e
Ð

spt h

jukj2j‘ukj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logð1 þ j‘ukj2Þ

q
dx þ

Ð
spt h

jukj2j‘ukj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logð1 þ jukj4Þ

q
dx

e
Ð

spt h

j‘ukj logð1 þ j‘ukj2Þ dx þ C
Ð

spt h

jukj4j‘ukj dx

eCð1 þ M 4Þ
� Ð

spt h

j‘ukj logð1 þ j‘ukj2Þ dx þ
Ð
W

exp
uk

3M

���� ����4� �
dx



:

In view of Lemma 5.3 and (5.11) the right-hand side of the last estimate remains bounded
as k ! y and hence the sequence

�
h2jukj2ð1 þ j‘ukjÞ

�
k AN

is uniformly integrable on W. By
Vitali’s convergence theorem we conclude

lim inf
k!y

JJk e lim
l!y

JJkl
¼
Ð
W

h2juj2ð1 þ j‘ujÞ dxeM 2
�
LnðWÞ þ jDujðWÞ

�
and the refined version of (5.26) follows.

Uniqueness. Let us consider two bounded generalized minimizers u and v for F in an
arbitrary Dirichlet class D. If ‘u3‘v holds on a set of positive measure, then the strict
convexity of f and the convexity of f y give the following contradiction:

FD u þ v

2

� 

<

1

2
ðFD½u� þFD½v�Þ ¼ min

BVðW;RN Þ
FD:

Thus we have ‘u ¼ ‘v. Since we have already proved that Dsu and Dsv vanish, this
means Du ¼ Dv and since W is connected, the claim u ¼ v þ y follows by the constancy
theorem. r
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Proof of Corollary 1.13. The claims follow20) from Theorem 1.10 and Theo-
rem 1.11, and in fact there are only a few points which need to be addressed:

Regularity. Concerning regularity the relevant point is that Theorem 1.11 just pro-
vides interior Ly

loc-regularity while Theorem 1.10 assumes global boundedness. However,
by the same simple reasoning as for the L log L-estimate in the proof of Theorem 1.10 we
know that generalized minimizers also minimize on subdomains with respect to their own
boundary values. Thus we may still apply Theorem 1.10 on subdomains and this su‰ces to
conclude Dsu ¼ 0 and j‘uj logð1 þ j‘uj2Þ A L1

locðWÞ.

L log L-estimate. We combine the estimates from Theorem 1.10 and Theorem 1.11
(in the latter one we replace r with 2r and R with 3r) getting

Ð
Brðx0Þ

j‘uj logð1 þ j‘uj2Þ dxeC

�
1 þ 1

rnþ1

Ð
B3rðx0Þ

juj dx

� Ð
B2rðx0Þ

ð1 þ j‘ujÞ dx:

Now we would like to apply Poincaré’s inequality but this is not immediately possible since
the mean value ux0;3r of u on B3rðx0Þ need not vanish. However, the function u � ux0;3r is
still a generalized minimizer with respect to its own boundary values on B3rðx0Þ and thus
the last estimate still holds if we replace u by u � ux0;3r. Now we are in the position to apply
Poincaré’s inequality, and we conclude the claimed estimate.

Uniqueness. Once the regularity part of the corollary is proved, uniqueness follows.
Actually, we may repeat the simple argument from the end of the proof of Theorem 1.10.

r

5.4. The set of generalized minimizers. In this subsection we will work explicitly
with the definition of FD in order to prove Theorem 1.16. Moreover, we will finally estab-
lish Theorem 1.3.

For the moment we just suppose that f : RNn ! ½0;yÞ is convex with (H1) and for
u0 A W 1;1ðW;RNÞ we write as usual

D ¼ u0 þ W
1;1
0 ðW;RNÞ

for the corresponding Dirichlet class.

Let us start with simple observations about the set of generalized minimizers.

Lemma 5.4. For any u A BVðW;RNÞ the set of possible additive constants

Y :¼ fy A RN : u þ y is a generalized minimizer of F in Dg

is convex, closed, and bounded in RN.

20) Assuming lfG (which is not restrictive) the assumption f ð0Þe l in Theorem 1.10 and Theorem 1.11

is valid.
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Proof. All properties will be derived from the definition of FD in (1.8). First, since
f and f y are convex, also the functional FD is convex and the convexity of Y follows.
Now let us consider a sequence yk ! y in RN . Then lower semicontinuity of f y and
Fatou’s lemma give

FD½u þ y�e lim inf
k!y

FD½u þ yk�;

where yk and y occur only in the third term in (1.8). Thus yk A Y implies y A Y , and Y is
closed. Finally, if jykj ! y, then Fatou’s lemma gives

lim inf
k!y

FD½u þ yk� ¼ y;

which is impossible for yk A Y . Consequently, Y is bounded. r

Lemma 5.5. Suppose that generalized minimizers of F in D are unique up to additive

constants. If one minimizer u attains the boundary values, i.e., u ¼ u0 on qW, then minimizers

are fully unique.

Proof. For 03 y A RN there holds

FD½u þ y� ¼ FD½u� þ
Ð
qW

f yð�yn nWÞ dHn�1:

The last integral is positive and thus u þ y is not minimizing. r

Now we provide a proof of Theorem 1.16 which makes substantial use of (a particu-
lar case of) Lemma 6.2 below. We remark that (H4) is involved only implicitly through this
lemma.

Proof of Theorem 1.16. We recall that by assumption generalized minimizers of F in
D are unique up to additive constants. Now we fix some generalized minimizer u and con-
sider the set Y defined in Lemma 5.4. We will show that Y is contained in a 1-dimensional
subspace of RN .

Indeed, let us assume that Y is not contained in a 1-dimensional subspace. Then we
can find linearly independent elements y1; y2 A Y . Since u þ y1 and u þ y2 are both gener-
alized minimizers, by Lemma 6.2 we can write u þ J1 y1 ¼ u0 and u þ J2 y2 ¼ u0 on qW with
some functions J1; J2 : qW ! R. However, this may only happen if J1 and J2 vanish and
thus u ¼ u0 holds Hn�1-a.e. on qW. In this situation Lemma 5.5 gives Y ¼ f0g and thus
Y is always contained in a 1-dimensional subspace.

Now, taking into account the properties of Y from Lemma 5.4, it follows that Y is a
compact interval in RN . We define y0 as the center point of Y and may then write Y as
fy0 þ ty : t A ½�1; 1�g for some y A RN . Setting u :¼ u þ y0 we arrive at the claim. r

Proof of Theorem 1.3. In view of Corollary 1.13 and Theorem 1.16 it only remains

to verify the hypotheses (H1), (H2), (H3), and (H4) for the density elðzÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ jzj2

q
with

l > 0. However, (H1) is obvious, (H2) can be verified by an explicit computation of ‘2el,
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(H3) (with l ¼ 0) follows from the discussion of (1.10) in the introduction, and (H4) is valid
by Remark 1.15. r

6. Non-uniqueness and boundary behavior

In this section we derive Theorem 1.17 and Theorem 1.4, and we discuss additional
aspects of the boundary behavior of generalized minimizers.

We start again with a simple lemma.

Lemma 6.1. Suppose that g is a strictly convex norm on Rm in the sense of Defini-

tion 1.14. If for y1; y2 A Rm with y1 3 0 there occurs equality

gðy1 þ y2Þ ¼ gðy1Þ þ gðy2Þ

in the triangle (or convexity) inequality of g, then there holds

y2 ¼ ry1 for some rf 0:

Proof. For y2 ¼ 0 there is nothing to prove. In the case y2 3 0 we assume by homo-
geneity gðy2Þ ¼ 1. With the abbreviations

l :¼ gðy1Þ
1 þ gðy1Þ

and ~yy1 :¼ y1

gðy1Þ

we have

gð~yy1Þ ¼ 1 and g
�
l~yy1 þ ð1 � lÞy2

�
¼ g

y1 þ y2

1 þ gðy1Þ

� �
¼ 1:

Now Definition 1.14 gives y2 ¼ ~yy1 and the claim follows. r

As usual we work in the remainder of this section with a Dirichlet class

D ¼ u0 þ W 1;1
0 ðW;RNÞ;

where u0 A W 1;1ðW;RNÞ is fixed. Moreover, we suppose from now on that f : RNn ! ½0;yÞ
is convex with (H1) and (H4). The next lemma makes substantial use of (H4) and is the
core of the proof of both Theorem 1.16 and Theorem 1.17.

Lemma 6.2. Consider a generalized minimizer u of F in D and a constant

03 y A RN. Then u þ y is another generalized minimizer of F in D if and only if there exists

some function ~JJ : qW ! Rnð0; 1Þ with the following two properties:Ð
f ~JJe0g

f yð�yn nWÞ dHn�1 ¼
Ð

f ~JJf1g
f yðyn nWÞ dHn�1;ð6:1Þ

u þ ~JJy ¼ u0 Hn�1-a:e: on qW:ð6:2Þ
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Proof. We introduce the abbreviation

gxðyÞ :¼ f y
�

yn nWðxÞ
�

for y A RN ;ð6:3Þ

and note that by (H4), gx is a strictly convex norm on RN for Hn�1-a.e. x A qW. Now we go
back to the definition of FD in (1.8) and observe that the terms in FD½u� and FD½u þ y�
which involve only the derivatives coincide. Therefore, a necessary and su‰cient condition
for u þ y to be a minimizer is that the remaining boundary integrals are also equal; in the
terminology of (6.3) this means

Ð
qW

g�ðu0 � u � yÞ dHn�1 ¼
Ð
qW

g�ðu0 � uÞ dHn�1:ð6:4Þ

Now let us prove the backwards implication of the lemma by checking that (6.4)
holds if a function ~JJ with the above properties exists. Indeed, using (6.2), homogeneity,
and (6.1) we findÐ

qW

g�ðu0 � u � yÞ dHn�1 ¼
Ð

f ~JJe0g
ð1 � ~JJÞg�ð�yÞ dHn�1 þ

Ð
f ~JJf1g

ð ~JJ � 1Þg�ðyÞ dHn�1

¼
Ð

f ~JJe0g
ð� ~JJÞg�ð�yÞ dHn�1 þ

Ð
f ~JJf1g

~JJg�ðyÞ dHn�1

¼
Ð
qW

g�ðu0 � uÞ dHn�1:

To establish the forwards implication we assume that u þ y is a minimizer and we
thus have (6.4). By Lemma 5.4 also u þ y=2 is a minimizer and therefore

Ð
qW

g�ðu0 � u � y=2Þ dHn�1

must also coincide with the two integrals in (6.4). Now we notice on the one hand that by
the triangle inequality for g� there holds

2g�ðu0 � u � y=2Þ ¼ g�ð2u0 � 2u � yÞe g�ðu0 � uÞ þ g�ðu0 � u � yÞ:ð6:5Þ

On the other hand by the preceding considerations integrating both sides of (6.5) gives the
same value. Thus, Hn�1-a.e. we must have equality in (6.5). At points of qW where u0 ¼ u

holds we obviously have (6.2) with ~JJ ¼ 0. Therefore, we now restrict our considerations to
points with u0 � u3 0. At those points we infer via Lemma 6.1 that u0 � u � y ¼ Rðu0 � uÞ
holds, where R is a nonnegative function (notice R3 1). Solving the last equation for
u0 � u we have u0 � u ¼ y=ð1 � RÞ, and thus (6.2) holds with ~JJ ¼ 1=ð1 � RÞ (taking values
in Rn½0; 1Þ). Hence, we have constructed a function ~JJ with (6.2). Now (6.1) follows essen-
tially by the same computation which we made for the backwards direction. r

Proof of Theorem 1.17. By Theorem 1.16 the set of all generalized minimizers of F

in D may be written as

fu þ ty : t A ½�1; 1�g;
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where y3 0 by the non-uniqueness assumption. In particular, u � y and u þ y are mini-
mizers. Applying Lemma 6.2 to these two minimizers (with 2y in place of y) we come up
with a function ~JJ : qW ! Rnð0; 1Þ such that (6.1) and

u � y þ 2 ~JJy ¼ u0

hold. If we now define ðqWÞþ :¼ f ~JJ f 1g, ðqWÞ� :¼ f ~JJ e 0g, and

J :¼ 2 ~JJ � 1 if ~JJ f 1;

1 � 2 ~JJ if ~JJ e 0;

�

then most of the claims of Theorem 1.17 are visible. In particular, (6.1) gives (1.11).

However, even though we have by now established the inequalities inf
ðqWÞ�

J f 1 and

inf
ðqWÞþ

J f 1, obtaining equality requires the following additional reasoning. In fact, if we

had inf
ðqWÞþ

J > 1, then we would also have s :¼ inf
f ~JJf1g

~JJ > 1. Consequently, we could apply

(the reverse direction of) Lemma 6.2 (with the minimizer u � y, the constant 2sy, and the
function ~JJ=s) to conclude that u � y þ 2sy is a minimizer. However, by the characterization
of the set of all minimizers from the beginning of the proof, u � y þ 2sy is not a minimizer
and thus we must have inf

ðqWÞþ
J ¼ 1. A similar argument gives inf

ðqWÞ�
J ¼ 1. r

Proof of Theorem 1.4. As it was already mentioned in the proof of Theorem 1.3 at
the end of Section 5 the integrands el satisfy all the relevant hypotheses (H1), (H2), (H3),
(H4). Moreover, (1.12) is obviously satisfied by el and uniqueness up to constants (which
was implicitly assumed) holds by Theorem 1.3. Thus, all the hypotheses of Theorem 1.17
and Remark 1.18 are available and Theorem 1.4 follows as a particular case of these
statements. r

In the remainder of this section we deal with the size of the sets where the boundary
data are attained. We first record the following simple consequence of Theorem 1.17:

Corollary 6.3. Assume that we are in the situation of Theorem 1.16 with y3 0. Then

all generalized minimizers, apart from the extremal ones uG y, nowhere attain the boundary

data, that is,

u þ ty3 u0 Hn�1-a:e: on qW for all t A ð�1; 1Þ:

In view of Corollary 6.3 it only remains to study the boundary behavior of the ex-
tremal minimizers uG y. To fix notation let us write down the two alternative situations,

either y ¼ 0 and Hn�1ðqWX fu ¼ u0gÞ ¼ lHn�1ðqWÞ

or y3 0 and Hn�1ðqWX fuG y ¼ u0gÞ ¼ lGH
n�1ðqWÞ;

ð6:6Þ

where l A ½0; 1� is arbitrary, and lþ; l� A ½0; 1Þ are such that lþ þ l�e 1 holds (note that
the cases lþ ¼ 1 and l� ¼ 1 are ruled out by Lemma 5.5). We now show by a modification
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of Santi’s counterexample (see [74] and Section 3.3) that indeed all the situations in (6.6)
may occur.

Proposition 6.4. Let n ¼ 2, N ¼ 1 and let us continue using the terminology of Theo-

rem 1.16. Given arbitrary numbers l A ½0; 1� and lþ; l� A ½0; 1Þ with lþ þ l� e 1 each of the

two situations in (6.6) occurs with these given parameters for some bounded Lipschitz domain

W, some smooth integrand f : R2 ! ½0;yÞ satisfying (H1), (H2), (H3), and (H4), and some

Dirichlet class D ¼ u0 þ W 1;1
0 ðWÞ.

Remark 6.5. The following proof shows that the examples for y ¼ 0 already work
for the model integral E1, while for y3 0 examples for E1 can only be constructed if
maxflþ; l�ge 1=2 holds. In view of Theorem 1.4 the latter restriction in the case y3 0
is necessary since each of the sets ðqWÞþ and ðqWÞ� is half of qW and moreover we have

qWX fuG y ¼ u0gH ðqWÞG:

Proof of Proposition 6.4. The proof is divided into two parts, which correspond to
the two alternative situations in (6.6). Both parts are based on the following basic strategy.
We begin with Santi’s example of non-uniqueness. More specifically, we consider the gen-
eralized minimizers ûu þ y from Proposition 3.11 (or some variant). Then we modify—a
posteriori—the boundary values, and we infer from Lemma 2.9 that ûu þ y is still minimiz-
ing, for suitable y, with respect to the new boundary values. We will see below that the
construction can be adjusted in such a way that for the modified problem each of the situa-
tions in (6.6) occurs.

Part 1 is concerned with the first of the two situations in (6.6). Given an arbitrary
l A ½0; 1� we work with Santi’s two-dimensional domain WS from Section 3.3 and we de-
compose the boundary qWS into

qþWS :¼ fx A qWS : x1x2 > 0g and q�WS :¼ fx A qWS : x1x2 < 0g:

Moreover, we choose ~uu0 A W 1;1ðWSÞ with ~uu0 ¼GM on qGWS for some constant M > 2
which is fixed in the following. By Proposition 3.11 (applied to the model integral E1) there
exists a generalized minimizer ûu of E1 in ~DD :¼ ~uu0 þ W

1;1
0 ðWSÞ with sup

WS

jûuje 2. Now we

choose an H1-measurable function ĴJ : qWS ! ½0;M � 2� such that we have

H1ðqWS X fĴJ ¼ 0gÞ ¼ lH1ðqWSÞ;

and additionally we require that the essential infimum of ĴJ is 0 on both qþWS and q�WS.
Then we take some u0 A W 1;1ðWSÞ with

u0ðxÞ ¼ ûuðxÞG ĴJðxÞ for H1-a:e: x A qGWS:

By construction u0 is a convex combination of ûu and ~uu0 on qWS, and Lemma 2.9 implies
that ûu is a generalized minimizer of E1 in D :¼ u0 þ W 1;1

0 ðWSÞ. Moreover, from the defini-
tion of u0 and the choice of ĴJ we have

H1ðqWS X fûu ¼ u0gÞ ¼ lH1ðqWSÞ:
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It remains to reason that ûu is the unique generalized minimizer in D. Let us assume
that this were not the case. Then, taking without loss of generality y > 0 we decompose
qWS into the disjoint sets ðqWSÞG from Theorem 1.4, and we infer from that theorem that
the generalized minimizer ûu is bounded away from u0 on at least one of the sets ðqWSÞG. In
particular, ûu satisfies ûu < u0 on ðqWSÞþ or ûu > u0 on ðqWSÞ�. In view of ûue u0 on qþWS

and ûuf u0 on q�WS this implies that one of the inclusions ðqWSÞGH qGWS holds. Since
the sets ðqWSÞG and qGWS have the same measure, we in fact have equality ðqWSÞG¼ qGWS

up to a set of H1-measure zero. Consequently, ûu is bounded away from u0 on one of the
sets qGWS which contradicts the above choice of ĴJ. In conclusion, we must have unique-
ness, in other words y ¼ 0.

Part 2 deals with the second situation in (6.6). Before proving the general claim we
briefly mention that in the case maxflþ; l�ge 1=2 one may work with a slight modifi-
cation of the arguments from Part 1. Actually, this reasoning leads—in accordance with
Remark 6.5—to an example for the model integral E1 on WS.

Next we treat the general case, with arbitrary numbers lG A ½0; 1Þ such that
lþ þ l� e 1 holds. Reversing the sign of y in (6.6) corresponds to interchanging the roles
of lþ and l�, and thus it su‰ces to treat the case lþ e 1=2 in the following. We now use
the 1-parameter family of domains Wr

S from the beginning of Section 3.3, and we let

qþW
r
S :¼ fx A qWr

S : x1x2 > 0g and q�W
r
S :¼ fx A qWr

S : x1x2 < 0g:

In the following we modify the shape of Wr
S by a linear transformation in order to adjust

the ratio between the sizes of qþW
r
S and q�W

r
S. We consider the endomorphism

Lr :¼
1

2

r þ 1

r
r � 1

r

r � 1

r
r þ 1

r

0BB@
1CCA

of R2 (with eigenvalues r and 1=r, corresponding eigenvectors ð1; 1Þ and ð1;�1Þ, and deter-
minant 1), and we are interested in the transformed domain LrW

r
S. We claim that there

exists an rf 1 such that we have

H1ðLrqþW
r
SÞ

H1ðLrqW
r
SÞ

f lþ and
H1ðLrq�W

r
SÞ

H1ðLrqW
r
SÞ

f l�:ð6:7Þ

In order to establish (6.7) we record that the four points ðG1=4;G1=4Þ are contained
in qWr

S for all values of r. Moreover, the intersections of qWr
S with the coordinate axes

can be written as ðGxr; 0Þ and ð0;GxrÞ with some xr > 1=2, and explicit computations
give lim

r!y
xr ¼ 1=2. Hence Wr

S converges to the square Q :¼ fx A R2 : jx1j þ jx2j < 1=2g
as r ! y.

We now compare LrW
r
S and the rectangle LrQ with edges of length r=

ffiffiffi
2

p
and

1=ð
ffiffiffi
2

p
rÞ. Without going into detailed computations let us record that the length of the
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arcs of LrqW
r
S exceeds the length of the corresponding edges of LrqQ at most by

2rðxr � 1=2Þ, and we thus have

H1ðLrqþW
r
SÞ

H1ðLrqW
r
SÞ

e

2
1ffiffiffi
2

p
r
þ 4r xr �

1

2

� �
2

rffiffiffi
2

p þ 2
1ffiffiffi
2

p
r

��!
r!y

0:

Moreover, the quantity
H1ðLrqþW

r
SÞ

H1ðLrqW
r
SÞ

depends continuously on r and takes the value 1=2

for r ¼ 1. Thus, for lþ > 0 (remember lþ e 1=2) we always find an rf 1 with

H1ðLrqþW
r
SÞ

H1ðLrqW
r
SÞ

¼ lþ;

and because of lþ þ l�e 1 the assertions in (6.7) follow. Furthermore, for lþ ¼ 0 we

choose an rf 1 with
H1ðLrqþW

r
SÞ

H1ðLrqW
r
SÞ

e 1 � l� and (6.7) follows also in this case.

From now on we may thus fix rf 1 with (6.7). It is not di‰cult to check that the
assertions of Proposition 3.11 still hold for the integral E1 on Wr

S (instead of WS), with
some bound M0, depending only on r, in place of 2f ð0Þ. Then composing all the functions
under consideration with L�1

r we transform the minimization problem to LrW
r
S, and we

come out with the following statement. We introduce the integrand

~ee1ðzÞ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ jzLrj2

q
for z A Rn;

which satisfies (H1), (H2), (H3), and (H4), and for w A W 1;1ðLrW
r
SÞ we consider

~EE1½w� :¼
Ð

LrW
r
S

~ee1

�
‘wðxÞ

�
dx ¼

Ð
W r

S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ j‘ðw � LrÞj2

q
dx;

where the last equality exploits det Lr ¼ 1. Fixing M > M0 þ 1 for the remainder of the
proof we choose ~uu0 A W 1;1ðLrW

r
SÞ such that ~uu0ðxÞ ¼GM holds on LrqGW

r
S, and we set

~DD :¼ ~uu0 þ W
1;1
0 ðLrW

r
SÞ. Then there exists a generalized minimizer ûu of ~EE1 in ~DD such that

sup
LrW

r
S

jûujeM0 holds. Moreover, ûu þ y is minimizing in D for every y A R with jyje 1.

Finally, we conclude the proof similarly to Part 1. In view of (6.7) we choose an
H1-measurable function ĴJ : LrqW

r
S ! ½1;M � M0� such that we have

H1ðLrqGW
r
S X fĴJ ¼ 1gÞ ¼ lGH

1ðLrqW
r
SÞ;

and additionally21) we require that the essential infimum of ĴJ is 1 on both LrqþW
r
S and

Lrq�W
r
S. Taking some u0 A W 1;1ðLrW

r
SÞ with

u0ðxÞ ¼ ûuðxÞG ĴJðxÞ for H1-a:e: x A LrqGW
r
S

21) The requirement for the infima is relevant only if lþ ¼ 0 or l� ¼ 0 holds.
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we find that u0 is a convex combination of ûu þ y and ~uu0 on qWS, and by Lemma 2.9, ûu þ y

is a generalized minimizer of ~EE1 in D :¼ u0 þ W 1;1
0 ðLrW

r
SÞ, for every y A R with jyje 1. In

particular, we have non-uniqueness, that is y3 0. Additionally, by the choice of u0 and ĴJ

we have

H1ðLrqW
r
S X fûuG 1 ¼ u0gÞ ¼ lGH

1ðLrqW
r
SÞ:

Thus it just remains to argue that ûu þ 1 and ûu � 1 are extremal minimizers. However, if one
of them were not extremal, then by Theorem 1.17 it would be bounded away from u0 on
LrqW

r
S which contradicts the above requirement for the infima of ĴJ. In conclusion, we have

constructed an example such that the second situation in (6.6) occurs, and the proof is
complete. r

A. (Semi-)Continuity and existence

This section is concerned with the functional FD from (1.8), where

D ¼ u0 þ W
1;1
0 ðW;RNÞ

with u0 A W 1;1ðW;RNÞ is a fixed Dirichlet class. In the following Theorem A.1 we summa-
rize continuity properties of FD, which are essentially known from [43]. Then we give a
proof of these properties, which is based on (a supplement to) Theorem 2.4 and follows
the lines of [43]. Finally, we derive Theorem 1.8 as a corollary of Theorem A.1 combined
with Lemma 2.3.

Theorem A.1. Suppose that f : RNn ! ½0;yÞ is convex with (H1) and that ðukÞk AN is

a sequence in BVðW;RNÞ which converges in L1ðW;RNÞ to some u A BVðW;RNÞ.

Semicon t inu i ty par t . There holds

FD½u�e lim inf
k!y

FD½uk�:

Cont inu i ty par t . If the equality

jðLn;DuÞjðWÞ þ
Ð
qW

ju0 � uj dHn�1 ¼ lim
k!y

�
jðLn;DukÞjðWÞ þ

Ð
qW

ju0 � ukj dHn�1



is valid, then there holds

FD½u� ¼ lim
k!y

FD½uk�:

Moreover, if f : RNn ! ½0;yÞ is strictly convex22) and f y is a strictly convex norm, then the

reverse implication is also true.

22) The strict convexity of f is meant in the usual sense, that is f
�
lz1 þ ð1 � lÞz2

�
< lf ðz1Þ þ ð1 � lÞ f ðz2Þ

for all l A ð0; 1Þ and z1 3 z2 in RNn.
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Next we briefly sketch a proof of Theorem A.1 which is based on the following ideas
from [43]. Fix a bounded Lipschitz domain ~WW containing W and a W 1;1-extension ~uu0 of u0

from W to ~WW. For all w A BVðW;RNÞ define ~ww A BVð~WW;RNÞ by

~ww :¼
w on W;

~uu0 on ~WWnW:

�

Then Corollary 3.89 of [6] provides the formula

D~ww ¼ Dw þ ðu0 � wÞn nW1qW �Hn�1 þ ‘u01~WWnW �Ln;ðA:1Þ

where Dw is viewed as a measure on ~WW with support in W. Hence, FD½w� can be written—
in contrast to (2.7) we here include the boundary integral in FD—as

FD½w� ¼
Ð
~WW

f
dðLn;D~wwÞ

djðLn;D~wwÞj

� �
djðLn;D~wwÞj �

Ð
~WWnW

f ð‘~uu0Þ dx;ðA:2Þ

where f is the function from (2.6), and where the last integral is independent of w. Having
represented FD in this way we give a

Proof of the semicontinuity part of Theorem A.1. We assume sup
k AN

FD½uk� < y.

Then by the coercivity condition in (H1) it follows that ~uuk converges to ~uu weakly-� in
BVðW;RNÞ. In view of (A.2) we may apply Theorem 2.4 and Remark 2.5 to FD, and we
infer that FD½u�e lim inf

k!y
FD½uk� holds. r

Before proving the continuity part of Theorem A.1 we deal with a lemma concerning
a strict convexity property of f .

Lemma A.2. Suppose that f : RNn ! ½0;yÞ is strictly convex with (H1) and that f y

is a strictly convex norm. Then the function f from (2.6) is a strictly convex 1-homogeneous

function, where the strictness is to be understood in the following sense: The implication23)

f ðw1 þ w2Þ ¼ f ðw1Þ þ f ðw2Þ ) w1 ¼ 0 or w2 ¼ rw1 for some rf 0ðA:3Þ

holds for all w1; w2 A ½0;yÞ � RNn.

Proof. According to Remark 2.5, f is convex and 1-homogeneous, so it remains to
establish (A.3). To this end we assume that the hypothesis of (A.3) holds for w1 ¼ ðt1; z1Þ
and w2 ¼ ðt2; z2Þ in ½0;yÞ � RNn, and we distinguish the following cases. If t1 ¼ t2 ¼ 0
holds, the claim follows from (2.6) and Lemma 6.1. If t1 > 0 and t2 > 0 hold, then the strict
convexity of f gives z1=t1 ¼ z2=t2 as claimed since otherwise the computation

23) The convexity property in (A.3) is closely related to the strict convexity of norms; see Definition 1.14

and Lemma 6.1. However, f need not be positive outside f0g and thus—even if we extend it onto R1þNn—it need

not be a norm.
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f ðw1 þ w2Þ ¼ ðt1 þ t2Þ f
t1

t1 þ t2
� z1

t1
þ t2

t1 þ t2
� z2

t2

� �

< t1 f
z1

t1

� �
þ t2 f

z2

t2

� �
¼ f ðw1Þ þ f ðw2Þ

would result in a contradiction. In the case t1 > 0 ¼ t2 we have by 1-homogeneity and
convexity

2f ðw1 þ w2Þ ¼ f ð2t1; 2z1 þ 2z2Þe f ðt1; z1Þ þ f ðt1; z1 þ 2z2Þ

e f ðt1; z1Þ þ f ðt1; z1Þ þ f ð0; 2z2Þ ¼ 2½ f ðw1Þ þ f ðw2Þ�:

However, by assumption the terms on the very left and the very right of the latter estimate
coincide and in particular we must have f ð2t1; 2z1 þ 2z2Þ ¼ f ðt1; z1Þ þ f ðt1; z1 þ 2z2Þ.
From the previous case we then get z2 ¼ 0. Hence, we arrive at w2 ¼ 0, and thus the claim
is established also for t1 > 0 ¼ t2. Finally, the case t2 > 0 ¼ t1 follows by exchange of the
variables. r

Moreover, we record a supplement to Theorem 2.4 which was also obtained in
[73]24); compare [43], Theorem 1.6, [10], Theorem 2.1, and [54], Theorem 3. The following
version involving cones has not been stated up to now but is a direct outcome of the respec-
tive proofs; see for instance Theorem 2.38 and Theorem 2.39 in [6].

Theorem A.3. Consider a sequence ðmkÞk AN of finite Rm-valued Radon measures on W
which converges weakly-� to a finite Rm-valued Radon measure m on W. Moreover, assume

that mk and m take values in some closed convex cone K in Rm. If

Ð
W

f
dm

djmj

� �
djmj ¼ lim

k!y

Ð
W

f
dmk

djmkj

� �
djmkjðA:4Þ

holds for one strictly convex 1-homogeneous function f : K ! ½0;yÞ in the sense of (A.3)
(with K in place of ½0;yÞ � RNn), then (A.4) holds for all continuous and 1-homogeneous

functions f : K ! ½0;yÞ.

Proof of the continuity part of Theorem A.1. We first recall (A.1) and (A.2), and we
record that if one of the two equalities in the continuity part of Theorem A.1 holds, then ~uuk

converges to ~uu weakly-� in BVðW;RNÞ. Thus, we deduce from (A.2) and Theorem A.3 that
FD is continuous along ðukÞk AN for every integrand f , once it is shown to be continuous
for one integrand f such that the corresponding function f is strictly convex in the sense of
(A.3). In turn, (A.3) is available by Lemma A.2 if f is strictly convex with (H1) and f y is a
strictly convex norm.

Since the last properties are valid for the integrand e1 from Section 1.1, the above rea-
soning gives in particular

ED
1 ½u� ¼ lim

k!y
ED

1 ½uk� ) FD½u� ¼ lim
k!y

FD½uk�ðA:5Þ

24) The reader should note that a mistake in the translation of the respective statement from [73] was

pointed out in [10].
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for every f : RNn ! ½0;yÞ which is convex with (H1). Moreover, if f is even strictly con-
vex and f y is a strictly convex norm, then the reverse implication in (A.5) also holds. Re-
writing the first two terms in the definition (1.3) of ED

1 as in Remark 2.5 we have proven the
claims. r

Proof of Theorem 1.8. We first assume that an arbitrary u A BVðW;RNÞ is given and
we work with the approximating sequence ðwkÞk AN from Lemma 2.3. Then by the continu-
ity part of Theorem A.1 we get

FD½u� ¼ lim
k!y

FD½wk� ¼ lim
k!y

F ½wk�:

We have thus shown that ‘f’ holds in (1.9). However, the reverse inequality is trivially
valid and (1.9) is proved.

It remains to establish the claimed characterization.

If u is a generalized minimizer of F in D, then the above reasoning via Lemma 2.3
gives

lim
k!y

F ½wk� ¼ FD½u� ¼ inf
D

F ;

and hence wk is a minimizing sequence for F in D which converges to u in L1ðW;RNÞ.

Conversely, if we consider a minimizing sequence for F in D, converging in
L1ðW;RNÞ to u A BVðW;RNÞ, then by the semicontinuity part of Theorem A.1 we have
FD½u�e inf

D
F . In view of (1.9), u is a generalized minimizer of F in D. r

B. Additional remarks on the Dirichlet problem

In this section we further investigate the minimization problem for the integral

F ½w� :¼
Ð
W

f ð‘wÞ dx

from (1.1) in a Dirichlet class

D ¼ u0 þ W 1;1
0 ðW;RNÞ

with u0 A W 1;1ðW;RNÞ. We provide some additional statements which are essentially con-
sequences of Corollary 1.13 and Theorem 2.4. Though there are no innovative arguments
in this section, it seems that the results do not occur explicitly in the literature, not even in
the scalar case or for area minimizing graphs.

As a common feature the following statements are based on the assumption that
some function u A BVðW;RNÞ, mostly a generalized minimizer, satisfies

u ¼ u0 in the sense of trace on qW:ðB:1Þ
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Unfortunately, apart from those for area minimizing graphs (compare the end of Section
1.2 and of the present section) there are no convenient criteria for having (B.1).

Full uniqueness.

Proposition B.1. Suppose that f : RNn ! ½0;yÞ is strictly convex with (H1) and that

u is a generalized minimizer of F in D. If u A D holds, then u is the unique generalized mini-

mizer of F in D.

Proof. We assume that v A BVðW;RNÞ is another generalized minimizer of F in D.
Then the uniqueness argument from the proof of Theorem 1.10 in Section 5.3 gives ‘u ¼ ‘v

on W. Since we assume u A D, we moreover have Dsu ¼ 0 and u ¼ u0 on qW. Thus, from
the equality FD½u� ¼ FD½v� we get

Ð
W

f y dDsv

djDsvj

� �
djDsvj þ

Ð
qW

f y
�
ðu0 � vÞn nW

�
dHn�1 ¼ 0:

Since f yðzÞ > 0 holds for z3 0, this implies Dsv ¼ 0 and v ¼ u0 on qW. Consequently, we
have Du ¼ Dv and u ¼ v on qW and by the constancy theorem we deduce u ¼ v on W. r

Strong/strict convergence of minimizing sequences. The next result states that a se-
quence which converges in energy already converges in a good sense provided that the limit
function satisfies (B.1). In fact, we supply a tripartite statement: The first part deals with
strong convergence of sequences in W 1;1ðW;RNÞ, the second part concerns strict conver-
gence of sequences in BVðW;RNÞ, and the third part regards convergence of traces.

Theorem B.2. Suppose that f : RNn ! ½0;yÞ is convex with (H1). Moreover, con-

sider a sequence ðukÞk AN in BVðW;RNÞ which converges in L1ðW;RNÞ to u A BVðW;RNÞ,
and assume that there holds

FD½uk� ��!
k!y

FD½u�:

Finally, suppose that

u ¼ u0 on qW:

(i) If f is strictly convex and the sequence ðukÞk AN and u are in W 1;1ðW;RNÞ, then uk

converges strongly to u in W 1;1ðW;RNÞ.

(ii) If f is strictly convex and f y is a strictly convex norm, then uk converges strictly to

u in BVðW;RNÞ (in the sense of Definition 2.2).

(iii) The trace of uk converges to the trace of u in L1ðqW;RN ;Hn�1Þ.

Before proving Theorem B.2 we apply it to minimizing sequences:

Corollary B.3 (strong/strict convergence of minimizing sequences). Suppose that

f : RNn ! ½0;yÞ is strictly convex with (H1) and that u is a generalized minimizer of F
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in D with

u ¼ u0 on qW:

(i) If u is in W 1;1ðW;RNÞ, then every minimizing sequence for F in D converges

strongly to u in W 1;1ðW;RNÞ.

(ii) If f y is a strictly convex norm, then there exists a minimizing sequence for F in D
which converges strictly to u in BVðW;RNÞ.

Remark B.4. Under additional hypotheses the W 1;1-assumption in Corollary B.3 (i)
is guaranteed by Theorem 1.10; compare Corollary B.6 below.

Proof of Corollary B.3. To establish (i) we show that every minimizing sequence for
F in D has a subsequence converging to u in W 1;1ðW;RNÞ. To prove this claim we first ex-
ploit the coercivity of f and conclude that every minimizing sequence has a subsequence
converging in L1ðW;RNÞ to some limit v A BVðW;RNÞ. By Theorem 1.8, v is a generalized
minimizer of F in D, and if u A D holds, then Proposition B.1 gives u ¼ v. At this point
Theorem B.2 (i) guarantees strong convergence uk ��!

k!y
u in W 1;1ðW;RNÞ.

The claim in (ii) follows from Theorem 1.8 and Theorem B.2 (ii). r

The proof of Theorem B.2 begins with one more lemma on convex functions.

Lemma B.5. Suppose that f : Rm ! R is strictly convex and consider z A Rm and a

sequence ðzkÞk AN in Rm. If f ðzÞ þ f ðzkÞ � 2f
zk þ z

2

� �
converges to 0, then zk converges

to z.

Proof. For ease of notation let us assume z ¼ 0. As a straightforward consequence
of the convexity inequality for f ,

½0;yÞ ! R; r 7! f ðrxÞ � 2f r
x

2

� �
is non-decreasingðB:2Þ

for every x A Rm. Now let us assume that zk does not converge to 0. Possibly passing to a
subsequence we then have jzkjf e for some e > 0, and zk=jzkj ! o for some o A Rm with
joj ¼ 1. Exploiting (B.2) we conclude

f ð0Þ þ f ðzkÞ � 2f
zk

2

� �
f f ð0Þ þ f e

zk

jzkj

� �
� 2f e

zk

2jzkj

� �

��!
k!y

f ð0Þ þ f ðeoÞ � 2f e
o

2

� �
:

By the strict convexity of f the limit on the right-hand side of the previous formula is pos-

itive, and thus f ð0Þ þ f ðzkÞ � 2f
zk

2

� �
does not converge to 0. r
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Proof of Theorem B.2 (i). Due to the assumption u ¼ u0 on qW the boundary in-

tegrals in the expression FD½u� þFD½uk� � 2FD uk þ u

2

� 

cancel out. Moreover, by the

semicontinuity part of Theorem A.1 we have

lim
k!y

FD½uk� ¼ FD½u�e lim inf
k!y

FD uk þ u

2

� 

:

All in all—exploiting Dsu ¼ 0 ¼ Dsuk —we get

lim sup
k!y

Ð
W

f ð‘uÞ þ f ð‘ukÞ � 2f
‘uk þ ‘u

2

� �� 

dx

¼ FD½u� þ lim
k!y

FD½uk� � 2 lim inf
k!y

FD uk þ u

2

� 

¼ 0:

However, by the convexity of f the integrands f ð‘uÞ þ f ð‘ukÞ � 2f
‘uk þ ‘u

2

� �
are non-

negative and hence converge to 0 in L1ðWÞ. Passing once more to a subsequence we infer
convergence pointwise a.e. on W, and by Lemma B.5 we deduce ‘uk ! ‘u a.e. on W.
Fatou’s lemma (note that (H1) gives f ð‘ukÞ þ f ð‘uÞ � gj‘uk � ‘ujf 0) yields

2FD½u� ¼
Ð
W

2f ð‘uÞ dxe lim inf
k!y

Ð
W

½ f ð‘ukÞ þ f ð‘uÞ � gj‘uk � ‘uj� dx

e lim
k!y

FD½uk� þFD½u� � g lim sup
k!y

Ð
W

j‘uk � ‘uj dx

¼ 2FD½u� � g lim sup
k!y

Ð
W

j‘uk � ‘uj dx:

In conclusion, we obtain strong convergence uk ��!
k!y

u in W 1;1ðW;RNÞ as claimed. r

Proof of Theorem B.2 (ii). From the coercivity condition in (H1) we deduce that uk

converges to u not only in L1ðW;RNÞ but also weakly-� in BVðW;RNÞ. Therefore it su‰ces
to prove

lim
k!y

jDukjðWÞ ¼ jDujðWÞ:ðB:3Þ

To this end we apply the continuity part of Theorem A.1 twice: By the backwards implica-
tion we find

jðLn;DuÞjðWÞ þ
Ð
qW

ju0 � uj dHn�1 ¼ lim
k!y

�
jðLn;DukÞjðWÞ þ

Ð
qW

ju0 � ukj dHn�1



;

and then using the forwards implication for the integrand e0 from Section 1.1 we arrive at

ED
0 ½u� ¼ lim

k!y
ED

0 ½uk�:
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Taking into account the definition (1.3) and u ¼ u0 on qW the last equality just means

jDujðWÞ ¼ lim
k!y

�
jDukjðWÞ þ

Ð
qW

ju0 � ukj dHn�1



:

By the semicontinuity of the variation (which is a special case of Theorem 2.4) we also
know

jDujðWÞe lim inf
k!y

jDukjðWÞ:

Combining the last two formulas we end up with (B.3). r

Under the strict convexity assumptions of part (ii) of Theorem B.2 the preceding ar-
guments also yield the convergence of traces. The following arguments establish this con-
vergence in the more general setting of part (iii).

Proof of Theorem B.2 (iii). As in the proof of part (ii), uk converges to u weakly-� in
BVðW;RNÞ. Thus, we may apply Theorem 2.4 as explained in Remark 2.5 to the measures
Duk coming out with

Ð
W

f ð‘uÞ dx þ
Ð
W

f y dDsu

djDsuj

� �
djDsuj

e lim inf
k!y

� Ð
W

f ð‘ukÞ dx þ
Ð
W

f y dDsuk

djDsukj

� �
djDsukj



:

Moreover, exploiting the hypothesis u ¼ u0 on qW we find

Ð
W

f ð‘uÞ dx þ
Ð
W

f y dDsu

djDsuj

� �
djDsuj

¼ FD½u�

¼ lim
k!y

FD½uk�

¼ lim inf
k!y

� Ð
W

f ð‘ukÞ dx þ
Ð
W

f y dDsuk

djDsukj

� �
djDsukj



þ lim sup

k!y

Ð
qW

f y
�
ðu0 � ukÞn nW

�
dHn�1:

Combining the last formulas we arrive at

lim
k!y

Ð
qW

f y
�
ðu0 � ukÞn nW

�
dHn�1 ¼ 0:

Since u ¼ u0 holds on qW, the left-hand inequality in (H1) gives the claimed convergence.
r
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Continuous dependence on the boundary data. We now record another result on
strong convergence which follows from the regularity result in Corollary 1.13 combined
with Theorem B.2. An abstract reformulation of the result will be given below.

Corollary B.6. Suppose that f : RNn ! ½0;yÞ is C2 with (H1), (H2), and (H3), and

that ðu0;kÞk AN is a sequence in W 1;1ðW;RNÞ such that the trace of u0;k converges to the trace

of u0 in L1ðqW;RN ;Hn�1Þ. Moreover, assume that uk and u are generalized minimizers of F

in Dk :¼ u0;k þ W 1;1
0 ðW;RNÞ and D ¼ u0 þ W 1;1

0 ðW;RNÞ, respectively, and that

u ¼ u0 on qW:

Then uk converges strongly to u in W 1;1ðW;RNÞ.

Proof. We first note that by Corollary 1.13 the sequence ðukÞk AN and u are in
W 1;1ðW;RNÞ. In particular, since we are also assuming u ¼ u0 on qW, we have u A D.
Moreover, by Lemma 2.7, f y is Lipschitz continuous and thus there holds

jFDk ½w� �FD½w�jeL
Ð
qW

ju0;k � u0j dHn�1 for all w A BVðW;RNÞ;

where the positive constant L depends only on Nn and G. Using this together with the min-
imality of uk we get

FD½uk�eFDk ½uk� þ L
Ð
qW

ju0;k � u0j dHn�1

eFDk ½u� þ L
Ð
qW

ju0;k � u0j dHn�1

eFD½u� þ 2L
Ð
qW

ju0;k � u0j dHn�1:

Now the assumed convergence of the traces and the minimality of u give

FD½uk� ��!
k!y

FD½u� ¼ inf
BVðW;RN Þ

FD:

Exploiting the coercivity in (H1) and passing to a subsequence we deduce that uk converges
in L1ðW;RNÞ. By the semicontinuity part of Theorem A.1 the limit function is a generalized
minimizer and by the uniqueness result in Proposition B.1 it coincides with u. Now we are
in the position to apply Theorem B.2 (i) which yields the claim. r

Imposing the assumptions of Corollary B.6 on the integrand f we are interested in
maps which assign to a given Dirichlet class D ¼ u0 þ W

1;1
0 ðW;RNÞ—more precisely to the

trace of u0 which determines D—a generalized minimizer of F in D. By Corollary 1.13
these generalized minimizers are in W 1;1ðW;RNÞ and unique up to constants, but in general
they are not fully unique. However, there are several ways of designating a specific gener-
alized minimizer corresponding to each class, for instance if additionally (H4) holds, we
may take the minimizer u from Theorem 1.16. All possible ways of choosing generalized
minimizers are represented by resolvent operators

R : L1ðqW;RN ;Hn�1Þ ! W 1;1ðW;RNÞ
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defined on the trace space which have the following property for all u0 A W 1;1ðW;RNÞ:

R maps the trace of u0 onto a generalized minimizer of F in u0 þ W
1;1
0 ðW;RNÞ:

Moreover, let us introduce the class Af ;W of attained boundary values in L1ðqW;RN ;Hn�1Þ,
that is, the set of all traces of functions u0 A W 1;1ðW;RNÞ such that some generalized min-
imizer of F in u0 þ W

1;1
0 ðW;RNÞ coincides with u0 on qW. In view of Lemma 2.9 we may

equivalently say that Af ;W is the set of all traces of generalized minimizers of F , in all
Dirichlet classes in W 1;1ðW;RNÞ.

With this terminology Corollary B.6 can be rephrased—keeping in mind Proposition
B.1—by saying that the traces in Af ;W are continuity points of the resolvent operators:

Corollary B.7. Suppose that f satisfies the hypothesis of Corollary B.6. Moreover,
consider a resolvent operator R in the above sense and endow both L1ðqW;RN ;Hn�1Þ and

W 1;1ðW;RNÞ with the strong topology. Then R is continuous at all points of Af ;W.

We briefly comment on the composition ‘ � R with the gradient operator, that is, we
map onto the gradient of a generalized minimizer instead of the minimizer itself. The map

‘ � R : L1ðqW;RN ;Hn�1Þ ! L1ðW;RNnÞ

is also continuous at all points of Af ;W. But moreover ‘ � R is uniquely determined by f

and W, and thus it might be the most reasonable object to study in this context.

The Dirichlet problem with L1 data. In the remainder of this section we assume that
the hypotheses of Corollary B.6 are valid for some given integrand f . We recall that as the
crucial assumption of this section we assumed that a generalized minimizer u of F in
D ¼ u0 þ W 1;1

0 ðW;RNÞ satisfies (B.1), that is, u ¼ u0 on qW. If (B.1) holds, then by Corol-
lary 1.13 we have u A D. Consequently, u is a minimizer in the usual sense (i.e., u realizes
the minimum not only on the left-hand side but even on the right-hand side of (1.9)) and
moreover the preceding results apply to u. In view of all these properties we think that it is
natural to ask for which Dirichlet classes D (B.1) holds. Since D is determined by the trace
of u0, this question can be reformulated in the terminology of the preceding paragraph as
follows:

What can be said about the class Af ;W of attained boundary values?

Let us summarize what is known about this question. For particular choices of f

and W and for certain symmetric boundary data it is possible to perform a reduction to a
1-dimensional problem as in Sections 3.2 and 3.3, and to decide in this way whether the
boundary data are in Af ;W or not. A contribution which goes beyond such particular sym-
metric situations is Miranda’s boundary continuity result for area minimizing graphs in the
scalar case N ¼ 1; see [66], [67]. This result implies that if qW has nonnegative mean curva-
ture, then Ae1;W contains all traces which are Hn�1-a.e. continuous. An interesting exam-
ple, which highlights the sharpness of Miranda’s result, was provided by Baldo and Modica
[11]. For the two-dimensional unit ball B2

1 they constructed a bounded and everywhere
discontinuous boundary datum which is not in Ae1;B2

1
. In particular, this implies that

Ae1;B2
1

is strictly smaller than L1ðqB2
1 ;R

N ;Hn�1Þ. In our opinion it would be interesting to
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investigate in more detail the attainment of L1 boundary data and the class Ae1;B
2
1
—or even

the classes Af ;W with more general f and W.

C. Non-autonomous integrals

Here, we briefly discuss variational integrals depending explicitly on the independent
variable, that is, we consider functionals of the form

F ½w� :¼
Ð
W

f ð�;‘wÞ dx for w : W ! RN

with an integrand f : W� RNn ! ½0;yÞ. Basically, the results in this paper extend to this
more general setting without requiring significantly new ideas if the assumptions (H1), (H2),
(H3), and all notions of convexity are imposed on the functions f ðx; �Þ, uniformly in x. In
particular, with an analogous definition of generalized minimizers the (semi-)continuity re-
sults of Appendix A, the characterization of generalized minimizers in Theorem 1.8, and
the existence result of Corollary 1.9 carry over almost25) verbatim; compare [73], [43], [7],
[6].

In order to state a generalization of Theorem 1.10 we follow [23], Section 3 (see also
[16], Chapter 4.2.2.2), and we impose the following additional assumptions on the deriva-
tives of f :

q

qxi

‘z f ðx; zÞ
���� ����eG;ðC:1Þ

q2

qx2
i

‘z f ðx; zÞ
���� ����eG;ðC:2Þ

q

qxi

‘2
z f ðx; zÞð~zz1; ~zz2Þ

���� ����eG½j‘2
z f ðx; zÞð~zz1; ~zz2Þj þ ð1 þ jzjÞ�2j~zz1j j~zz2j�ðC:3Þ

for all z; ~zz1; ~zz2 A RNn, x A W and i A f1; . . . ; ng.

Theorem C.1. Assume that f : W� RNn ! ½0;yÞ is continuous and that (H1) and

(H2) hold for all functions f ðx; �Þ, uniformly in x A W. Moreover, suppose that (C.1), (C.2),
and (C.3) are valid, where all the occurring derivatives exist and are continuous on W� RNn.

Then bounded generalized minimizers of F in D are unique up to additive constants. Further-

more, each such generalized minimizer u A BVðW;RNÞXLyðW;RNÞ satisfies

u A W 1;1ðW;RNÞ and j‘uj logð1 þ j‘uj2Þ A L1
locðWÞ:

Theorem C.1 can be proved following the strategy of Section 5 and handling the ad-
ditional terms as in [23], Section 3. The crucial point is to provide variants of Lemma 5.1

25) In the non-autonomous case one assumes additionally that the functions f ðx; zÞ and f yðx; zÞ are

(lower semi-)continuous in ðx; zÞ.
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and Lemma 5.2. Here, (C.1) is needed in order to establish Lemma 5.1, while (C.2)
and (C.3) are used to get uniform estimates for some additional terms in the proof of
Lemma 5.2. We omit further details.

As for Theorem 1.10, the boundedness assumption in Theorem C.1 can be derived
either from the maximum principles in Appendix D or from a straightforward adaptation
of Section 4 to integrals with x-dependency.

Remark C.2. It is not possible to weaken the assumption (H2) in Theorem C.1.
Actually, if (H2) is replaced by (H2m) with some m > 3, then by virtue of a counterexample
in [23], Section 4 (based on previous ideas in [43]) generalized minimizers need not be in
W 1;1. However, it is not clear whether it is possible to construct a corresponding counter-
example in the autonomous setting.

D. Maximum principles

Next we briefly discuss two maximum principles (and the corresponding minimum
principles) for minimizers in W 1;1ðW;RNÞ and generalized minimizers in BVðW;RNÞ, re-
spectively. These principles apply to component functions of minimizers in the vectorial
case and work under quite weak assumptions on the integrands—even though we do not
intend to state them in maximal generality. The first, quite simple principle is proved by a
standard argument (compare [29]). The second principle for generalized minimizers is
somewhat more involved but still follows the same idea. Our main interest is in a corollary
of the second principle (Corollary D.3) which provides the Ly-bound needed in Theo-
rem 1.10 and Theorem C.1.

Now we start by stating the principles for minimizers in W 1;1ðW;RNÞ. We consider
integrals

F ½w� :¼
Ð
W

f ð�;‘wÞ dx for w A W 1;1ðW;RNÞðD:1Þ

with a Borel function f : W� RNn ! ½0;yÞ. We fix a A f1; 2; . . . ;Ng and we write za A Rn

for the ath row of z. We assume that whenever we fix some x A W and all the entries of z

except those in za then

the function Rn ! R; za 7! f ðx; zÞ; has a unique minimum at 0:ðD:2Þ

In particular, (D.2) is satisfied if f is strictly convex and even in za. Comparing this with
the conditions of Section 1.2 we record that either of the conditions (1.10) and (1.12) im-
plies even dependence on all variables.

Theorem D.1. Assume that f : W� RNn ! ½0;yÞ is a Borel function which satisfies

(D.2) for some fixed a A f1; 2; . . . ;Ng. Moreover, suppose that u A W 1;1ðW;RNÞ is a mini-

mizer of the integral F from (D.1), that is, F ½u�eF ½w� for all w A u þ W
1;1
0 ðW;RNÞ. Then

one has

sup
W

ua ¼ sup
qW

ua and inf
W

ua ¼ inf
qW

ua:
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Proof. We only prove the maximum principle. By a standard property of traces we
have sup

qW

ua e sup
W

ua. Hence, if M :¼ sup
qW

ua is infinite, there is nothing to prove. Otherwise

we compare u with w A W 1;1ðW;RNÞ defined by

wb :¼ ub for b3 a;

minfua;Mg for b ¼ a:

�

Then we have ‘wa ¼ 1fuaeMg � ‘ua, and thus it holds Ln-a.e. on W either ‘wa ¼ ‘ua or
‘wa ¼ 03‘ua. Additionally, we evidently have ‘wb ¼ ‘ub for b3 a. Using the assump-
tion (D.2) we infer

f ð�;‘wÞe f ð�;‘uÞ Ln-a:e: on W with equality only where ‘u ¼ ‘w:ðD:3Þ

Moreover, since ua eM holds on qW, we have w ¼ u on qW, w is admissible as a compar-
ison function for the minimality property, and we have

Ð
W

f ð�;‘uÞ dxe
Ð
W

f ð�;‘wÞ dx:

In view of the last inequality we must have equality in (D.3), and thus ‘u ¼ ‘w holds
Ln-a.e. on W. Taking into account u ¼ w on qW it follows that ua ¼ wa eM holds
Ln-a.e. on W. r

Next we state the principles for generalized minimizers in BVðW;RNÞ. To this end we
consider integrals

F½w� :¼
Ð
W

f ð�;‘wÞ dx þ
Ð
W

g �; dDsw

djDswj

� �
djDswjðD:4Þ

þ
Ð
qW

g
�
�; ðu0 � wÞn nW

�
dHn�1

with u0 A W 1;1ðW;RNÞ, f as above, and a Borel function g : W� RNn ! ½0;yÞ, which is
1-homogeneous in its second argument. Of course we are interested in the case where g is
the recession function of f . However, for the purposes of the next statement this relation is
irrelevant and we just require that whenever we fix x A W and all the entries of z except
those in za then

the function Rn ! R; za 7! gðx; zÞ; is radially strictly increasing:ðD:5Þ

Reformulating (D.5) as a formula we require that for all x A W and z; x A RNn we have the
implication

xb ¼ zb for b3 a;

za 3 0; xa ¼ tza with some t A ½0; 1Þ

�
) gðx; xÞ < gðx; zÞ:

In particular, (D.5) is satisfied if g is a strictly convex norm (in the sense of Definition 1.14)
in z and even in za.
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Theorem D.2. We fix u0 A W 1;1ðW;RNÞ, a A f1; 2; . . . ;Ng, a Borel function

f : W� RNn ! ½0;yÞ with (D.2), and a Borel function g : W� RNn ! ½0;yÞ which is

1-homogeneous in the second argument and satisfies (D.5). Moreover, we suppose that

u A BVðW;RNÞ minimizes F from (D.4), that is, F½u�eF½w� for all w A BVðW;RNÞ.
Then we have

sup
W

ua ¼ sup
qW

ua
e sup

qW

ua
0 and inf

W
ua ¼ inf

qW
ua

f inf
qW

ua
0 :

Proof. It su‰ces to establish for M A R the implications

ua
eM Hn�1-a:e: on qW ) ua

eM Ln-a:e: on W;ðD:6Þ

ua
0 eM Hn�1-a:e: on qW ) ua

eM Ln-a:e: on W:ðD:7Þ

We start by assuming ua eM on qW, and—proceeding similarly to the proof of Theo-
rem D.1—we use the comparison function w A BVðW;RNÞ defined by

wb :¼ ub for b3 a;

minfua;Mg for b ¼ a:

�
We first note that w can be written as the composition of u with a Lipschitz function and
that Dw can be computed by an adequate version of the chain rule. Since we only change
one component function, it su‰ces to apply the chain rule [6], Theorem 3.99, for real-
valued26) functions which yields the formulas

‘wa ¼ 1fuaeMg‘ua; Dcwa ¼ 1fuaeMg � Dcua;

and

D jwa ¼ minfðuaÞþ;Mg � minfðuaÞ�;Mg
ðuaÞþ � ðuaÞ�

� D jua;

where Dswa ¼ Dcwa þ D jwa is the decomposition into the Cantor part and the jump part
and ðuaÞG are the traces of ua on the set of approximate jump points of ua; see [6], Chap-
ter 3, for further details. Additionally, we evidently have Dwb ¼ Dub for b3 a.

Now we notice that (D.3) still holds by the same reasoning as in the proof of Theo-
rem D.1. Moreover, from the formulas for Dcwa and D jwa we infer that Dsw is absolutely
continuous with respect to jDsuj and

Dswa ¼ w � Dsua

for some Borel function w : W ! ½0; 1�. By the 1-homogeneity of g and assumption (D.5) we
deduce

Ð
W

g �; dDsw

djDswj

� �
djDswj ¼

Ð
W

g �; dDsw

djDsuj

� �
djDsuje

Ð
W

g �; dDsu

djDsuj

� �
djDsujðD:8Þ

with equality only if Dsu ¼ Dsw.

26) In this context the chain rule for real-valued functions is much simpler than its vectorial counterpart

[6], Theorem 3.101.
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Additionally, from the minimality of u we have F½u�eF½w�. Since ua eM and thus
w ¼ u hold on qW, the boundary integrals in F½u� and F½w� are the same, and in view of
(D.3) and (D.8) it follows that also the other integrals coincide, that is, we have equality in
(D.3) and (D.8) and consequently Du ¼ Dw. Taking into account u ¼ w on qW we arrive at
ua ¼ wa eM on W and (D.6) is proved.

To prove (D.7) we assume ua
0 eM on qW, we still use the comparison function w,

and we observe that the arguments leading to (D.3) and (D.8) remain unchanged. How-
ever, this time we supply an additional argument to establish w ¼ u on qW. Exploiting
ua

0 eM on qW and the definition of w we get

ua
0 � wa ¼ ~wwðua

0 � uaÞ on qW

for some ~ww : qW ! ½0; 1�. Applying (D.5) we then find

g
�
�; ðu0 � wÞn nW

�
e g

�
�; ðu0 � uÞn nW

�
Hn�1-a:e: on qWðD:9Þ

with equality only where u ¼ w.

Now invoking the minimality property F½u�eF½w� as before we derive equality in (D.3),
(D.8), and (D.9), that is, Du ¼ Dw and u ¼ w on qW. We infer ua ¼ wa eM on W and
(D.7) is proved. r

One may formulate several variants of Theorem D.1 and Theorem D.2. Here, we
provide only one more principle which is relevant in connection with Theorem 1.10 and
Theorem C.1.

Corollary D.3. Suppose that the hypotheses of Theorem D.2 are valid for all

a A f1; 2; . . . ;Ng instead of just one. Then for M f 0 we have

ju0jeM Hn�1-a:e: on qW ) jujeM
ffiffiffiffiffi
N

p
Ln-a:e: on W:

Proof. From Theorem D.2 we get juajeM on W for all component functions ua.
Summing up we arrive at jujeM

ffiffiffiffiffi
N

p
on W. r
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[44] M. Giaquinta, G. Modica and J. Souček, Cartesian currents in the calculus of variations II, Variational inte-

grals, Springer, Berlin 1998.

[45] E. Giusti, Superfici cartesiane di area minima, Rend. Sem. Mat. Fis. Milano 40 (1970), 135–153.

[46] E. Giusti, Minimal surfaces and functions of bounded variation, Birkhäuser, Basel 1984.
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[58] P. Marcellini, Regularity of minimizers of integrals of the calculus of variations with non-standard growth

conditions, Arch. Ration. Mech. Anal. 105 (1989), 267–284.

[59] P. Marcellini, Regularity and existence of solutions of elliptic equations with p, q-growth conditions, J. Di¤.

Equ. 90 (1991), 1–30.

[60] P. Marcellini and G. Papi, Nonlinear elliptic systems with general growth, J. Di¤. Equ. 221 (2006),

412–443.

[61] P. Marcellini and C. Sbordone, On the existence of minima of multiple integrals of the calculus of variations,

J. Math. Pures Appl. (IX) 62 (1983), 1–9.

[62] M. Meier, Boundedness and integrability properties of weak solutions of quasilinear elliptic systems, J. reine

angew. Math. 333 (1982), 191–220.

[63] G. Mingione and F. Siepe, Full C 1; a-regularity for minimizers of integral functionals with L log L-growth, Z.

Anal. Anwend. 18 (1999), 1083–1100.

[64] M. Miranda, Superfici cartesiane generalizzate ed insiemi di perimetro localmente finito sui prodotti carte-

siani, Ann. Sc. Norm. Super. Pisa, Sci. Fis. Mat. (III) 18 (1964), 515–542.

[65] M. Miranda, Comportamento delle successioni convergenti di frontiere minimali, Rend. Sem. Mat. Univ.

Padova 38 (1967), 238–257.

[66] M. Miranda, Un principio di massimo forte per le frontiere minimali e una sua applicazione alla risoluzione

del problema al contorno per l’equazione delle superfici di area minima, Rend. Sem. Mat. Univ. Padova 45

(1971), 355–366.

[67] M. Miranda, Dirichlet problem with L1 data for the non-homogeneous minimal surface equation, Indiana

Univ. Math. J. 24 (1974), 227–241.

193Beck and Schmidt, On the Dirichlet problem for variational integrals in BV

Bereitgestellt von | Universitaetsbibliothek Augsburg
Angemeldet

Heruntergeladen am | 04.02.19 08:18



[68] J. Moser, A new proof of De Giorgi’s theorem concerning the regularity problem for elliptic di¤erential

equations, Commun. Pure Appl. Math. 13 (1960), 457–468.

[69] J. Moser, On Harnack’s theorem for elliptic di¤erential equations, Commun. Pure Appl. Math. 14 (1961),

577–591.

[70] J. Necas, Example of an irregular solution to a nonlinear elliptic system with analytic coe‰cients and con-

ditions for regularity, Theor. Nonlin. Oper., Constr. Aspects, Proc. Int. Summer School (Berlin 1975),

Akademie-Verlag, Berlin (1977), 197–206.

[71] H. R. Parks and W. P. Ziemer, Jacobi fields and regularity of functions of least gradients, Ann. Sc. Norm.

Super. Pisa, Cl. Sci. (IV) 11 (1984), 505–527.

[72] A. Passarelli di Napoli and F. Siepe, A regularity result for a class of anisotropic systems, Rend. Ist. Mat.

Univ. Trieste 28 (1996), 13–31.

[73] Y. G. Reshetnyak, Weak convergence of completely additive vector functions on a set, Sib. Math. J. 9 (1968),

1039–1045.

[74] E. Santi, Sul problema al contorno per l’equazione delle superfici di area minima su domini limitati qualun-

que, Ann. Univ. Ferrara (N), VII, 17 (1972), 13–26.

[75] C. Scheven and T. Schmidt, Asymptotically regular problems I: Higher integrability, J. Di¤. Equ. 248 (2010),

745–791.

[76] T. Schmidt, Regularity of minimizers of W 1; p-quasiconvex variational integrals with ðp; qÞ-growth, Calc.

Var. Part. Di¤. Equ. 32 (2008), 1–24.

[77] T. Schmidt, Regularity of relaxed minimizers of quasiconvex variational integrals with ðp; qÞ-growth, Arch.

Ration. Mech. Anal. 193 (2009), 311–337.

[78] J. Serrin, A new definition of the integral for non-parametric problems in the calculus of variations, Acta

Math. 102 (1959), 23–32.

[79] J. Serrin, On the definition and properties of certain variational integrals, Trans. Am. Math. Soc. 101 (1961),

139–167.

[80] J. Serrin, The problem of Dirichlet for quasilinear elliptic di¤erential equations with many independent vari-

ables, Philos. Trans. R. Soc. London (A) 264 (1969), 413–496.

[81] L. Simon, Boundary regularity for solutions of the non-parametric least area problem, Ann. Math. (2) 103

(1976), 429–455.

[82] P. Sternberg, G. Williams and W. P. Ziemer, Existence, uniqueness, and regularity for functions of least gra-

dient, J. reine angew. Math. 430 (1992), 35–60.
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