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1. Introduction

First and foremost circulation type classification (CTC) is a
method for categorizing the continuum of atmospheric circulation
into a reasonable and manageable number of discrete circulation
types. Thus CTCs provide a tool for analyzing the variability of
atmospheric circulation in terms of frequency changes of resulting
circulation types on different temporal and spatial scales (e.g.
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Kysely and Huth, 2006; Schmutz and Wanner, 1998). Furthermore
CTCs are used for investigating the relationship between the large-
scale atmospheric circulation and regional to local scale climate
parameters like temperature or precipitation (e.g. Beck et al.,
2007; Jacobeit et al., 2003) and as well various non-climatic envi-
ronmental variables (e.g. Demuzere et al., 2008). A comprehensive
overview of different methodological approaches for CTC and their
application in different fields of research is provided in a recent re-
view paper (Huth et al., 2008). In view of the large variety of differ-
ent CTCs in use Huth et al. (2008) state the need for the systematic
evaluation and comparison of the varying CTCs in order to identify
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general strengths and weaknesses of individual classification ap-
proaches and superordinate basic approaches. Such evaluation
and comparison studies focusing on varying properties of CTCs
are currently performed within the framework of the COST733 Ac-
tion “Harmonisation and Applications of Weather Types Classifica-
tions for European Regions” (refer to http://cost733.org/ for more
information). The main goal of these investigations is to quantify
the performance of individual CTCs and basic methods in order
to provide recommendations for the application of CTCs and for
the development of new CTCs.

Different approaches towards the evaluation and comparison of
CTCs are possible. For quantifying the similarity between two clas-
sifications (or more generally spoken - two partitions of one set of
observations) in terms of concurrent assignment of individual
atmospheric fields to circulation types several similarity indices
can be calculated (e.g. Rand, 1971; Hubert and Arabie, 1985; Milli-
gan and Cooper, 1986; Strehl and Gosh, 2002). As an alternative to
the above-mentioned classical measures for comparing partitions
the Shannon Entropy (Shannon, 1948) as a measure for the statis-
tical dispersion of a discrete random variable has been utilized by
James (2007) to examine the degree of correspondence between
two CTCs. However the estimation of such metrics for CTCs (e.g.
Stehlik and Bardossy, 2003; James, 2007; Huth et al., 2008) yields
no information on what classification is better than the others as
the natural partitioning of atmospheric circulation which could
be used as a benchmark for performance assessment is unknown
or may not even exist.

A rather pragmatic approach is to analyze how different CTCs
perform when used in specific applications. Examples for such
comparison studies related to climatological analyses can be found
in Buishand and Brandsma (1997) or Philipp (2008). However most
often only few classifications were compared within such applica-
tion studies thus enabling no comprehensive assessment of the
large variety of CTCs.

Basically the quality of a classification can be defined as its abil-
ity to arrange entities into groups (classes) that feature maximum
internal homogeneity and at the same time maximum external dis-
similarity. Accordingly the quantitative evaluation and subsequent
comparison of CTCs may be performed by the estimation of vari-
ability within classes (circulation types) and separability between
classes on the basis of suitable metrics. The so far most compre-
hensive comparison study of CTCs incorporating - among other
classification characteristics — the basic property of separability be-
tween classes has been carried out by Huth (1996) for a sample of
variants of five computer-assisted classification methods. Confined
to the variable used for classification (700 hPa geopotential
heights) Huth (1996) concluded that CTCs based on k-means clus-
ter analysis are more powerful than other classification approaches
concerning separability among resulting circulation types. How-
ever focusing on other characteristics other methods turn out to
be superior (e.g. t-mode principal component with regard to the
reproduction of predefined circulation types) pointing to the fact
that there is no classification that performs best in all aspects.

In consideration of the fact that CTCs are employed in a wide
variety of synoptic climatological studies trying to establish rela-
tionships between large-scale circulation dynamics and environ-
mental variables it is desirable to quantify separability and
within-type variability of CTCs not only with regard to the param-
eter utilized for classification (baric fields from different atmo-
spheric levels) but as well for different associated variables. The
relevance of within-type variability for the analyses of circula-
tion-climate relationships using CTCs and the need for reducing
climatic within-type variability have been stressed in several stud-
ies (e.g. Brinkmann, 1999; Beck et al., 2007).

Against this background evaluation and comparison studies
within the framework of the COST733 Action focusing on separa-
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bility and within-type variability as basic properties of CTCs have
been extended in several ways compared to above-mentioned for-
mer studies. A selection of statistical metrics for estimating separa-
bility and within-type variability is determined for a
comprehensive and consistent sample of daily CTCs for the period
from September 1957 to August 2002 that has been developed
within the COST733 Action (Philipp et al., 2010) covering a wide
range of classification approaches. Evaluations are performed on
the basis of one consistent data set not only for the parameter used
for classification (mean sea level pressure) but as well for associ-
ated surface climate variables. To account for spatial variations in
the performance of classifications all analyses are conducted for a
number of spatial domains of varying size and location and fur-
thermore - if possible - evaluation metrics are calculated not only
over the whole domain but for individual locations (grid points) as
well.

The paper is structured as follows. The data used for the evalu-
ation and comparison studies are briefly introduced in Section 2.
Section 3 illustrates the methodological approach. Selected results
from the ongoing investigations within the framework of the
COST733 Action are presented in Section 4. Finally in Section 5
main findings are discussed and preliminary conclusions are
outlined.

2. Data

Two data sets have been used for performing the evaluation and
comparison studies presented in this paper.

2.1. Circulation type data

Daily catalogues providing the occurrence of circulation types
resulting from 73 different CTCs are available from the COST733-
CAT-database of weather and circulation type classifications that
has recently been developed within the framework of the COST733
Action (see Philipp et al., 2010 for a detailed description of the data
set). The circulation type data cover the period from September
1957 to August 2002 and are provided - for each classification -
for 12 spatial domains of varying size and position embedded into
the greater North Atlantic European region (Fig. 1). A wide variety
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Fig. 1. Location and extension of the 12 spatial domains (numbers 0-11) for which
circulation type classifications from the COST733CAT-database are available.
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of classification approaches is covered by this comprehensive data
set including classification methods based on optimization algo-
rithms (mainly non-hierarchical cluster analysis), principal compo-
nent analysis (e.g. t-mode principal component analysis) or so
called leader algorithms (e.g. pattern correlation), methods that in-
volve the definition of thresholds (e.g. concerning main wind direc-
tions) and finally subjective (or manual) classifications like for
example the “Hess-Brezowski GroRwetterlagen” (Hess and
Brezowski, 1952).

The inclusion of such a wide variety of classifications based on
different general approaches, the availability of all classifications
for different spatial domains and the fact that all automated classi-
fications have been determined using the same database (ERA-40
reanalysis data, see Uppala et al., 2005) and are all available for
fixed numbers of classes (9, 18 and 27 classes) makes the
COST733CAT-database a unique starting basis for the evaluation
and subsequent comparison of individual CTCs and basic classifica-
tion concepts.

2.2. Data used for evaluations

For evaluation purposes gridded daily 12 UTC data for mean sea
level pressure (MSLP), 2 m temperature (2mT), convective precipi-
tation (CP) and stratiform (large scale) precipitation (LSP) have
been extracted from the ERA-40 reanalysis data set (Uppala et
al., 2005) covering the period from September 1957 to August
2002. Reanalysis data are used with spatial resolutions of 2° (lati-
tudinal) by 3° (longitudinal) for the large domain and 1° by 1° for
the smaller sub-domains. Despite some deficiencies especially of
ERA-40 precipitation data on different spatial and temporal scales
(e.g. Bosilovich et al., 2008; Omstedt et al., 2005; Uppala et al.,
2005) the reanalysis data have been shown to provide reasonable
estimates for temperature and precipitation in different parts of
the North Atlantic European region (e.g. Martin, 2004; Crochet,
2007). Moreover with respect to the analyses presented in this
contribution the ERA-40 data provides the opportunity to perform
evaluation and comparison studies for all spatial domains and all
variables using only one consistent data set.

3. Methods

Separability among circulation types and within-type variabil-
ity of types are quantified through the calculation of a selection
of statistical metrics on the basis of daily gridded ERA-40 reanaly-
sis data for the variable used for classification (MSLP) and as well
for the associated surface climate variables 2 m temperature
(2mT) and CP and LSP. Precipitation totals (PREC) for 12 UTC have
been determined as the sum of convective (CP) and stratiform
(LSP) precipitation. Prior to the calculation of evaluation metrics
all data (circulation and surface climate variables) have been re-
scaled to daily anomalies (daily value minus the long-term daily
mean) in order to remove the seasonal cycle. Eliminating the sea-
sonal cycle prevents the undesirable influence of pronounced sea-
sonal frequency variations of certain circulation types.

The task of evaluating the quality of CTCs by estimating indices
for separability and within-type variability resembles the effort to-
wards determining the optimum number of types (usually defined
as the solution with lowest/highest values of within-type variabil-
ity/separability of classes respectively) when performing a classifi-
cation. In fact the main difference is that the first approach
analyses individual partitions provided by varying methods while
the latter focuses on varying partitions resulting from one single
method. Thus several of the metrics used for evaluating classifica-
tions in the context of this contribution are as well commonly used
for estimating the most appropriate number of types especially for

classifications based on cluster analysis (e.g. Milligan and Cooper,
1985).

In detail the following metrics for determining separability and
within-type variability of CTCs are calculated.

The explained variation (EV) is estimated on the basis of the ra-
tio of the sum of squares within classes (circulation types) (WSS)
and the total sum of squares (TSS),

WSS
EV=1- TS (1)

According to Calinski and Harabsz (1974) the so called Pseudo-F
statistic (PF) is calculated as the ratio of the sum of squares be-
tween classes (BSS) and the sum of squares within classes (WSS)
additionally taking into consideration the number of cases (n)
and classes (k).

BSS/(k — 1)
WSS/(n — k) )

A measure for the separability among circulation types that has
been proposed by Huth (1996) is the pattern correlation ratio
(PCR). Here PCR is defined as the ratio of the mean pattern correla-
tion (Pearson’s r) between days (daily gridded fields) assigned to
the same circulation type (PCI) and the mean pattern correlation
between days assigned to different circulation types (PCO).

PCI

PCR = 505 3)

Kalkstein et al. (1987) utilized the simple arithmetic mean of
the class-specific standard deviations (SDI) as an estimator of the
within-type standard deviation (WSD) for the comparison of syn-
optic climatological classifications. Here WSD is calculated as the
pooled standard deviation in order to take into account differing
sizes (n) of classes (k).

WSD = ZIk(:I (nk — 1) i SD[i (4)
V' S

To get an estimate of the range of uncertainty of the variable’s
mean values associated to each classification, the confidence inter-
val of the mean (CIM) has been calculated as the weighted mean
(utilizing class sizes as weights) of the type specific confidence
intervals of the mean for « = 0.05 (the choice of « is arbitrary for
comparison purposes but allows for the use-oriented characteriza-
tion of individual circulation types).
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For evaluating the quality of cluster separation Rousseeuw
(1987) proposed the calculation of the so called Silhouette index
(SIL). However the calculation of the Silhouette index according
to Rousseeuw (1987) is rather CPU-intensive when applied to large
data sets. Thus a modified approach has been used for estimating a
“faster Silhouette Index” (FSIL). The difference between FSIL and
SIL is that for FSIL for any case (day, i) the distances to its own class
(fa;) and its nearest neighboring class (fb;) are estimated as the
euclidean distances to the respective class centroids and not as
for SIL as the average distance between the case and all cases in
its own class and its closest class respectively.

1 fbi—fa
FSIL = n ; max(fa;, fb;) (6)

Several test runs have shown that FSIL results are closely re-
lated to results achieved by applying the original SIL.

With the exception of WSD and CIM all metrics combine the
two basic properties - separability among classes and within-type
variability - in their estimates of the quality of CTCs. All six metrics



are calculated for all 73 CTCs included in the COST733CAT-data-
base, for each of the 12 spatial domains, for each of the five vari-
ables (MSLP, 2mT, CP, LSP, PREC) and separately for the
12 months of the year, the four 3-month seasons (DJF, MAM, JJA,
SON) and for the whole year. Thus all in all 6120 evaluation index
samples each consisting of 73 values (according to 73 CTCs) are
generated. Standardization of each index sample allows for the
comparison and the unbiased combination of index values derived
from different samples. If necessary the sign of the standardized in-
dex values has been changed in order to attain maximum positive
values for those CTCs with minimal within-type variability and
maximum separability among types respectively.

This set of evaluation indices provides information on the per-
formance of each classification in terms of within-type variability
and separability of circulation types integrating over the whole
spatial field (all grid points of the considered domain). Thus spatial
variations in evaluation criteria are so far only reflected by respec-
tive differences between the 12 domains. In order to gain a more
detailed picture of the spatial variations within domains selected
evaluation criteria for which estimates at specific locations are
possible (EV, PF, WSD, CIM) are also calculated for individual grid
points. In addition, a characterization of superordinate groups of
basic approaches is attained in terms of evaluation criteria by aver-
aging the evaluation metrics over the individual members of the
five groups of basic classification approaches (subjective, threshold
based (THRES), principal component analysis (PCA), leader algo-
rithms (LEAD), optimization algorithms (OPT)). Finally rankings
of CTCs and superordinate groups are achieved for varying summa-
rizations over domains, seasonal subsets, variables and evaluation
criteria by averaging the respective ranks estimated separately for
each index sample. All analyses have been performed for the whole
period of available data (1957-2002) and as well for three shorter
subperiods (1957-1977, 1970-1990, 1982-2002) in order to check
the results for their robustness in time.

4. Results

This section presents results of the application of the evaluation
criteria explained above to the data sets described in Section 2. Due
to limited space it is not intended to give a comprehensive over-
view of all results achieved within the COST733 Action but to focus
on a few selected topics pointing out some main findings mainly
based on evaluation results achieved by combining results from
all criteria and specific results for EV.

4.1. Sensitivity of evaluation metrics against the number of circulation
types

A crucial point concerning the informative value of the applied
evaluation criteria for comparative studies is their sensitivity
against the number of classes (circulation types) included in a
CTC. Fig. 2 shows boxplots of standardized values of evaluation
indices integrating over all evaluation criteria, all variables, all spa-
tial domains and seasonal subsets grouped according to the num-
ber of circulation types. Obviously values of all evaluation metrics
feature distinct dependency on the number of circulation types.
Values of EV and WSD increase with higher numbers of circulation
types while PF, FSIL and CIM exhibit relationships of the opposite
sign. According to Fig. 2 PCR is the only evaluation metric showing
no clear cut dependency on the number of circulation types. Hence
the comparison of evaluation results for classifications with dis-
tinctly differing numbers of circulation types appears to be rather
a comparison of the impact of the number of types than the effect
of different classification approaches. Therefore in the following
the focus is on a subset of CTCs having similar numbers of circula-
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tion types. The selected 16 CTCs are listed in Table 1 with their
abbreviations and information on the number of types included,
the variable used for classification, the underlying basic approach
and the main reference. All classifications comprise approximately
18 circulation types and with the exception of WLKCC18 all classi-
fications utilize solely MSLP data for classification (see Philipp et
al., 2009 and references in Table 1 for detailed descriptions of the
classification methods). Four classifications (THRES) utilize prede-
fined thresholds (mostly applied to indices for flow direction and
vorticity derived from gridded MSLP data) for assigning individual
cases into classes. Three classifications are based on s-mode or t-
mode principal component analysis (PCA) and three methods use
variants of the so called leader algorithm (LEAD) for the classifica-
tion of circulation types. Finally the largest group of six classifica-
tions is based on optimization algorithms (OPT - variants or
modifications of the k-means cluster algorithm, partly in combina-
tion with preceding S-mode PCA). Hence representatives of the
most commonly used approaches for objective CTC are included
in this 18 classes subsample of the COST733CAT-database (Philipp
et al.,, 2009).

4.2. Some general aspects of the performance of circulation type
classifications

First of all in order to get an impression of the general perfor-
mance of CTCs Fig. 3 illustrates evaluation results in terms of EV
for the classification ensemble from Table 1 depending on the
month of the year, the spatial domain and the target variable (note
that evaluation criteria have been standardized over all months, all
domains or all variables respectively). Kruskal-Wallis (K-W) tests
have been applied to each of the three categorizations of EV values
from Fig. 3 to test for respective significant differences. Significant
(p <0.001) differences in median of EV values have been deter-
mined for all three categorizations. Additionally multiple Mann-
Whitney (M-W) tests with Bonferroni correction of critical values
(to account for increased probability of Type I errors) have been
used in order to detect significant (p < 0.05) differences between
categories.

Fig. 3a depicts overall best performance for winter, distinctly
lower values of EV during summer and intermediate EV values dur-
ing the transition seasons spring and autumn. Referring to pairwise
M-W tests three broad groups of categories (months) may be iden-
tified according to mainly non-significant/significant differences
within/among these groups: November-February; May-August;
March, April, September, October. These differences are likely to
be related to: on the one hand to the intensive coupling between
large-scale circulation and surface climate in winter and on the
other hand to the increasing climatic importance of local-scale pro-
cesses during the summer half-year that are not captured by CTCs.
Concerning differences in EV between spatial domains (see Fig. 1)
it can be seen from Fig. 3b that EV values are considerably lower
for the large North Atlantic-European domain 0 than for the smal-
ler sub-domains (domains 1-11). However EV differences are as
well obvious among sub-domains. Better performance in terms of
EV can be seen for the more westerly and maritime domains (Ice-
land, W Scandinavia, British Isles, Baltic, W Mediterranean) while
EV values are somewhat lower for the eastern and more continen-
tal domains (Central Europe, NE Europe, E and SE Europe, E Medi-
terranean) due to a stronger influence of orography and land
surface characteristics. Comparing domain 7 (Central Europe) and
domain 6 (Alps) - two domains with comparable location but dif-
fering in size - higher EV values can be detected for the smaller do-
main. The arrangement of domains 1-11 into two groups
according to differing EV values is also confirmed by the results
of pairwise M-W tests showing significant differences for all pair-
wise comparisons between groups while the majority of pairwise
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Fig. 2. Boxplots of standardized evaluation metrics (EV, PF, WSD, PCR, FSIL, CIM, see text for explanation) for circulation type classifications from the COST733CAT-database,
grouped according to the number of circulation types (within the range of +3 the numbers indicated at the x-axis). Boxplots include respective samples of evaluation indices
estimated for 12 spatial domains, 17 seasonal subsets and 5 variables for the period 1957-2002. Upper/lower whiskers indicate the 1.5 interquartile range (IQR) from the

upper/lower quartile.

Table 1

Selected circulation type classifications from the COST733CAT-database (Philipp et al., 2010).

Abbreviation Number of types

Variable used for classification

Basic classification approach References

THREShold based
THREShold based

Beck et al. (2007)
Litynski (1969)

GWTC18 18 MSLP
LITC18 18 MSLP
LWT2C18 18 MSLP
WLKCC18 18 U700, V700, 2925
P27C16 18 MSLP
PCAXTRC18 15-18 MSLP
TPCAC18 18 MSLP
ESLPC18 18 MSLP
KHC18 18 MSLP
LUNDC18 18 MSLP
CKMEANSC18 18 MSLP
PCACAC18 18 MSLP
PCAXTRKMC18 15-18 MSLP
PETISCOC18 18 MSLP
SANDRAC18 18 MSLP
SANDRASC18 18 MSLP

THREShold based
THREShold based

Principal Component Analysis
Principal Component Analysis
Principal Component Analysis

LEADer algorithm
LEADer algorithm
LEADer algorithm
OPTimization algorithm
OPTimization algorithm
OPTimization algorithm
OPTimization algorithm
OPTimization algorithm
OPTimization algorithm

James (2006)
Dittmann et al. (1995)
Kruizinga (1979)
Esteban et al. (2005)
Huth (1993)

Erpicum et al. (2008)
Kirchhofer (1973)
Lund (1963)

Enke and Spekat (1997)
Yarnal (1993)

Esteban et al. (2006)
Yarnal (1993)

Philipp et al. (2007)
Philipp (2008)

comparisons within groups reveals no significant differences. As
MSLP is used for classification it is not surprising that best overall
performance is reached for this variable (Fig. 3c). EV values for the
associated surface climate variables 2mT and LSP, CP and PREC are
considerably lower with CP featuring minimum values. Pairwise
M-W tests yield significant differences between all categories.
Conducting the analyses for the three subperiods 1957-1977,
1970-1990 and 1982-2002 (not shown) leads to very similar re-
sults pointing to the temporal robustness of the characteristics de-
scribed above. In general evaluation results for CP, LSP and PREC
exhibit highly significant correlations (not shown) pointing to the
fact that classifications performing well with respect to one of
the precipitation variables do so for the others as well. Thus from
the three precipitation variables only PREC is further considered
in the following.

4.3. Relationships between evaluation results for MSLP and surface
climate variables

With respect to the use of CTCs within synoptic climatological
analyses it is important to find out how far evaluation results for
the classified variable (MSLP) are related to evaluation results for
surface climate variables (2mT, PREC). Scatterplots in Fig. 4 illustrate
these relationships between MSLP on the one hand and 2mT and
PREC on the other hand based on evaluation results for the 16 se-
lected CTCs for selected spatial domains and seasonal subsets. Per-
formance for 2mT and PREC is expressed in terms of EV while EV
and PCR have been chosen as evaluation metrics for MSLP in order
to find out if there is one property of MSLP classification that is more
closely connected to surface climate related classification perfor-
mance. This may provide a hint on what property should preferably
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Fig. 3. Boxplots of standardized evaluation metrics (EV, determined for the period 1957-2002) for the 16 circulation type classifications from Table 1, grouped according to
(a) months, (b) spatial domains, (c) evaluated variables. Upper/lower whiskers indicate the 1.5 interquartile range (IQR) from the upper/lower quartile. Note that EV has been

standardized over all months, all domains or all variables respectively.

be optimized by automatic CTCs (e.g. by utilizing an adequate dis-
tance metric for assigning cases). From scatterplots for domain 0
based on all seasonal subsets (1st row in Fig. 4) a distinct positive
correlation between MSLP performance (EV and as well PCR) and
2mT/PREC performance can be deduced (Spearman correlation coef-
ficients and p-values are indicated in the bottom-left corner of each
scatterplot). However such a clear cut relation between MSLP and
2mT/PREC cannot be seen for the smaller Central European domain
7 (2nd row in Fig. 4). Spearman correlation coefficients indicate sig-
nificant correlations (p < 0.05) between MSLP-EV and 2mT and PREC
however much lower than for the large domain 0. Related scatter-
plots reveal a marked bimodality of MSLP-EV values whereas scat-
terplots including PCR as evaluation metric for MSLP appear rather
unstructured - resulting in Spearman correlation coefficients close
to zero. Statistically significant correlations between MSLP-EV and
2mT and PREC detected above for domain 7 are solely due to corre-
sponding distinct relationships during winter (see row 3 in Fig. 4).
Non-significant correlations of opposite sign show up for the sum-
mer months (row 4 in Fig. 4). Respective scatterplots and Spearman
correlation analyses for the other spatial domains (not shown here)
reveal varying results, however some common characteristics can
be summarized: For all smaller sub-domains (1-11) the relationship
between classification performance for MSLP and surface climate
variables is less pronounced than for the large North Atlantic-Euro-
pean domain 0, most probably due to the restricted consideration of
important large-scale North Atlantic circulation structures associ-
ated with the advection of airmasses of varying thermal and hygric
characteristics. Respective positive correlations (if present) are gen-
erally higher in winter than in summer (reflecting seasonal varia-
tions in importance of large-scale and small-scale processes for
surface climate characteristics). Finally, in the majority of cases for
which positive correlations are determined, correlation coefficients
reach higher absolute values for the combination of EV for MSLP and
EV for 2mT and PREC than when using PCR as evaluation metric for
MSLP.

4.4. Ranking orders of CTCs and superordinate basic approaches

From results presented above it is clear that evaluation criteria
estimated for MSLP do not necessarily reflect a CTC’s performance
concerning surface climate variables (2mT and PREC). This can also
be deduced from Fig. 5 showing the mean ranks determined over
all evaluation metrics for the selected CTCs and as well for super-
ordinate groups of basic approaches integrated over all 12 domains
and in addition for the same spatial and seasonal subsets as shown

in Fig. 4. In addition to the mean ranks determined for the whole
analysis period from 1957 to 2002 (grey shaded bars) mean ranks
derived from evaluations for three temporal subsamples (1957-
1977, 1970-1990, 1982-2002) are shown (transparent bars) in or-
der to illustrate the temporal robustness of results.

Looking first at mean ranks determined for ensembles of CTCs
combined with respect to the four basic approaches THRES, PCA,
LEAD and OPT (right column barplots in Fig. 5) it is noteworthy
that OPT achieves the highest mean rank (best performance) with
respect to MSLP in all cases. THRES, PCA and LEAD exhibit varying
ranking orders concerning performance for MSLP. While PCA is
leading over THRES and LEAD in the large domain 0 a reversed
ranking order appears for the Central European domain 7. For
OPT and with one exception also for LEAD performance for 2mT
and PREC is always lower than for MSLP whereas for THRES and
PCA the opposite is true (almost always higher ranks for 2mT
and PREC than for MSLP). Hence, although OPT seems to be most
suitable for classifying MSLP in all cases OPT does not always per-
form best for the climatic target variables. This can be seen most
clearly for the smaller domain 7, more distinctly for PREC than
for 2mT and especially during summer. Another contrasting fea-
ture of winter and summer that refers to respective results shown
in Fig. 4 is that differences between MSLP performance and 2mT/
PREC performance tend to be larger during summer.

Ranks estimated for individual CTCs (left column barplots in
Fig. 5) reveal differences in performance of classifications between
seasons (e.g. for WLK) and spatial domains (e.g. for PCACA). More-
over partly marked differences among CTCs assigned to the same
basic approach ensemble are evident.

LIT exhibits highest ranks from all members of THRES except
for domain 0 and especially appears most suitable to capture
2mT while LWT2 reaches highest ranks for PREC. Remarkably
WIK - the only method utilizing multiple variables for classifica-
tion - features lowest ranks within this group of methods. From
the group of PCA methods TPCA and PCAXTR exhibit comparable
rank distributions with lower ranks for MSLP and higher ranks for
2mT and PREC, although both methods are based on different
variants of principal component analysis (t-mode and s-mode
respectively). In contrast the 3rd PCA method P27 features more
balanced ranks for the three variables and generally reaches dis-
tinctly higher ranks for MSLP. Concerning classifications based on
leader algorithms LEAD systematically lower ranks for KH com-
pared to ESLP and LUND can be seen. Two members of OPT,
CKMEANS and SANDRA - although relying on different variants
of non-hierarchical cluster analysis (Philipp et al., 2010) - feature
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Fig. 4. Scatterplots illustrating relationships between performance of circulation type classifications for MSLP (evaluation criteria EV and PCR respectively) and 2mT and PREC
(evaluation criterion EV), determined for the period 1957-2002. 1st row: for large domain 0, including all months. 2nd row: for Central European domain 7, including all
months. 3rd row: for domain 7, winter months (DJF). 4th row: for domain 7, summer months (JJA). Respective Spearman correlation coefficients and p-values are indicated in

the bottom left of each individual scatterplot.

almost identical ranks and reach overall best performance with
respect to MSLP but distinctly lower ranks for 2mT and PREC.
Whereas PCACA exhibits lower ranks for MSLP but mostly higher
ranks for 2mT and PREC (except for domain 0). For PCAXTRKM
the general characteristic of OPT - highest ranks for MSLP and
lower ranks for 2mT and PREC - is reversed. SANDRAS - a succes-

sor of SANDRA - shows generally lower ranks for MSLP and PREC
than SANDRA but achieves remarkably high ranks for 2mT espe-
cially during winter, most probably due to the utilization of se-
quences of days for classification.

Ranking orders determined on the basis of temporal subsam-
ples (transparent bars in Fig. 8) generally indicate a high degree
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Fig. 6. Spatial distribution of EV (in%) for winter (DJF, 1957-2002) over spatial domain 7 for MSLP, 2mT and PREC respectively. For selected circulation type classifications
from Table 1. Minimum, mean and maximum of EV (in%) are indicated on the top left of each map.

of temporal robustness of results. More distinct differences
between rankings for different periods appear mainly for sea-
sonal analyses and for PCA based and optimization methods (OPT).

Rankings for the other domains (not shown here) show partly
varying results. However, although different domains feature
modified ranking orders the main characteristics of the basic
classification approaches and as well the individual CTCs as

described above appear to remain more or less stable over all spa-
tial domains.

4.5. Spatial variations in performance of CTCs

So far only evaluation results integrated over whole spatial
domains have been presented. However applications of CTCs
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Fig. 7. Same as Fig. 6 but for summer (JJA, 1957-2002).

within synoptic climatological analyses mostly utilize regional
or even local surface climate data as target variables. Thus it
is appropriate to address the spatial variations of evaluation
metrics within individual spatial domains. For this purpose four
CTCs - each representing one basic classification approach - have
been selected and respective fields of EV for MSLP, 2mT and
PREC over the Central European domain 7 are presented for
winter (Fig. 6) and summer (Fig. 7) respectively. Minimum, mean

and maximum of EV (in%) are indicated on the top left of each
map.

For MSLP in both seasons and for all CTCs highest EV values can
be observed in the northern part of the domain with slightly higher
maximum values for GWT and LUND compared to TPCA. However,
in agreement with results from Section 4.4 the cluster based SAN-
DRA method (and as well CKMEANS; not shown) does not only
reach by far the highest EV values (maximum value of 92%) but
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Fig. 8. CTCs with highest performance (in terms of EV) at individual grid points in spatial domain 7. For MSLP, 2mT and PREC, in winter (DJF, 1957-2002) and summer (JJA,
1957-2002). Circles indicate gridpoints for which EV of the leading CTC is higher than 1.5 times the interquartile range (IQR) above the third quartile (thin outline circle) and
the EV of the following CTC is lower than 1.0 times the IQR above the third quartile (bold outline circle).

in addition features an extension of the region with distinctly high
EV values over the whole domain. However this superior perfor-
mance of SANDRA for MSLP does not equally apply to the surface
climate variables 2mT and PREC.

EV patterns for 2mT and PREC reveal on the one hand character-
istic spatial structures that apply to all four selected CTCs and on

the other hand some interesting differences between CTCs. In all
cases highest performance in terms of maximum values of EV is
reached in winter and - concerning their spatial distribution - in
western and northwestern parts of the domain. These general sea-
sonal and spatial variations are not solely a result of performance
characteristics of individual CTCs but also reflect general climate



characteristics of the Central European domain. Western and
northwestern regions that are more exposed to more frequently
occurring western and northwestern circulation types feature a
more distinct relationship between surface climate variables and
large-scale atmospheric circulation dynamics. Whereas surface cli-
mate in winter is to a large extent controlled by macro-scale circu-
lation, in summer - and especially with respect to precipitation
and for the more continental parts of Europe - small-scale pro-
cesses (e.g. local convection) are responsible for large fractions of
temperature and precipitation variability on the synoptic time-
scale. Focusing on EV patterns for 2mT in winter all four selected
CTCs show rather similar spatial patterns with GWT exhibiting
the largest extension of EV values over approximately 30% and
reaching (together with LUND) highest maximum EV values. In
summer more distinct differences between the four CTCs are evi-
dent. While LUND and GWT show best performance in the north-
ern/northwestern parts of the domain TPCA - featuring lowest
maximum EV values - performs best in the central regions and fi-
nally SANDRA exhibits a clear performance maximum in the wes-
tern/northwestern Central European regions.

Spatial performance patterns for different CTCs show even more
distinct differences for PREC, the variable that in general features
lowest overall EV values. GWT and SANDRA, featuring highest
maximum EV values in winter and summer respectively, exhibit
largest extensions of regions with EV over 17% in winter and over
12% in summer respectively. Whereas LUND and TPCA reach com-
parably high performance only in smaller fragmented regions.
However core regions of relatively high EV differ between CTCs
and between seasons. Western and northwestern parts of Central
Europe covered quite well by SANDRA in winter and GWT in sum-
mer whereas highest performance is shifted to the central parts of
the domain for GWT in winter and is restricted to the Northwest
for SANDRA in summer and also for TPCA in both seasons and for
LUND in summer.

Hence in contrast to results for MSLP, spatial patterns of EV for
2mT and PREC do not clearly indicate a generally superior perfor-
mance of one CTC but depict rather small differences between
the four selected CTCs concerning 2mT and in addition point to
some specific “core regions” of higher performance related to indi-
vidual CTCs especially for PREC.

As it is impossible to show respective maps for all CTCs from Ta-
ble 1 Fig. 8 indicates for each grid point in domain 7 and for the
three variables MSLP, 2mT and PREC the one CTC that performs
best in terms of EV at the respective location. However the best
performing CTC is not necessarily clearly distinguished from the
mean performance of the CTC ensemble or maybe is only slightly
better than the second best classification. Thus for each gridpoint
it is checked if (i) the EV value of the leading CTC is higher than
1.5 times the interquartile range (IQR) above the third quartile
(thin outline circles in Fig. 8) and (ii) if at the same time the EV va-
lue of the second best CTC is lower than 1.0 times the IQR above
the third quartile (bold outline circles in Fig. 8). Hence it is possible
to indicate those grid points for which one CTC (i) features dis-
tinctly better performance than the median of all CTCs and (ii)
the leading CTC is clearly separated from the second best CTC.

A main result that can be deduced from Fig. 8 is that only a few
CTCs are selected as the “best” methods with respect to MSLP.
Increasing numbers of leading CTCs appear on respective maps
for 2mT and PREC leading to more patchy spatial patterns for these
two variables compared to the clearly defined spatial distributions
for MSLP. Mainly three members from the OPT group of basic ap-
proaches reach highest performance for MSLP in winter and as well
in summer. However for none of the grid points the respective
leading CTC reaches EV values distinctly different from the median.
With respect to 2mT LIT, SANDRAS and PCACA appear in both sea-
sons as superior CTCs for remarkable fractions of grid points, how-
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ever covering distinctly different regions in winter and in summer
and - with the exception of SANDRAS during winter in the south-
eastern part of the domain - not featuring clearly outstanding EV
values. WLKC shows distinctly superior performance for large parts
of the eastern part of the domain only in summer pointing to the
marked seasonal differences in performance of this CTC (see also
Fig. 5). Concerning PREC it is noteworthy that two CTCs from the
THRES group of methods (LWT2, GWTC) feature highest and
clearly separated EV values in the central parts of the domain. This
is most probably due to the inclusion of a vorticity estimate (de-
rived from MSLP) in both CTCs. Again these results show clearly
that superior performance of a specific CTC or a group of methods
for MSLP is not necessarily associated to a leading position con-
cerning performance for 2mT and/or PREC. Moreover spatial pat-
terns of superior performance concerning one variable do also
differ distinctly between seasons. Performing the same analyses
for three subperiods (1957-1977, 1970-1990 and 1982-2002;
not shown) leads to very similar results; especially with regard
to the regions exhibiting distinctly superior performance of indi-
vidual CTCs. Respective maps for other spatial domains (not
shown) confirm the leading performance of OPT methods for MSLP
in all domains and all seasons, whereas spatial performance pat-
terns for 2mT and PREC reveal respective substantial seasonal
and spatial variations.

5. Discussion and conclusions

This study presented investigations on the evaluation and com-
parison of CTCs that are currently carried out within the frame-
work of the COST733 Action “Harmonisation and Applications of
Weather Types Classifications for European Regions”. Analyses
have been performed for a comprehensive data set of daily CTCs
for the larger European region and several smaller European sub-
domains, covering the period from 1957 to 2002 and comprising
variants of representatives of all commonly used basic classifica-
tion methods (Philipp et al., 2010). The performance of CTCs in
terms of the separability and within-type variability of circulation
types as basic properties of CTCs has been estimated by calculating
several statistical metrics for the variable used for classification
(MSLP) and as well for associated surface climate variables (2mT,
PREC) using ERA-40 reanalysis data (Uppala et al., 2005) as one
consistent data set for all analyses.

Earlier comparison studies (Huth, 1996) included several other
properties for evaluating the performance of CTCs. However evalu-
ation criteria like “stability in space and time” (sensitivity of CTCs
to variations in spatial resolution or sample size) and “consistency”
(sensitivity to varying numbers of types) are beyond the scope of
this study. Other desirable features (according to Huth, 1996) like
equally sized classes and the ability to reproduce predefined types
(estimated from subjective classifications) are, although easy to
determine, hard to assess as both features implicitly assume the
a priori knowledge of the respective natural characteristics.

Compared to these earlier analyses the present study expands
the comparative analyses of CTCs by (i) including a wider variety
of classification methods (e.g. the whole group of threshold based
methods), (ii) performing evaluations for varying spatial (spatial
domains) and (iii) temporal (monthly to annual) subsets and (iv)
evaluating the separability and within-type variability of CTCs
not only with respect to circulation data (MSLP) but as well for cli-
matic target variables (TEMP, PREC).

From evaluation analyses applied to the whole set of available
CTCs it became clear that evaluation criteria exhibit distinct sensi-
tivity to the number of circulation types. Thus the analyses pre-
sented in this paper focus on a selection of 16 different
automatic CTCs, each of them comprising 18 circulation types, in
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order to ensure that results of evaluations and comparisons reflect
differences between individual CTCs and basic classification meth-
ods and not differences due to varying numbers of circulation
types. Evaluation results averaged over the whole ensemble of se-
lected CTCs indicate generally higher performance of CTCs for win-
ter months, for the smaller and more westerly spatial domains, and
for MSLP compared to 2mT and PREC. Whereas higher performance
for MSLP is evidently due to the fact that only this variable is used
for classification by all CTCs (with the exception of one CTC), sys-
tematic differences in general performance levels between seasons
and spatial domains can be explained by respective spatiotemporal
variations in the intensity of the links between large-scale circula-
tion and surface climate. Beside these general variations in evalu-
ation results that appear with varying intensity for all CTCs the
comparison of evaluation indices reveals distinct differences in
performance among individual CTCs and between superordinate
groups of basic methods (THRES, PCA, LEAD, OPT) as well. How-
ever, ascribing such performance variations to specific methodo-
logical features of individual CTCs or superordinate approaches is
possible only to some extent (e.g. better performance of threshold
based CTCs with respect to precipitation is most probably due to
the consideration of simple vorticity estimates).

In this context it’s worth to mention that the arrangement of
individual CTCs into groups, defined with respect to the common
use of basic classification methods (e.g. principal component anal-
ysis) is not in all respects convincing. Evaluation results have
shown distinct variations in performance characteristics among
the members of some of these groups of basic methods. Partly this
may be due to questionable assignments of CTCs to a specific group
of methods. For example, P27 (Kruizinga, 1979) is assigned to the
PCA group because it utilizes S-mode PCA during initial steps of
the classification. However taking into account the conceptual lay-
out P27 is maybe more closely related to some of the CTCs that are
combined in the THRES group of methods. Accordingly evaluation
results for P27 are more similar to some members of the THRES
groups of methods than to any member from the PCA group.
Hence, findings concerning the performance of superordinate
groups of basic methods may be disturbed by the fact that individ-
ual methods cannot always be assigned unambiguously to one
superordinate group of methods.

Nevertheless, one main finding from this study is that CTCs utiliz-
ing optimization algorithms (in fact variants of non-hierarchical
cluster analysis) for classification reach highest performance for
MSLP in most cases. However, it is shown that superior performance
concerning MSLP is not necessarily related to comparable high per-
formance levels for associated surface climate variables. In many
cases CTCs reaching lower performance for MSLP exhibit superior
skill for surface climate variables. With respect to the aspired devel-
opment of optimized CTCs featuring superior performance for vary-
ing environmental target variables this implies that it is most
probably not feasible to create such an overall best CTC. Instead, re-
sults from the presented analyses can provide recommendations for
the use of existing CTCs for specific applications and the develop-
ment of “custom-designed” CTCs. At this stage of our evaluation
studies it is possible to provide the following recommendations.
CTCs using optimization algorithms (OPT) should preferably be used
for analyses that strongly rely on the availability of well defined cir-
culation patterns (e.g. long-term frequency variations of circulation
types) as these classification methods provide circulation types with
highest/lowest separability/within-type variability. For relating cir-
culation types to surface climate variables (e.g. for statistical down-
scaling purposes) the use of PCA based or threshold based CTCs - in
some cases — appears to be more appropriate. In order to provide
meaningful suggestions for the development of new or the improve-
ment of existing CTCs future work on the evaluation and comparison
of CTCs should strongly focus on the attribution of detected perfor-

mance characteristics to specific methodological properties of CTCs.
Based on the presented evaluation studies we recommend that
methodological features of the THRES methods (inclusion of air flow
direction and/or vorticity estimates derived from MSLP data) appar-
ently leading to a better discrimination of surface climate variables
should be taken into consideration in the development of improved
CTCs. Moreover the inclusion of additional variables (e.g. atmo-
spheric layer thickness, wind components from different levels) -
that is intended for future steps in method development within
the framework of COST733 - may further increase the performance
of classifications. However, according to results presented in this
study, such “custom-designed” CTCs should be developed not only
with regard to specific target variables but should also take into con-
sideration the envisaged seasonal and regional priorities.
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