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Summary

This PhD thesis was supervised by Bernhard Hanke and is profoundly inspired by [Gro09]
and [Gro10].

Let f : X → Y be a continuous map. For any y ∈ Y the topological complexity of the �ber
f−1(y) ⊆ X can be measured by the rank of the restriction homomorphism Hk(X;Z) →
Hk(f−1(y);Z) and a reasonable notion of the complexity of X relative to Y is given by the
minimax expression

widthk(X/Y ) := min
f : X→Y

max
y∈Y

rk
[
Hk(X;Z)→ Hk(f−1(y);Z)

]
(0.1)

called cohomological width. I.e. every continuous map f : X → Y admits a point y ∈ Y such
that the �ber f−1(y) ⊆ X satis�es

rk
[
Hk(X;Z)→ Hk(f−1(y);Z)

]
≥ widthk(X/Y ).

It is interesting to evaluate this width for various classes of spacesX and Y or �nd at least
lower bounds for it.

Using isoperimetric inequalities in the cohomology algebraH∗(T n;Z) Gromov could prove

widthk(T
n/R) ≥

(
1− 2k

n

)(
n

k

)
and asked whether this can be generalised from tori to products of higher-dimensional pro-
jective spaces. Such a generalisation will be given in Theorem 3.2.4.

The dimension of the target space Y in (0.1) is called the codimension and width problems
are considerably more di�cult if dimY ≥ 2. Using ideas from Lusternik–Schnirelmann
theory it was shown in [Gro09] that for every q-dimensional simplicial complex Y and n ≥
p(q + 1) we have

widthk(T
n/Y ) ≥

(
p

k

)
. (0.2)

In [Gro10] the question was raised whether and how one can prove cohomological width
inequalities using a certain geometric �lling argument. In a discussion Larry Guth empha-
sised the importance of this technique and proposed to investigate cohomological �lling in-
equalities which resulted in the crucial Filling Lemma 4.3.2. Using this we could prove the
following

Theorem 4.2.1. If N q is a manifold we have

width1(T n/N) = n− q.
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In Theorem 4.5.2 we generalise Theorem 4.2.1 from tori to arbitrary essential manifolds
with free abelian fundamental groups. Furthermore we could use rational homotopy theory
in order to prove an algebraic version of a cohomological �lling inequality in (Sp)n implying
the following

Theorem 4.6.1. Let p ≥ 3 be odd, n ≤ p− 2 and N an orientable q-manifold. We have

widthp((S
p)n/N) ≥ n− q

and this holds for any simply connected, closed pn-manifold M with M 'Q (Sp)n.
Theorem 4.2.1 is the �rst estimate admitting arbitrary codimension qwhich was proved us-

ing a �lling argument. Compared to (0.2) the class of target spaces is restricted to q-manifolds
but the resulting inequality is stronger. This also holds for Theorem 4.6.1.
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1 Introduction

Much of this introduction is inspired by [Gut14].
Consider two spaces M and N and assume that there is a notion of size of subsets of M ,

i.e. to any subsetA ⊆M we can assign a real number |A|. We are interested in lower bounds
α such that

sup
y∈N
|f−1(y)| ≥ α

for any continuous map f : M → N . In other words the bound α shall be uniform in all
continuous maps f : M → N .

M

f

N
y

|f−1(y)| ≥ α

Equivalently we are interested in

width(M/N) := inf
f : M→N

sup
y∈N
|f−1(y)|

and lower bounds of this minimax expression where the in�mum runs over all continuous
maps f : M → N . As the picture suggests such inequalities are called waist or width in-
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equalities. Abusing the terminology of topology the preimage f−1(y) of a point y ∈ N is
called the �ber of f over y.

We will almost exclusively consider the case where Mn and N q are manifolds. If we fur-
thermore assume that we are in the generic case, i.e. f : M → N is smooth and y ∈ N is
a regular value of f the �ber f−1(y) will be codimension q embedded submanifold in M .
Therefore we call q, i.e. the dimension of the target space N , the codimension of the waist
problem width(M/N). As we will see in Section 4 compared to the case of codimension
q = 1 waist inequalities are conceptually harder to prove in codimensions q ≥ 2.

One main di�culty however when proving waist inequalities is that if we do impose re-
strictions on the maps f : M → N we can not assume anything about the �bers f−1(y), e.g.
whether they are manifolds, connected, simply connected etc. E.g. if M is metrisable any
closed subset A ⊆M is the �ber f−1(0) of the map f := dist(A,−) : M → R.

1 Waist of the sphere inequality
One important example is given by the following

Theorem 1.1 (Waist of the sphere inequality, [Alm65], [Gro83], [Gro03]). Let Sn denote the
unit sphere in Rn+1. Any continuous map f : Sn → Rq admits a point y ∈ Rq such that the
preimage f−1(y) ⊆ Sn satis�es

voln−q f
−1(y) ≥ voln−q S

n−q (1.1)

where voln−q denotes the (n − q)-dimensional Hausdor�-volume in Sn and Sn−q ⊆ Sn is
any (n− q)-dimensional equator in Sn.

Let p : Rn+1 → Rq be an arbitrary linear projection. The �bers of its restriction p|Sn : Sn →
Rq are (n− q)-spheres the largest of which constitutes an (n− q)-dimensional equator.

Sn

Rq

p|Sn

y

voln−q(p|Sn)−1(y) = voln−q S
n−q

2



For any subset A ⊆ Sn and ε > 0 let Uε(A) denote the open ε-neighbourhood of A in Sn.
There is another version of the waist of the sphere inequality:

Theorem 1.2 (Waist of the sphere inequality, ε-neighbourhood version). Let ε > 0. Every
continuous map f : Sn → Rq admits a point y ∈ Rq such that

voln(Uε(f
−1(y))) ≥ voln(UεS

n−q).

Sn

Rq

f

Uε(f
−1(y))

Note that ε in the theorem above does not have to be small. E.g. we can choose n = q and
ε = π

2
and get the following

Corollary 1.3. Every continuous map f : Sn → Rn admits a point y ∈ Rn such that the
open subset Uπ

2
(f−1(y)) ⊆ Sn has full voln-measure, i.e.

voln Uπ
2
(f−1(y)) = voln S

n.

Proof. In the case n = q the equator Sn−q = S0 ⊂ Sn consists of two antipodal points and
the open π

2
-neighbourhood Uπ

2
(S0) = Sn \ Sn−1 has full measure with respect to voln.

This can also be seen as a corollary of the Borsuk–Ulam theorem which states that every
continuous map f : Sn → Rn admits to antipodal points ±y ∈ Sn satisfying f(y) = f(−y).
Nevertheless Corollary 1.3 is not equivalent to the Borsuk–Ulam theorem since the preimage
f−1(y) could consist of more than two points.

There also is a non-trivial qualitative version of the waist of the sphere inequality:

Theorem 1.4 (Waist inequality, non-sharp version, [Gro83, p. 134]). Let (Mn, g) be a closed
Riemannian manifold and q < n. There exists a constant C(M, g, q) > 0 such that every
continuous map f : M → Rq admits a point y ∈ Rq with

voln−q f
−1(y) ≥ CM,g,q.

Even this non-sharp version has the following strong

3



Corollary 1.5 (Invariance of domain). For m 6= n there is no homeomorphism Φ: Rm
∼=−→

Rn.

Proof. It su�ces to show that there is no continuous injective map Φ: Rq+1 → Rq for some
q ≥ 1. Assume such a map exists. Consider the projection

L : Sq+1 → Rq+1

(x1, . . . , xq+2) 7→ (x1, . . . , xq+1).

The �bers of L are discrete and consist of at most 2 points. All the �bers of the composition
Φ ◦ L : Sq+1 → Rq are discrete as well and hence their 1-dimensional Hausdor� volume
vanishes. This contradicts the non-sharp version of the waist inequality.

The connections to the Borsuk–Ulam theorem and the invariance of domain demonstrate
that the waist inequality captures a topological phenomenon.

Historically the �rst proof of Theorem 1.1 was given in [Alm65] and uses deep geometric
measure theory. After the short proof of the non-sharp Theorem 1.4 there is another hard
proof of the sharp Theorem 1.1 in [Gro03].

2 Further waist inequalities
The short proof of the non-sharp waist inequality [Gro83, p. 134] exhibits a general tech-
nique called a �lling argument in a space of cycles. It has already been used to prove waist
inequalities of very di�erent �avours two of which we want to present here (cf. Theorems
2.2 and 2.5).

The �rst one is a result from geometric combinatorics.

Theorem 2.1 ([BF84]). Let P ⊂ R2 be a set of n points in general position and consider the(
n
3

)
triangles they de�ne. Then there exists a point y ∈ R2 which is contained in at least

2

9

(
n

3

)
−O(n2)

of these triangles.

4



p1
p2

p3

p4 p5

y lies in 5 out of
(

10
3

)
= 10 triangles

There is an interpretation of Theorem 2.1 that makes it appear more like a waist inequality.
Every n-element subset P ⊂ R2 de�nes an a�ne linear map fP : ∆n−1 → R2. To every
subset A ⊆ ∆n−1 assign the volume

volA := #{2-dimensional faces of ∆n−1 which intersect A}.

Theorem 2.1 states that for every a�ne linear map f : ∆n−1 → R2 there exists a point y ∈ R2

with
vol f−1(y) ≥ 2

9

(
n

3

)
−O(n2).

Using a �lling argument in a suitable space of cycles the following generalisation could be
proven:

Theorem 2.2 ([Gro10]). Any continuous map f : ∆n−1 → R2 admits a point y ∈ R2 such
that

vol f−1(y) ≥ 2

9

(
n

3

)
−O(n2).

p1

p2

p3

p4 p5 y lies in 5 out of
(

10
3

)
= 10 triangles
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We already saw that the waist of the sphere inequality is related to the Borsuk–Ulam
theorem. Consider the following generalisation of the Borsuk–Ulam theorem:

Theorem 2.3 ([Hop44]). Let (Mn, g) be a closed Riemannian manifold and d > 0 arbitrary.
Every continuous map f : M → Rn admits two points x, y ∈ M connected by a geodesic
arc of length d such that f(x) = f(y).

The Borsuk–Ulam theorem follows by takingMn := Sn with the round metric and d = π.
In the same paper Hopf poses the following

Conjecture 2.4. Let (Mn, g) be a closed Riemannian manifold and d > 0 arbitrary. Every
continuous map f : M → Sn of degree 0 admits two points x, y ∈M connected by a geodesic
arc of length d such that f(x) = f(y).

The philosophy behind this conjecture is that we use to think of a degree 0 map f : M →
Sn like a map which is not surjective or a map f̃ : Sn → Rn. In fact the conjecture is only
open for all degree 0 maps f : M → Sn for which there does not exist a factorisation

Rn

��
M

f
//

==

Sn

for an arbitrary map Rn → Sn. In a footnote Hopf claims that such maps f : S2 → S2 exist
but this is unclear to us.

The following result similar to Conjecture 2.4 was also proven using a �lling argument
inside a certain space of 0-cycles.

Theorem 2.5 ([AKV12]). Let (Mn, g) be a closed Riemannian manifold with injectivity
radius ρ > 0 and Nn an open manifold. For any continuous map f : M → N and any
0 < d ≤ ρ there exist two points x, y ∈M connected by a geodesic arc of length d such that
f(x) = f(y).

3 Cohomological waist inequalities
Until now we measured the waist

width(M/N) := inf
f : M→N

sup
y∈N
|f−1(y)|

with respect to cardinality or some metric volume | · | on M . In this paper we are rather
interested in the topological complexity of the preimage sets f−1(y) ⊆ M . If the �bers are
surfaces or closed manifolds one could consider their genus or simplicial volume.

However there are two reasonable ways to measure the topological complexity of subsets
A ⊆ M without further assumptions. For the rest of this section let R be a coe�cient ring
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such that the rank of a homomorphism ofR-modules makes sense (e.g. Z, Z2 or Q). Consider
the ranks of the cohomological1 restriction homomorphisms

‖A‖k := rk
[
Hk(M ;R)→ Hk(A;R)

]
and

‖A‖∗ := rk [H∗(M ;R)→ H∗(A;R)]

where k ≥ 0. These expressions are called the cohomological volumes ofA and they measure
how much the subset A ⊆ M captures of the cohomology of the ambient space M . The
waists associated to these cohomological volumes,

widthk(M/N) := min
f : M→N

max
y∈N
‖f−1(y)‖k and

width∗(M/N) := min
f : M→N

max
y∈N
‖f−1(y)‖∗,

are called the cohomological widths ofM over N .

f

T 2

R1y

‖f−1(y)‖1 ≥ 1

A simpler de�nition of cohomological width would be by taking the ranks of the cohomol-
ogy groups of the �bers themselves instead of the ranks of the restriction homomorphisms,
i.e.

wk(M/N) := min
f : M→N

max
y∈N

rk
[
Hk(f−1(y);R)

]
and

w∗(M/N) := min
f : M→N

max
y∈N

rk
[
H∗(f−1(y);R)

]
.

We will explain in Remark 2.2.3 (ii) why we refrain from doing so.

Remark 3.1 (The construction is like in [Gro88, Example (H ′′1 )], also cf. [Gro09, p. 14]).
Let M and N be simplicial complexes of dimensions n respectively q. For any k ≥ n+1

q+1
the

degree k cohomological width

widthk(M/N) := min
f : M→N

max y ∈ N rk
[
Hk(M ;R)→ Hk(f−1(y);R)

]
= 0.

1Technically we want to use Čech cohomology here but we will start to deal with these subtleties in Chapter
2.
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Note that we do not claim that all the groupsHk(f−1(y);R) vanish, only that the restriction
homomorphisms Hk(M ;R)→ Hk(f−1(y);R) do.

A more obvious upper bound for ‖A‖k is given by rkHk(M ;R) and this yields an upper
bound for widthk(M/N) and analogously for ‖A‖∗ and width∗. In order to obtain nontrivial
lower bounds for cohomological width we should substitute the source manifold Sn from
Theorem 1.1 by some manifold M with rich cohomology algebra, such as high-dimensional
tori T n. Essentially there were two known inequalities about cohomological widths (Theo-
rems 3.2 and 3.3).

Theorem 3.2 ([Gro10, pp. 424]). For k < n
2

we have

widthk(T
n/R) ≥

(
1− 2k

n

)(
n

k

)
,

i.e. any continuous map f : T n → R admits a point y ∈ R such that the rank of the restriction
homomorphism satis�es

rk
[
Hk(T n;Z)→ Hk(f−1(y);Z)

]
≥
(

1− 2k

n

)(
n

k

)
.

The second inequality is unfortunately ambiguously called the maximal �ber inequality.
In order to state it in full generality we need to explain some machinery �rst. All notions and
theorems from the rest of this section have been developed in [Gro09, pp. 13] and [Gro10,
Section 4.2].

Let F be a �eld and A =
⊕∞

i=0A
i a graded F -algebra with unity. The product in A shall

be denoted by^ and we assume that it is commutative in the graded sense. For r ≥ 1 de�ne

A/r :=
⋂

I graded ideal
dimF (A/I)<r

I .

For r < s we have A/r ⊇ A/s. Let ιr : A/r ↪→ A denote the inclusion and µd : A⊗d → A the
d-fold cup product map. We de�ne rk^d A as the maximal number r such that the composition

(
A/r
)⊗d ι⊗dr−→ A⊗d

µd−→ A

does not vanish.
For the rest of this section Y q is always a metrisable space of Lebesgue covering dimension

q, e.g. a q-dimensional simplicial complex. We can now state the maximal �ber inequality.

Theorem 3.3. Let X be compact and assume that A := H∗(X;F ) is �nitely generated as
an F -algebra. Then we have

width∗(X/Y
q) ≥ rk^q+1(A).

8



It is not di�cult to see that if X ' X1× . . .×Xk for closed connected oriented manifolds
Xi we have

rk^k H∗(X;F ) ≥
k

min
i=1

dimF (H∗(Xi;F )) .

In particular for tori T n of dimensions n ≥ p(q + 1) we have

rk^q+1H
∗(T n;F ) ≥ 2p

from which we get the following

Corollary 3.4. For n ≥ p(q + 1) we have

width∗(T
n/Y q) ≥ 2p,

i.e. every continuous map T n → Y q admits a point y ∈ Y such that

rk
[
H∗(T n;F )→ H∗(f−1(y);F )

]
≥ 2p.

A careful analysis of the proof of Theorem 3.3 shows that this y ∈ Y actually satis�es

rk
[
Hp(T n;F )→ Hp(f−1(y);F )

]
≥ 1

and this purely algebraically implies (similar to Motivation 4.3.1)

rk
[
Hk(T n;F )→ Hk(f−1(y);F )

]
≥
(
p

k

)
(3.1)

for every 0 ≤ k ≤ p.
We can compare the di�erent lower bounds, e.g. for widthk(T

2p/R). Theorem 3.2 yields

widthk(T
2p/R) ≥

(
1− k

p

)(
2p

k

)
(3.2)

whereas we get from Theorem 3.3 that

widthk(T
2p/R) ≥

(
p

k

)
. (3.3)

The bound (3.2) is signi�cantly stronger than (3.3) but the latter holds for all 1-dimensional
target spaces Y 1, not just Y 1 = R.

Theorem 3.2 is a codimension 1 result and its proof uses so-called isoperimetric inequali-
ties in algebras. We will explain this technique in Chapter 3. In [Gro10, p. 509] it was asked
whether and how this inequality can be generalised to products of higher-dimensional pro-
jective spaces. We will prove such a generalisation in Theorem 3.2.4. Both Theorem 3.2 and
Theorem 3.2.4 hold for all closed manifolds with the correct cohomology algebra (cf. Remark

9



3.2.19).
Theorem 3.3 on the other hand is a result admitting target spaces Y q of arbitrary codimen-

sion q ≥ 1. Its proof is far less geometric and uses Lusternik–Schnirelmann type argument.
This argument and isoperimetric inequalities in algebras are the only known techniques to
prove cohomological waist inequalities.

In Theorem 3.3 we did not require X to be a manifold and it holds for all compact spaces
X with cohomology algebra isomorphic to A. This is strange since the problem of �nding
cohomological waist inequalities is by no means homotopy invariant, e.g. there is no real
reason why two homotopy equivalent spaces such as T n and T n × I should satisfy

widthk(T
n/R) = widthk(T

n × I/R)

although the lower bounds given by Theorem 3.3 are the same.
This indicates that Theorem 3.3 and e.g. the estimate (3.1) for widthk(T

n/Y q) are far
from sharp and do not capture all of the geometry of the source manifold T n and the target
space Y q and whether the latter is a manifold or not. Using a �lling argument in a space of
(n− q)-cycles in T n we could sharpen the bound from Corollary (3.1) as follows.

Theorem 4.2.1. If N q is a manifold we have

width1(T n/N) = n− q,

i.e. for every continuous f : T n → N there exists a point y ∈ N such that

rk
[
H1(T n;Z)→ H1(f−1(y);Z)

]
≥ n− q

and one can construct maps f such that equality holds.

It is the �rst non-trivial sharp evaluation of cohomological width, slightly improves the
best known lower bound for width1(T n/R) coming from Theorem 3.2 and generalises to
arbitrary source manifolds that need not be tori but can be arbitrary essential m-manifolds
with fundamental group Zn (cf. Theorem 4.5.2). Using rational homotopy theory we could
also prove the following estimate about cartesian powers of higher-dimensional spheres.

Theorem 4.6.1. Let p ≥ 3 be odd and n ≤ p − 2. Consider M = (Sp)n or any simply
connected, closed manifold of dimension pnwith the rational homotopy type (Sp)nQ. For any
orientable manifold N q we have

widthp(M/N) ≥ n− q.

Theorems 4.2.1 and 4.6.1 are the �rst cohomological waist inequalities admitting arbitrary
codimensions q ≥ 1 that have been proven using a �lling argument. Theorem 4.6.1 is the
�rst lower bound on widthp with p > 1 that has been proven using this technique.

10



4 Filling argument
In this section we want to give two proofs of the waist of the sphere inequality (cf. Theorem
1.1). When proving such theorems we want to avoid focussing on the regularity of the map
f or the preimage subsets f−1(y). Therefore we restrict ourselves to the analysis of the
following statement:

For every generic smooth map f : Sn → Rq there exists a regular value y ∈ Rq satisfying

voln−q f
−1(y) ≥ voln−q S

n−q. (4.1)

This is convenient since in this case f−1(y) is an (n−q)-dimensional embedded submanifold
in Sn. Note that we cannot drop the (admittedly vague) genericity condition since e.g. a
constant map f : Sn → Rq does not admit a regular value y ∈ Rq satisfying (4.1). In Section
2.2 we will explain rigorously what we mean by genericity and why we can always assume
maps to be generic in the context of cohomological waist inequalities.

In the case of codimension q = 1 the waist of the sphere inequality essentially follows
from the following

Theorem 4.1 (Isoperimetric inequality in Sn). Let U ⊆ Sn be open. For every round ball B
satisfying volnB = voln U we have

voln−1 ∂U ≥ voln−1 ∂B.

B

U

S2

With this isoperimetric inequality we can give a simple proof of the waist of the sphere
inequality in codimension q = 1. Consider a map f : Sn → R. If we assume that f is generic,
e.g. a Morse function, the mapping

R→ [0, voln S
n]

y 7→ voln f
−1(−∞, y)

11



is continuous. By the mean value theorem there exists a point y ∈ R such that

voln f
−1(−∞, y) =

1

2
voln S

n.

S2

f−1(y) = ∂f−1(−∞, y)

f−1(−∞, y)

The boundary of f−1(−∞, y) is f−1(y) and we want to apply the isoperimetric inequality
above. Since voln f

−1(−∞, y) = 1
2

voln S
n we can choose any hemisphere B as a round

comparison ball. The boundary of a hemisphere is an (n − 1)-dimensional equator and we
get

voln−1 f
−1(y) = voln−1 ∂f

−1(−∞, y) ≥ voln−1 ∂B = voln−1 S
n−1.

Remark 4.2. The philosophy behind this proof is that codimension 1 waist inequalities can
be always proven using isoperimetric inequalities. We will follow this strategy in Chapter
3 where we develop the notion of isoperimetric inequalities in algebras in order to prove
cohomological waist inequalities.

Nevertheless it not clear how to generalise this proof in order to prove the waist inequality
in arbitrary codimensions q ≥ 1 which we recall for convenience

Theorem 1.4 (Waist inequality, non-sharp version, [Gro83, p. 134]). Let (Mn, g) be a closed
Riemannian manifold and q < n. There exists a constant C(M, g, q) > 0 such that every
continuous map f : M → Rq admits a point y ∈ Rq with

voln−q f
−1(y) ≥ CM,g,q.

Recall that even this non-sharp version is non-trivial as it implies the invariance of domain.
The core ingredient for the proof is the following

Lemma 4.3 (Filling inequality, [Gro83, Sublemma 3.4.B’]). Let (Mn, g) be a compact Rie-
mannian manifold and 1 ≤ k ≤ n. There is a small constant α = αMn,g,k > 0, a large
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constant C = CMn,g,k such that for every cycle y ∈ Ck(M) with volk y ≤ α there exists a
chain z ∈ Ck+1(M) satisfying

∂z = y and volk+1 z ≤ C (volk y)
k+1
k .

The coe�cients of all chains can be chosen in Z or Z2.

Example 4.4. For the sphere we can choose α1 = ∞ since every 1-cycle can be �lled. For
the torus α1 has to smaller than the shortes non-contractible loop. In both cases α2 can be
chosen as any number smaller than the volume of the surfaces.

This Filling inequality can be proven by isometrically embedding Mn into some RN and
use the known �lling inequalities there. Note that this is a non-sharp generalisation of the
isoperimetric inequality in Sn. The chain y ∈ Ck(M) in the Filling Lemma really has to be a
cycle as a chain with non-empty boundary cannot be �lled regardless of any volume assump-
tions. The Filling Lemma also shows that every non-zero homology class [y] ∈ Hk(M ;Z)

captures a positive amount of k-volume. This motivates the de�nition of the k-systole of a
Riemannian manifold (cf. [Gro83]).

Proof sketch of Theorem 1.4, [Gro83, p. 134]. The main idea of the proof is already contained
in the case of codimension q = 2 to which we restrict ourselves. We proceed by contradiction
and assume that for every ε > 0 there exists a generic smooth map f : Mn → R2 such that
the �ber over every point y ∈ R2 satis�es voln−2 f

−1(y) < ε. As we will have to choose ε
smaller and smaller and hence change the choice of f we introduce the Landau O notation

voln−2 f
−1(y) ∈ O(ε)

by which we mean that we can make the expression voln−2 f
−1(y) arbitrarily small as we let

ε→ 0.

13



Mn

f

R2

v

Fv := f−1(v)

T

Choose a smooth triangulation T of the target R2 which is generic and �ne. By a generic
triangulation we mean that all vertices of the triangulation are regular values of f , i.e. the
preimages of vertices Fv := f−1(v) are codimension 2 submanifolds, the preimages of edges
F[v,w] := f−1[v, w] are codimension 1 submanifolds with boundary etc. In all our pictures
the preimages of points are 1-manifolds hence they depict the case n− q = 1 or equivalently
n = 3. For every simplex σ of T let Fσ := f−1(σ). By a �ne triangulation we mean that all
preimages have small volume, i.e. for every k-simplex σ we have

voln−2+k Fσ ∈ O(ε).

Intuitively this means that these volumes can be made arbitrarily small if ε is chosen su�-
ciently small. For the 0-simplices we have this by assumption and for the higher-dimensional
simplices we can achieve this by barycentric subdivision.

For every k-simplex σ of T the preimage Fσ is a manifold with corners and these (non-
canonically) de�ne chains in Cn−2+k(M). In this proof all chains are meant with coe�cients
in Z2 and we do not denote the di�erence between the subset Fσ ⊆ M and the chain Fσ ∈
Cn−2+k(M).

For every vertex v of T we have voln−2 Fv ∈ O(ε) and can apply the Filling Lemma to Fv
and obtain a �lling Gv ∈ Cn−1(M) (i.e. ∂Gv = Fv) with

voln−1Gv ≤ C (voln−2 Fv)
n−1
n−2 .

In particular we have voln−1Gv ∈ O(ε).

Fv

Gv

14



For every edge [v, w] of T the preimage F[v,w] is a manifold with boundary f−1 {v, w} and
the corresponding chain has boundary

∂F[v,w] = Fv + Fw.

f

R2

v

F[v,w]

w

Fv Fw

In the singular chain complex C•(Mn;Z2) we have

∂(Gv + F[v,w] +Gw) = Fv + (Fv + Fw) + Fw = 0

and since voln−1(Gv+F[v,w] +Gw) ∈ O(ε) we can apply the Filling Lemma to obtainG[v,w] ∈
Cn(M ;Z2) such that ∂G[v,w] = Gv + F[v,w] +Gw and

voln(Gv + F[v,w] +Gw) ∈ O(ε).

F[v,w]

Gv

Gw

We continue this process and consider the preimages of triangles F[u,v,w]. In the exemplary
picture below F[u,w] is a cylinder and both F[u,v] and F[v,w] are pairs of pants. The preimage
F[u,v,w] is a solid double torus. The bold line is mapped to the barycentre of [u, v, w] and the
farther a point of F[u,v,w] is from this core line the closer it is mapped to ∂[u, v, w].
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u v

w

F[u,v,w]

f

Fw

F[u,w]

We have ∂(F[u,v,w] +G[u,v] +G[v,w] +G[u,w]) = 0 and

voln(F[u,v,w] +G[u,v] +G[v,w] +G[u,w]) ∈ O(ε)

and using the Filling Lemma we get a chain G[u,v,w] ∈ Cn+1(M ;Z2) satisfying

∂G[u,v,w] = F[u,v,w] +G[u,v] +G[v,w] +G[u,w] (4.2)

(and voln+1G[u,v,w,] ∈ O(ε)). Summing up this equation (4.2) over all triangles of T we get

∂
∑

[u,v,w]

G[u,v,w] =
∑

[u,v,w]

F[u,v,w] +G[u,v] +G[v,w] +G[u,w] (4.3)

=
∑

[u,v,w]

F[u,v,w] (4.4)

The sum
∑

[u,v,w] F[u,v,w] is an n-chain in Mn and its support is all of M . In fact it is not dif-
�cult to see that

∑
[u,v,w] F[u,v,w] represents the fundamental class in Hn(Mn;Z2) (for details

about this observation cf. Proposition 4.1.8) But equation (4.3) contradicts the fact that the
fundamental classes can not be written as boundaries.

In order to prove cohomological waist inequalities in higher codimensions Larry Guth
suggested to imitate the proof scheme above but all the volumes of cycles have to be measured
in the following new sense2.

De�nition 4.5 (Cohomological volume). Let C∗(X) denote the singular chain complex of a
topological space X . Every chain c ∈ Cp(X) is a formal linear combination c =

∑n
i=1 ziσi

of singular p-simplices σi in X . The support supp c ⊆ X of c is the union of all imσi for
which the coe�cient zi does not vanish. Let ιc : supp c ↪→ X denote the inclusion. The
cohomological k-volume of c is de�ned as

|c|k := rkHkιc.

2Of course one could also try to �nd other topological waist inequalities by proving �lling inequalities for
other measures of topological complexity, e.g. genus of surfaces or simplicial volume of closed manifolds.
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Of course one needs a replacement for the Filling Lemma. E.g. in order to �nd a lower
bound for width∗(T

n/R2) in a �rst step one has to show that for every cycle c ∈ Cn−2(T n)

with ∂c = 0 there exists a �lling, i.e. a chain d ∈ Cn−1(T n) satisfying ∂d = c, such that the
cohomological volume |d|1 can be controlled in terms of |c|1.

Instances of such cohomological �lling inequalities are the isoperimetric inequalities from
Chapter 3, the Filling Lemma 4.3.2 for tori and the Rational Filling Lemma 4.6.11 for cartesian
powers of higher-dimensional spheres. In Chapter 5 we propose a rigorous and general de�-
nition of a cohomological �lling inequality encompassing these examples. Although greatly
inspired by the proof scheme above and the suggested modi�cation all of the remaining
chapters, especially Chapter 3 and 4, are formally independent of this chapter.
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2 Cohomological width and ideal
valued measures

In this chapter we introduce the notion of ideal valued measures which is a useful tool to
study cohomological width.

We will use two cohomology theories, namely Čech cohomology and simplicial cohomol-
ogy and it should always be clear from the context which one we mean depending on whether
we evaluate it on topological spaces or simplicial complexes. Nevertheless and in order to
avoid confusion we will consistently try to denote Čech cohomology by Ȟ∗ and simplicial
cohomology simply by H∗. For the rest of this paper let R be a coe�cient ring which may
be arbitrary unless speci�ed otherwise.

1 Ideal valued measures
De�nition 1.1 (Cohomological width). Let R be a coe�cient ring such that the rank of a
homomorphism between R-modules makes sense, e.g. Z, Z2 or Q.

(i) For every continuous map f : X → Y the expressions

width∗(f) := max
y∈Y

rk
[
Ȟ∗X → Ȟ∗f−1y

]
and

widthk(f) := max
y∈Y

rk
[
ȞkX → Ȟkf−1y

]
are called the total or degree k cohomological width of f .

(ii) For �xed topological spaces X and Y the minima

width∗(X/Y ) := min
f∈C(X,Y )

width∗(f) and

widthk(X/Y ) := min
f∈C(X,Y )

widthk(f)

where C(X, Y ) denotes the set of all continuous maps f : X → Y are called the total
or degree k cohomological width of X over Y .

We are interested in lower bounds of width1(X/Y ) for �xed manifolds X and Y . The
following important observation motivates the rest of this section.
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For every continuous map f : X → Y and every y ∈ Y we have

rk
[
Ȟ∗X → Ȟ∗f−1y

]
= rk

[
Ȟ∗X

/
ker
[
Ȟ∗X → Ȟ∗f−1y

]] .

Therefore we want to systematically study kernels of restriction homomorphisms Ȟ∗X →
Ȟ∗C for closed subsets C ⊆ X and this motivates the following

De�nition 1.2 (Standard ideal valued measure, pushforward). Let X be a topological space
and let A := Ȟ∗(X). Let τX denote the system of all open subsets of X and I(A) the set of
all graded ideals I ⊆ A.

(i) Assign to every open U ⊆ X a graded ideal µX(U) ⊆ A via

µX : τX → I(A)

U 7→ ker
[
Ȟ∗X → Ȟ∗(X \ U)

]
.

This map µX is called the standard1 ideal valued measure onX (or I(A)-valued measure
if one wants to emphasise the ambient algebra). It trivially satis�es µX(∅) = 0 (nor-
malisation), µX(U1) ⊆ µX(U2) whenever U1 ⊆ U2 (monotonicity) and µX(X) = A

(fullness).

(ii) For any continuous map f : X → Y the assignment

f∗µX : τY → I(A)

U 7→ µX(f−1U) = ker
[
Ȟ∗X → Ȟ∗(X \ f−1U)

]
is called the pushforward of µX along f . It also satis�es normalisation, monotonicity
and fullness. Note that f∗µX maps open subsets of Y to ideals in Ȟ∗(X).

Corollary 1.3. For every continuous map f : X → Y and every closed subset C ⊆ Y we
have

rk
[
Ȟ∗X → Ȟ∗f−1C

]
= rk

[
Ȟ∗X

/
ker
[
Ȟ∗X → Ȟ∗f−1C

]]
= rk

[
Ȟ∗X

/
f∗µX(Y \ C)

]
and similarly

rk
[
HkX → Hkf−1C

]
= rk

[
HkX

/
f∗µX(Y \ C) ∩HkX

]
.

Using speci�c features of Čech cohomology we want to derive more properties of µX and
f∗µX .

1Later on we will give an abstract de�nition of an ideal valued measure and if X is a compact manifold µX

will be an instance of it.
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Proposition 1.4 (Additivity). Let X be a manifold and A := Ȟ∗X its Čech cohomology
algebra. The standard I(A)-valued measure µX on X satis�es additivity, i.e. for any two
disjoint, open U1, U2 ⊆ X we have

µX(U1∪̇U2) = µ(U1) + µ(U2).

The analogous statement also holds for the pushforward measure f∗µX along any continuous
map f : X → Y .

Repetition 1.5 (Čech cohomology, [ES52]). LetX be a topological space. For any open cover
α = (Ui)i∈I of X the nerve of α is a simplicial complex Xα with one vertex for every index
i ∈ I satisfyingUi 6= ∅ and an n-simplex {i0, . . . , in} ⊂ I belongs toXα i�Ui0∩. . .∩Uin 6= ∅.
If α and β are two open coverings we write α < β if β re�nes α and this relation turns the set
of open covers into a directed set. One can show that whenever α < β there is a well-de�ned
map between simplicial cohomology groups HqXα → HqXβ . The Čech cohomology groups
are de�ned as the direct limit

Ȟq(X) := lim−→
α

Hq(Xα).

Every element in this direct limit can be represented by a cohomology class z ∈ Hq(Xα)

for a su�ciently �ne open cover α of X . Čech cohomology satis�es the Eilenberg–Steenrod
axioms (cf. [Dow50]) and from this we get the following

Theorem 1.6 (Comparison between Čech and singular cohomology). For every CW pair
(X,A) there is an isomorphism

η(X,A) : Ȟ∗(X,A;R)→ H∗(X,A;R)

which de�nes a natural equivalence η : Ȟ∗ → H∗ of functors from CW pairs to R-modules.

The proof of Proposition 1.4 needs some preparation.

Lemma 1.7. Let X be a topological space, V ⊆ X closed and [z] ∈ ȞqX such that [z]|V =

0 ∈ ȞqV . Then there exists an open cover δ of X such that [z] can be represented by some
cohomology class [z]δ ∈ HqXδ and the restriction homomorphism satis�es

HqXδ → HqVδ|V

[z]δ 7→ 0

where δ|V denotes the induced open cover on V .

Proof. Every cohomology class [z] ∈ ȞqX = lim−→α
HqXα can represented by some cohomol-

ogy class [z]α ∈ Hq(Xα) for some su�ciently �ne open cover α of X . Consider its image
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under the restriction homomorphism

HqXα → HqVα|V

[z]α 7→ [z]α| (α|V ) .

By assumption this restricted class vanishes in ȞqV = lim−→β
HqVβ , i.e. there exists a re�ne-

ment γ of α|V such that the restriction satis�es

HqVα|V → HqVγ

[z]α| (α|V ) 7→ 0.

Since V ⊆ X is closed we can extend γ to an open cover γ̃ of X . Let δ be a common
re�nement of α and γ̃, in particular δ|V re�nes γ.

On this level of the direct system we can represent [z] ∈ ȞqX by an element [z]δ ∈ HqXδ

and its image under the restriction homomorphism of simplicial cohomology satis�es

HqXδ → HqVδ|V (1.1)
[z]δ 7→ 0. (1.2)

Lemma 1.8. Let (K,L) be a pair of simplicial complexes and [z] ∈ HqK a simplicial co-
homology class such that [z]|L = 0 ∈ HqL. Then [z] can be represented by a simplicial
q-cocycle z̃ ∈ CqK such that z̃|L = 0 ∈ CqL.

Proof. There exists a cochain w ∈ Cq−1L such that z|L = dw. We can extend this cochain
to a (q − 1)-cochain w̃ on K by setting

w̃(σ) :=

{
w(σ) if σ ∈ Lq−1

0 otherwise.

For z̃ := z − dw̃ and an arbitrary σ ∈ Lq we have

z̃(σ) = (z−dw̃)(σ) = z(σ)−dw̃(σ) = z(σ)− w̃(∂σ) = z(σ)−w(∂σ) = z(σ)−dw(σ) = 0.

Lemma 1.9. Let K be a simplicial complex and L1 and L2 two subcomplexes of K such
that K = L1 ∪ L2. Let [z] ∈ HqK such that [z]|L1 ∩ L2 = 0 ∈ Hq(L1 ∩ L2). Then
there exists a decomposition [z] = [z1] + [z2] for cohomology classes [zi] ∈ HqK satisfying
zi|Li = 0 ∈ CqLi (i = 1, 2).

Proof. Using the preceding lemma we can assume that z|L1 ∩ L2 = 0 ∈ Cq(L1 ∩ L2). For
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any σ ∈ Kq de�ne z1 ∈ CqK by

z1(σ) :=

{
z(σ) if σ ∈ (L2)q

0 if σ ∈ (L1)q.

and z2 ∈ CqK analogously. Since z|L1 ∩ L2 = 0 ∈ Cq(L1 ∩ L2) these cochains are well-
de�ned, satisfy z = z1 + z2. They are cocycles since for every σ ∈ (L1)q we have

dz1(σ) = z1(∂σ) = 0

and for every σ ∈ (L2)q we get

dz1(σ) = z1(∂σ) = z(∂σ) = dz(σ) = 0.

De�nition 1.10 (Good cover). An open cover (Ui)i∈I of a topological space X is called good
i� all �nite intersections Ui0 ∩ . . . ∩ Uik are either empty or contractible.

Remark 1.11. (i) IfX is a manifold it has a good cover given by geodesically convex balls
[BT95, Theorem 5.1]. This also shows that every open cover can be re�ned by a good
one.

(ii) In the following proof we will only use that all �nite intersections Ui0 ∩ . . . ∩ Uik are
connected but for manifolds X this is not substantially easier than to prove that they
are contractible.

Lemma 1.12. Let X be a topological space and V1, V2 ⊆ X closed subsets covering X . For
any open cover α = (Ui)i∈I of X the corresponding nerves satisfy

Xα = (V1)α|V1 ∪ (V2)α|V2 .

Moreover we have

(V1 ∩ V2)α|V1∩V2 ⊆ (V1)α|V1 ∩ (V2)α|V2 (1.3)

and if α is a good cover we have equality in (1.3).

Proof. Any q-simplex ofXα corresponds to a �nite nonempty intersection Ui0∩ . . .∩Uiq 6= ∅
and this yields a nonempty intersection Ui0 ∩ . . . ∩ Uiq ∩ V1 6= ∅ or Ui0 ∩ . . . ∩ Uiq ∩ V2 6= ∅
proving the �rst equality.

Every q-simplex of (V1 ∩ V2)α corresponds to a nonempty intersection Ui0 ∩ . . . ∩ Uiq ∩
V1 ∩ V2 6= ∅. Hence both Ui0 ∩ . . .∩Uiq ∩ V1 and Ui0 ∩ . . .∩Uiq ∩ V2 are nonempty proving
the inclusion (1.3).
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Let α be a good cover and assume there exists a q-simplex σ = {i0, . . . , iq} in

((V1)α ∩ (V2)α) \ (V1 ∩ V2)α

and denote Uσ = Ui0 ∩ . . . ∩ Uiq 6= ∅. Since α is good Uσ is contractible hence connected.
Since σ is not a simplex of (V1 ∩ V2)α we have Uσ ∩ V1 ∩ V2 = ∅. Because it is a simplex

of both (V1)α and (V2)α we have Uσ ∩ Vj 6= ∅ (j = 1, 2). Thus the Uσ ∩ Vj (j = 1, 2)
constitute a decomposition ofUσ into closed, disjoint and nonempty subsets. This contradicts
the connectedness of Uσ.

Proof of Proposition 1.4. Let us prove the additivity of f∗µX assuming we have already proven
the one of µX . The preimages f−1U1 and f−1U2 are still disjoint and open and the additivity
of µX implies

f∗µX(U1∪̇U2) = µX(f−1U1∪̇f−1U2) = µX(f−1U1) + µX(f−1U2) = f∗µX(U1) + f∗µX(U2).

So it remains to prove the additivity of µX .
Consider the complements Vi := X \ Ui (i = 1, 2). These are closed and cover X . The

only inclusion which does not follow from monotonicity is

µ(U1∪̇U2) ⊆ µ(U1) + µ(U2).

Let [z] ∈ µX(U1∪̇U2) ⊆ ȞqX , i.e. [z] is a Čech cohomology class such that

[z]|V1 ∩ V2 = 0 ∈ Ȟq(V1 ∩ V2).

We have to show that [z] can be written as a sum [z] = [z1] + [z2] ([zi] ∈ ȞqX) such that
[zi]|Vi = 0 (i = 1, 2).

By Lemma 1.7 we can assume that there exists an open cover δ ofX such that [z] ∈ ȞqX =

lim−→α
HqXα can be represented by a cohomology class [z]δ ∈ HqXδ and [z]δ|

(
(V1 ∩ V2)δ|V1∩V2

)
=

0 ∈ Hq (V1 ∩ V2)δ|V1∩V2 . Using Remark 1.11 we can further re�ne δ and assume that it is a
good cover. Now we got rid of the direct systems and their limits and we can restrict our-
selves to the case of ordinary, simplicial cohomology groups.

Consider the subcomplexes Li := (Vi)δ|Vi ⊆ Xδ (i = 1, 2). By Lemma 1.12 we have
Xδ = L1 ∪ L2 and

(V1 ∩ V2)δ|V1∩V2 = L1 ∩ L2. (1.4)

With this notation (1.1) becomes [z]δ|L1 ∩ L2 = 0 ∈ Hq(L1 ∩ L2). Using Lemma 1.9 there
exist [zi] ∈ HqXδ (i = 1, 2) with [z] = [z1] + [z2] and [zi]|Li = 0 ∈ HqLi (i = 1, 2). The
classes [zi] ∈ HqXδ descend to the desired elements in ȞqX .

Remark 1.13. (i) One reason why we always insist on using Čech instead of singular
cohomology is that we do not know whether additivity in this generality holds for the
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latter.

(ii) We also do not know if X really needs to be a manifold. Otherwise we could not re�ne
the open cover δ such that it becomes good. We would not have equality (but a proper
inclusion) in equation (1.4) and we could not apply Lemma 1.9.

Proposition 1.14 (Multiplicativity). Let X be topological space and (A,^) := (Ȟ∗X,^)

its Čech cohomology algebra where ^ denotes the cup product. The standard I(A)-valued
measure µX on X satis�es multiplicativity, i.e. for any two open subsets U1, U2 ⊆ X we
have

µX(U1) ^ µX(U2) ⊆ µX(U1 ∩ U2) (1.5)

where the left hand side is meant as the product of ideals.
The analogous statement also holds for the pushforward measure f∗µX along any contin-

uous map f : X → Y .

Proof. Let us prove the multiplicativity of f∗µX assuming we have already proven the one
of µX . The preimages f−1U1 and f−1U2 are still open and the multiplicativity of µX implies

f∗µX(U1) ^ f∗µX(U2) = µX(f−1U1) ^ µX(f−1U2)

⊆ µX(f−1U1 ∩ f−1U2) = µX(f−1(U1 ∩ U2)) = f∗µX(U1 ∩ U2).

So it remains to prove the multiplicativity of µX .
Consider the complements Vi := X \Ui (j = 1, 2). The left hand side of (1.5) is additively

generated by products of the form [x1] ^ [x2] where [xi] ∈ µX(Ui) ⊆ Ȟ∗X , i.e. [xi]|Vi =

0 ∈ ȞqiVi (i = 1, 2). Using Lemma 1.7 there exists an open cover δ of X such that each
[xi] ∈ ȞqiX = lim−→α

HqiXα is represented by some cohomology class [xi]δ ∈ HqiXδ and for
i = 1, 2 the restriction homomorphisms satisfy

HqiXδ → Hqi(Vi)δ|Vi

[xi]δ 7→ 0.

Using Lemma 1.8 we can assume that the classes [xi]δ are represented by simplicial qi-
cocycles (xi)δ ∈ CqiXδ satisfying (xi)δ|(Vi)δ|Vi = 0 ∈ Cqi(Vi)δ|Vi . Let q := q1 + q2.

Now in this simple case the cup product [x1] ^ [x2] ∈ ȞqX in Čech cohomology is
represented by [x1]δ ^ [x2]δ ∈ HqXδ as well as the restriction [x1] ^ [x2]|V1 ∪ V2 ∈
Ȟq(V1 ∪ V2) is represented by [x1]δ ^ [x2]δ|(V1 ∪ V2)δ|V1∪V2 ∈ Hq(V1 ∪ V2)δ and we have

[x1]δ ^ [x2]δ| (V1 ∪ V2)δ|V1∪V2 (1.6)

= [(x1)δ ^ (x2)δ] | (V1 ∪ V2)δ|V1∪V2 (1.7)

=
[
(x1)δ ^ (x2)δ

∣∣∣(V1 ∪ V2)δ|V1∪V2

]
. (1.8)
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From Lemma 1.12 we know that

(V1 ∪ V2)δ|V1∪V2 = (V1)δ|V1 ∪ (V2)δ|V2 . (1.9)

Let δ = (Wi)i∈I and �x a strict total ordering on the index set I . As usual one constructs the
simplicial chain complex and dual to it the simplicial cochain complex. We need this in order
to de�ne the simplicial cup product. Let σ := (v0 < · · · < vq) be an arbitrary q-simplex in
(V1∪V2)δ|V1∪V2 . Without loss of generality (cf. (1.9)) it is a simplex of (V1)δ|V1 . The simplicial
cup product is de�ned by

(x1)δ ^ (x2)δ(σ) = (x1)δ(v0 < · · · < vq1) · (x2)δ(vq1+1 < · · · < vq1+q2)

and the �rst factor vanishes because of (x1)δ|(V1)δ|V1 = 0. This proves that the expression
(1.8) vanishes and hence [x1] ^ [x2]|V1 ∪ V2 = 0 ∈ Ȟq(V1 ∪ V2).
Proposition 1.15 (Continuity). Let X be a compact topological space and A := Ȟ∗X its
Čech cohomology algebra. The standard ideal valued measure µX on X satis�es continuity,
i.e. for any increasing nested sequence of open subsets U1 ⊆ U2 ⊆ U3 ⊆ · · · ⊆ X we have

µ

(
∞⋃
i=1

Ui

)
=
∞⋃
i=1

µ(Ui). (1.10)

The analogous statement also holds for the pushforward measure f∗µX along any continuous
map f : X → Y .

We will reduce this proposition to the so-called continuity of Čech cohomology. In order
to state this property properly we need a little preparation.
De�nition 1.16. A compact pair (X,A) is a pair of spaces such thatX is compact andA ⊆ X

is closed. In particular A itself is compact. Let Z be a topological space. A sequence of pairs
(Xi, Ai) ⊆ (Z,Z) (i ∈ N) together with inclusions ιji : (Xi, Ai) ↪→ (Xj, Aj) whenever i < j

is called a nested sequence of pairs inZ and we denote it by
(
(Xi, Ai)i∈N, ι

j
i

)
. For such a nested

sequence its intersection is the topological pair (X,A) ⊆ (Z,Z) de�ned by X :=
⋂
iXi and

A :=
⋂
iAi.

We will only need the following very weak version of continuity.
Theorem 1.17 (Continuity of Čech cohomology, [ES52, Theorem 2.6]). Let (X,A) be the
intersection of a nested sequence of compact pairs. Let ιi : (X,A) ↪→ (Xi, Ai) denote the
inclusion. Each u ∈ Ȟq(X,A) is of the form ι∗iui for some i ∈ N and some ui ∈ Ȟq(Xi, Ai).
Proof of Proposition 1.15. Let us prove the continuity of f∗µX assuming we have proven the
one of µX . The subsets (f−1Ui)i∈N form an increasing nested sequence of open subsets of X
and the continuity of µX implies

f∗µX

(
∞⋃
i=1

Ui

)
= µX

(
f−1

∞⋃
i=1

Ui

)
= µX

(
∞⋃
i=1

f−1Ui

)
=
∞⋃
i=1

µX(f−1Ui) =
∞⋃
i=1

f∗µX(Ui).
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It remains to prove the continuity of µX .
Consider the complements Vi := X \ Ui (i ∈ N) and V =

⋂
i Vi = X \

⋃
i Ui. The only

inclusion of (1.10) not following from monotonicity is

µ

(
∞⋃
i=1

Ui

)
⊆
∞⋃
i=1

µ(Ui),

i.e. given a cohomology class [x] ∈ ȞqX satisfying [z]|V = 0 ∈ ȞqV we have to show the
existence of an index i ∈ N such that [z]|Vi = 0.

Consider the nested sequence of compact pairs given by (X, Vi)i∈N. The intersection of this
nested sequence is precisely (X, V ). For every i ∈ N naturality of the long exact sequence
yields the following commutative diagram.

Ȟq(X, Vi) //

��

ȞqX // ȞqVi

��

Ȟq(X, V ) // ȞqX // ȞqV

In the diagram above every arrow is given by restriction. Because the class [z] ∈ ȞqX

satis�es [z]|V = 0 ∈ ȞqV we can lift [z] to a class [z̃] ∈ Ȟq(X, V ). By Theorem 1.17 there
exists an index i ∈ N and a class [ui] ∈ Ȟq(X, Vi) such that [ui]|(X, V ) = [z̃]. We get
[ui]|X = [z] and the top horizontal exact sequence yields [z]|Vi = 0.

Remark 1.18. (i) The continuity axiom fails if X is not compact. Let X = B2 \ 0 and
Vi :=

{
x ∈ X

∣∣x1 ≤ 1
i

}
. The intersection

⋂
i Vi = {x ∈ X|x1 ≤ 0} is contractible but

the generator of Ȟ1X survives when restricted to any Vi.

(ii) Continuity is the second reason why we prefer Čech over singular cohomology.

This motivates the following

De�nition 1.19 (Ideal valued measures, [Gro10, Section 4.1]). Let Y be a topological space,
τY the system of open subsets of Y , A =

⊕∞
n=0 A

n a graded commutative R-algebra and
I(A) the set of graded ideals I ⊆ A. An I(A)-valued measure µ on Y is a map

µ : τY → I(A)

assigning a graded ideal µ(U) ⊆ A to any open U ⊆ Y such that the following properties
hold:

(i) Normalisation: µ(∅) = 0.

(ii) Monotonicity: For U1 ⊆ U2 we have µ(U1) ⊆ µ(U2).
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(iii) Continuity: For any increasing nested sequence U1 ⊆ U2 ⊆ U3 ⊆ . . . we have

µ

(
∞⋃
i=1

Ui

)
=
∞⋃
i=1

µ(Ui).

(iv) Additivity: For two disjoint open subsets we have

µ(U1∪̇U2) = µ(U1) + µ(U2).

(v) Multiplicativity: We have

µ(U1) · µ(U2) ⊆ µ(U1 ∩ U2)

for any open U1, U2 ⊆ Y .

(vi) Fullness: We have µ(Y ) = A.

The main instances of the de�nition above are given in the following

Corollary 1.20. Let X be a compact manifold and A := Ȟ∗X its Čech cohomology alge-
bra. The standard I(A)-valued measure as well as the pushforward measure f∗µX along
any continuous map f : X → Y are ideal valued measures in the sense of the preceding
de�nition.

Proof. This is an immediate consequence of De�nition 1.2, Propositions 1.4, 1.14 and 1.15.

Remark 1.21. (i) Given an ideal valued measure µ on Y it will turn out to be useful to
de�ne the vanishing ideal

0µ(A) := µ(X \ A)

for any closed A ⊆ Y . If the measure is clear from the context, mostly the standard
measure or its pushforward along a continuous map, we will only write 0(A).

(ii) In [Gro10] there is one more axiom. By de�nition an ideal valued measure satis�es the
intersection property i� for any two open U1, U2 ⊆ Y covering Y we have µ(U1∩U2) =

µ(U1) ∩ µ(U2). One can show that the standard measure and every pushforward of it
satisfy this intersection property but we will not need this for our applications.

2 Genericity
Let X and Y be topological spaces and R a coe�cient ring such that the rank of a homo-
morphism between R-modules makes sense, e.g. Z, Z2 or Q.
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De�nition 2.1 (Waist functionals). Recall from De�nition 1.1 that for every continuous map
f : X → Y the total or degree k cohomological width of f is given by

width∗(f) := max
y∈Y

rk
[
Ȟ∗X → Ȟ∗f−1y

]
and

widthk(f) := max
y∈Y

rk
[
ȞkX → Ȟkf−1y

]
.

They give rise to the waist functionals width∗ and widthk both of which are (not necessarily
in any sense continuous) maps C(X, Y )→ N0 where C(X, Y ) is the space of all continuous
maps f : X → Y .

In the next chapters we will give lower bounds of width1(X/Y ) for �xed manifolds X
and Y . The proofs of these at �rst only work for generic maps f : X → Y , e.g. we will �nd
a lower bound of width1(f) for all smooth f which intersect some smooth triangulation of
Y transversally. In this section we will show that the same lower bound will also hold for
all continuous f . In other words it is su�cient to prove waist inequalities just for (in some
sense) generic maps. This is motivated by a sentence in [Gro10, p. 417] about a quantity
which “may only increase under uniform limits of maps”. The aim of this section is to render
this precise and give a self-contained proof of the following proposition. We do not know
whether it has already been discussed in existing literature.

Proposition 2.2 (Upper semi-continuity of waists). Let X and Y be compact and Y metris-
able. If the Čech cohomology algebra Ȟ∗X is �nite dimensional the waist functionals width∗
and widthk : C(X, Y ) → N0 are upper semi-continuous with respect to the compact-open
topology.

Proof. We will just show the upper semi-continuity of width∗. The corresponding statement
for widthk can be proven analogously. Endow Y with an arbitrary metric d. The compact-
open topology is identical with the metric topology induced from the uniform norm. As
C(X, Y ) is a metric space semi-continuity is equivalent to sequential semi-continuity. So
given a sequence of functions fn : X → Y uniformly converging to f we need to show that
width∗(fn) ≥ α for every n implies

width∗(f) ≥ α.

Hence for every n there exists a point yn ∈ Y such that

rk
[
Ȟ∗X → Ȟ∗f−1

n yn
]

= rk
[
Ȟ∗X

/
(fn)∗µX(Y \ yn)

]
≥ α

where (fn)∗µX is the pushforward of the standard ideal valued measure on X and we used
Corollary 1.3.

Since Y is sequentially compact we can pass to a subsequence and assume that the yn
converge to some point y ∈ Y and that the convergences fn → f and yn → y are controlled
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by

d(yn, y) <
1

8n2

d(fn, f) <
1

8n2
.

We claim the following equality of subsets of X .

⋃
n>0

{
x ∈ X

∣∣∣∣d(fn(x), yn) >
1

4n2
+

1

n

}
= {f(−) 6= y} (2.1)

Let us �rst discuss the inclusion “⊆”: For every x ∈ X with d(fn(x), yn) > 1
4n2 + 1

n
for some

n the reverse triangle inequality implies

d(f(x), y) ≥ d(fn(x), yn)− d(fn(x), f(x))− d(yn, y)

>
1

4n2
+

1

n
− 1

8n2
− 1

8n2
=

1

n
> 0

Similarly the inclusion “⊇” can be shown as follows: If x ∈ X satis�es d(fn(x), yn) ≤ 1
4n2 + 1

n

for every n we can conclude

d(f(x), y) ≤ d(f(x), fn(x)) + d(fn(x), yn) + d(yn, y)

<
1

8n2
+

1

4n2
+

1

n
+

1

8n2
→ 0

and hence f(x) = y. This proves (2.1).
Moreover we claim that the sets on the left hand side of (2.1) are nested, i.e. we have{
x ∈ X

∣∣∣∣d(fn(x), yn) >
1

4n2
+

1

n

}
⊆
{
x ∈ X

∣∣∣∣d(fn+1(x), yn+1) >
1

4(n+ 1)2
+

1

n+ 1

}
.

(2.2)

If x ∈ X is an element of the left hand side we have

d(fn+1(x), yn+1) > d(fn(x), yn)− d(fn(x), fn+1(x))− d(yn, yn+1)

>
1

4n2
+

1

n
− 1

4n2
− 1

4n2
=

1

n
− 1

4n2
>

1

4(n+ 1)2
+

1

n+ 1
.

proving (2.2).
The continuity axiom (which holds by Proposition 1.15 since X is compact) implies

⋃
n>0

µX

{
x ∈ X

∣∣∣∣d(fn(x), yn) >
1

4n2
+

1

n

}
= µX {x ∈ X|f(x) 6= y} .
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The left hand side is an increasing sequence of ideals in Ȟ∗X and since the latter is �nite
dimensional there exists an n > 0 such that

f∗µX

{
x ∈ X

∣∣∣∣d(fn(x), yn) >
1

4n2
+

1

n

}
= f∗µX {x ∈ X|f(x) 6= y} .

Monotonicity yields

f∗µX {x ∈ X|fn(x) 6= yn} ⊇ f∗µX {x ∈ X|f(x) 6= y}

proving
rk
[
Ȟ∗
/
f∗µX(Y \ y)

]
≥ rk

[
Ȟ∗X

/
(fn)∗µX(Y \ yn)

]
≥ α.

Remark 2.3. (i) The waist functionals fail to be lower semi-continuous. Consider the in-
clusion of the boundary g : S2 ↪→ D3 and the sequence fn : S2 ↪→ D3 shrinking g to a
point, e.g. fn(x) = g(x)/n. This sequence uniformly converges to the constant map f
with value 0 ∈ D3 but width2(fn) = 0 whereas width2(f) = 1.

(ii) One question which immediately arises about the de�nition of cohomological width of
a map f : X → Y is why we de�ned it as

widthk(f) = max
y∈Y

rk
[
HkX → Hkf−1y

]
where we could have equally been interested in

wk(f) := max
y∈Y

rkHkf−1y.

However this functional wk : C(X, Y )→ N0 fails to be upper semi-continuous since in
the example sequence above we have w1(fn) = 1 but the limit map satis�es w1(f) = 0.

Nevertheless we clearly have wk(f) ≥ widthk(f) so any lower bound for widthk(f) is
also one for wk(f).

(iii) The proof of Proposition 2.2 still works if one weakens the assumption that Ȟ∗X is �nite
dimensional to Ȟ∗X being �nitely generated as an algebra since all �nitely generated
graded commutative algebras are Noetherian.
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3 Codimension 1

Recall the following codimension 1 waist inequality for tori from Chapter 1.

Theorem 1.3.2 ([Gro10, pp. 424]). Let k < n
2
. Any continuous map f : T n → R admits a

point y ∈ R such that the rank of the restriction homomorphism satis�es

rk
[
Hk(T n;Z)→ Hk(f−1(y);Z)

]
≥
(

1− 2k

n

)(
n

k

)
.

In [Gro10, p. 509] it was asked whether and how this inequality can be generalised to
products of higher-dimensional projective spaces. Theorem 1.3.2 is proven using almost only
observations about the cohomology algebra A := H∗(T n;Z) called isoperimetric inequalities
in the algebra A. We will recap this proof scheme and prove Theorem 2.4 which generalises
Theorem 1.3.2 to products of projective spaces.

Let F be an arbitrary base �eld. Later on we will restrict ourselves to the case F = Z2. By
an algebra we mean a graded unital �nite dimensional F -algebra which is commutative in
the graded sense.

1 Separation and isoperimetric profiles
For the rest of this section let A =

⊕n
i=0A

i be an algebra and 0 ≤ k ≤ n a �xed degree.
For every �nite dimensional F -vector space I let |I| := dimF I . For any subset I ⊆ A the
orthogonal complement of I is de�ned as the linear subspace

I⊥ := {a ∈ A|∀i ∈ I : i · a = 0}.

De�nition 1.1 (Separation and isoperimetric pro�les, [Gro10, pp. 500]). For every 0 ≤ m ≤
|Ak| let

MA,k(m) := max
I⊆Ak
|I|=m

∣∣I⊥ ∩ Ak∣∣
where the maximum runs over all m-dimensional linear subspaces I ⊆ Ak. The function
MA,k is called the separation pro�le of A in degree k.

For a linear subspace I ⊆ Ak the algebraic boundary in degree k is de�ned as the quotient

∂kI := Ak
/(
I + I⊥

)
∩ Ak .
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The isoperimetric pro�le in degree k NA,k is de�ned as the function

NA,k(m) := min
I⊆Ak
|I|=m

∣∣∂kI∣∣ .
If the algebra A and the degree k are clear from the context we will suppress this from the

notation.

Remark 1.2. An obvious lower bound for the isoperimetric pro�le is

NA,k(m) ≥
∣∣Ak∣∣−m−MA,k(m).

The geometric importance of these purely algebraic concepts lies in the following

Proposition 1.3. Let M be a smooth manifold with cohomology algebra A := H∗(M ;F ).
For any continuous map f : M → R there exists a point y ∈ R such that the restriction
homomorphism satis�es

rk
[
Hk(M ;F )→ Hk(f−1(y);F )

]
≥ max

0≤m≤|Ak|
NA,k(m).

Before we prove this proposition we need a simple

Lemma 1.4. Let Mn be a closed smooth manifold and f : M → R a Morse function such
that the critical points p1, . . . , pn have pairwise di�erent critical values f(pi). For any c ∈ R
let Mc := f−1(−∞, c] and to any C ⊆M we assign the measure ‖C‖k ∈ N0 by

‖C‖k := rk
[
Hk(M ;F )→ Hk(C;F )

]
.

The function

‖M−‖k : R→ N0

c 7→ ‖Mc‖k = rk
[
Hk(M ;F )→ Hk(f−1(−∞, c];F )

]
assumes every value 0 ≤ m ≤ |Hk(M ;F )|.

Proof. Since the homotopy type of Mc changes only when c passes a critical value it is su�-
cient to prove that for any critical value c of f we have

‖Mc−ε‖k ≤ ‖Mc+ε‖k ≤ ‖Mc−ε‖k + 1.

The �rst inequality holds because the ‖ · ‖k-measure is monotonous. By Morse theory the
pair (Mc−ε,Mc+ε) is homotopy equivalent to (Mc−ε ∪ el,Mc−ε) where l is the index of the
non-degenerate critical point pi ∈M satisfying f(pi) = c and therefore

dimHk(Mc−ε,Mc+ε;F ) ≤ 1.

32



The long exact sequence of the pair (Mc+ε,Mc−ε) contains

· · · → Hk(Mc−ε,Mc+ε;F )→ Hk(Mc+ε;F )→ Hk(Mc−ε;F )→ . . .

which implies that the kernel of the restriction homomorphismHk(Mc+ε;F )→ Hk(Mc−ε;F )

has dimension at most 1. The commutative diagram

Hk(My+ε;F )

��

Hk(M ;F )

77

''
Hk(Mc−ε;F )

of restriction homomorphisms shows that ‖Mc+ε‖k ≤ ‖Mc−ε‖k + 1.

Proof of Proposition 1.3. We proceed by contradiction and assume that there exists a map
f : M → R with

widthk(f) < max
0≤m≤|Ak|

NA,k(m).

The continuous map f can be uniformly approximated by Morse functions fn that ful�l the
assumption of the preceding lemma, i.e. all critical points have di�erent critical values. By the
upper semi-continuity of widthk there exists aN � 0 such that widthk(fN) ≤ widthk(f) so
without loss of generality we can assume that f itself is a Morse function like in the Lemma
above.

By Corollary 2.1.3 we can write

rk
[
Hk(M ;F )→ Hk(f−1(y);F )

]
=
∣∣∣Ak/f∗µM(R \ {y}) ∩ Ak

∣∣∣
=
∣∣∣Ak/µ(R \ {y}) ∩ Ak

∣∣∣
where f∗µM =: µ is the pushforward of the standard ideal valued measure. By additivity we
get

rk
[
Hk(M ;F )→ Hk(f−1(y);F )

]
=
∣∣∣Ak/(µ(−∞, y) + µ(y,∞)) ∩ Ak

∣∣∣ .
Multiplicativity implies that µ(−∞, y) · µ(y,∞) = 0 hence µ(y,∞) ⊆ µ(−∞, y)⊥. This
implies

rk
[
Hk(M ;F )→ Hk(f−1(y);F )

]
≥
∣∣∣Ak/(µ(−∞, y) + µ(−∞, y)⊥) ∩ Ak

∣∣∣
=
∣∣∂k (µ(−∞, y) ∩ Ak

)∣∣ ≥ NA,k (∣∣µ(−∞, y) ∩ Ak
∣∣) .

Since f ful�ls the assumptions of the preceding lemma the numbers |µ(−∞, y)| = ‖f−1(−∞, y]‖k
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assumes every value 0 ≤ m ≤ |Ak| as y ∈ R varies. The claim follows by choosing y in such
a way that m0 := ‖f−1(−∞, y]‖k has the property thatNA,k(m0) = max0≤m≤|Ak|NA,k(m).

Remark 1.5. Recall from Remark 1.4.2 that isoperimetric estimates yield waist inequalities in
codimension 1, e.g. the waist of the sphere inequality. The proof of Proposition 1.3 resembles
this philosophy. To the open subset (−∞, y) we assign the volume

∣∣µ(−∞, y) ∩ Ak
∣∣ and to

its boundary ∂f−1(−∞, y) = f−1(y) the volume
∣∣∣Ak/µ(R \ {y}) ∩ Ak

∣∣∣. The proof above
shows ∣∣∣Ak/µ(R \ {y}) ∩ Ak

∣∣∣ ≥ NA,k (∣∣µ(−∞, y) ∩ Ak
∣∣)

justifying why the function NA,k from De�nition 1.1 is called an isoperimetric pro�le.

2 Products of projective spaces
In this section the coe�cient �eld is Z2. Let M := RPkn × · · · × RPk1 be a product of
projective spaces and

A := H∗(M ;Z2) ∼=
∧

[x1, . . . , xn]
/(

xkn+1
1 , . . . , xk1+1

n

)
its cohomology algebra. Each generator has degree 1 and let K :=

∑
i ki denote the dimen-

sion of this product. This data shall be �xed for the rest of this subsection.
Using the obvious multi-index notation any p ∈ Ak is given as a linear combination p =∑
a λax

a where a is a k-element multisubset of the multiset n := {1, . . . , n} where each
element 1 ≤ i ≤ n has multiplicity µ(i) = ki. The set of such k-element multisubsets a ⊆ n

is denoted by
(
n
k

)
and its cardinality by

(
kn,...,k1

k

)
, in particular we have

dimAk =

(
kn, . . . , k1

k

)
.

Remark 2.1. The coe�cients
(
k1,...,kn

k

)
vanish i� the inequality 0 ≤ k ≤ K is violated, are

symmetric in the variables ki, satisfy the recursion(
kn, . . . , k1

k

)
=

kn∑
j=0

(
kn−1, . . . , k1

k − j

)
and the symmetry (

kn, . . . , k1

k

)
=

(
kn, . . . , k1

K − k

)
.

Endow the set
(
n
k

)
with the lexicographic total order, i.e. two multisubsets a, b ∈

(
n
k

)
satisfy

a < b i� their multiplicities satisfy µa(i) = µb(i) for i = n, n − 1, . . . , n − j + 1 and
µa(n− j) < µb(n− j) for some 0 ≤ j < n.
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De�nition 2.2. The lexicographical bottom half of
(
kn,...,k1

k

)
is de�ned as the union of the

following disjoint sets

Bn :=

{
a ∈

(
kn, . . . , k1

k

) ∣∣∣∣µa(n) >
kn
2

}
Bn−1 :=

{
a ∈

(
kn, . . . , k1

k

) ∣∣∣∣µa(n) =
kn
2
, µa(n− 1) >

kn−1

2

}
...

B1 :=

{
a ∈

(
kn, . . . , k1

k

) ∣∣∣∣µa(i) =
ki
2

for each i > 1 and µa(1) >
k1

2

}
The cardinality of this union is denoted by

H
(
kn, . . . , k1

k

)
:= |Bn ∪̇ . . . ∪̇ B1|

Remark 2.3. (a) Some of the sets Bi can be empty, e.g. when ki is odd then Bi−1 = Bi−2 =

· · · = B1 = ∅.

(b) If kn = 2β − 1 then

H
(
kn, . . . , k1

k

)
=

∣∣∣∣{a ∈ (nk
)∣∣∣∣µa(n) ≥ β

}∣∣∣∣ =

(
β − 1, kn−1, . . . , k1

k − β

)
(c) If kn = · · · = k1 = 1 then

H
(
kn, . . . , k1

k

)
=

(
kn−1, . . . , k1

k − 1

)
=

(
n− 1

k − 1

)
where the last symbol denotes an ordinary binomial coe�cient.

The main result in this chapter is

Theorem 2.4. Let kn ≤ · · · ≤ k1, k < K
2

and M := RPkn × · · · × RPk1 . Any continuous
map f : M → R admits a point y ∈ R such that the rank of the restriction homomorphism
to the �ber f−1(y) satis�es

rk
[
Hk(M ;F )→ Hk(f−1(y);F )

]
≥
(
kn, . . . , k1

k

)
− 2H

(
kn, . . . , k1

k

)
.

For every p ∈ Ak \ {0} with p =
∑

a λax
a de�ne

[p]max := max {a |λa 6= 0} ∈
(
n

k

)
where the maximum is taken with respect to the lexicographical order.
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Lemma 2.5. If p =
∑

a λax
a, q =

∑
b µbx

b ∈ Ak \{0} satisfy p ·q = 0 then a0 := [p]max and
b := [q]max satisfy a0 ∩ b0 6= ∅. Two multisubsets a, b ⊆

(
n
k

)
are de�ned to have nonempty

intersection i� for any 1 ≤ i ≤ n the multiplicities satisfy µa(i) + µb(i) > ki.

Proof. Assume [p]max∩[q]max = ∅, i.e. µa0(i)+µb0(i) ≤ ki. De�ne a0∪̇b0 to be the multisubset
of n such that the element 1 ≤ i ≤ n has multiplicity µa0(i) + µb0(i). We claim that the
coe�cient of xa0∪̇b0 in the monomial expansion of the product p · q consists only of λa0 ·µb0 .
Assume there is another nonzero summand λaµb contributing to this coe�cient, i.e. there
are a, b ∈

(
n
k

)
satisfying a < a0 and b < b0 and a ∩ b = ∅ (otherwise the monomial product

xaxb already vanishes).

Sublemma 2.6. a < a0 and b < b0 imply a∪̇b < a0∪̇b0.

Proof. Choose primes p1, . . . , pn such that pi ≥ pki+1
i+1 · · · · · pkn+1

n for every 1 ≤ i < n and
assign to each subset l ∈

(
n
k

)
the norm |L| :=

∏n
i=1 p

µL(i)
i . This norm assigns di�erent values

to di�erent subsets, is monotonic with respect to the lexicographic order and multiplicative
with respect to union of multisubsets.

The conclusion of the preceding sublemma contradicts the assumption that the summand
λaµb contributes to the coe�cient of the monomial xa0∪̇b0 . Hence in the product pq the
monomial xa0∪̇b0 appears exactly with the coe�cient λa0µb0 6= 0 contradicting the assump-
tion pq = 0. Therefore the very �rst assumption a0 ∩ b0 = ∅ was incorrect yielding

[p]max ∩ [q]max 6= ∅.

For any linear subspace I ⊆ Ak de�ne

[I]max := {[p]max|0 6= p ∈ I} ⊆
(
n

k

)
.

Lemma 2.7.
dim I = |[I]max|

Proof. Let |[I]max| =: m, i.e. [I]max = {a1, . . . , am} for some a1 < · · · < am elements of(
n
k

)
. For every ai there exists an element pi ∈ I such that [pi]max = ai. We claim that the

family (pi) linearly spans I . For if p ∈ I is an arbitrary we know that [p]max ∈ [I]max hence
[p]max = ai0 for some 1 ≤ i0 ≤ m. This shows that both p and pi0 have the same leading
monomial and there exists a scalar λi0 such that p − λi0pi0 ∈ I and the multi-exponent of
its leading monomial is strictly smaller than the one of p. This procedure can be repeated
showing that the (pi) are indeed a generating set of I . Assume that there is a nontrivial linear
relation of the form

∑
i λipi = 0. Equating the coe�cients of the leading monomial of pm

yields �rst λm = 0 and then in turn consequently λm−1 = · · · = λ1 = 0. This �nishes the
proof of the claim that the (pi) for a basis of I and hence Lemma 2.7.

De�nition 2.8. Two families A,B ⊆
(
n
k

)
are said to be cross-intersecting if any two a ∈

A, b ∈ B have nonempty intersection.

36



Example 2.9. Lemma 2.5 shows that for any linear subspace I ⊆ Ak the two families A :=

[I]max ⊆
(
n
k

)
and B := [I⊥ ∩ Ak]max ⊆

(
n
k

)
are cross-intersecting.

Proposition 2.10. The separation pro�le ofA :=
∧

[x1, . . . , xn]/(xk1+1
1 , . . . , xkn+1

n ) satis�es

MA,k(m) = max
A,B⊆(n

k)
|A|=m

A, B cross-intersecting

|B|

Proof. For any linear subspace I ⊆ Ak of dimension m the families A := [I]max and [I⊥ ∩
Ak]max are subsets of

(
n
k

)
, satisfy |A| = |[I]max| = dim I = m and are cross-intersecting.

Therefore the left hand side is smaller or equal than the right hand side.
On the other hand given two cross-intersecting families A,B ⊆

(
n
k

)
such that |A| = m

we can reverse the [·]max via 〈A〉 := 〈xJ |J ∈ A〉 and similarly 〈B〉. These linear subspaces
of Ak satisfy dim〈A〉 = |A| = m and 〈A〉 · 〈B〉 = 0 so B ⊆ 〈A〉⊥ implyingMA,k(m) ≥ |B|
which in turn implies that the left hand side ist greater or equal than the right hand side.

Example 2.11. The lexicographical bottom halfB = Bn∪̇ . . . ∪̇B1 ⊆
(
n
k

)
is cross-intersecting

with itself.

It is tempting to ask the following

Question 2.12. Do any two cross-intersecting families A,B ⊆
(
n
k

)
satisfy

|A||B| ≤ H
(
kn, . . . , k1

k

)2

?

We only need the following special case of this inequality:

Proposition 2.13. Let A,B ⊆
(
n
k

)
be cross-intersecting with |A| = H

(
kn,...,k1

k

)
then

|B| ≤ H
(
kn, . . . , k1

k

)
.

Corollary 2.14.

MA,k

(
H
(
kn, . . . , k1

k

))
= H

(
kn, . . . , k1

k

)
Proof. Proposition 2.10 yields that the left hand side is less than or equal to the right hand
side. The lexicographical bottom half establishes the equality.

In order to prove Proposition 2.13 we have to explain some machinery.

De�nition 2.15. Let A ⊆
(
n
l

)
for some 1 ≤ l ≤

∑
i ki and let 1 ≤ k ≤ l. The k-shadow

∆kA of A is de�ned as

∆kA :=

{
B

∣∣∣∣B ∈ (nk
)

, B ⊆ A for some A ∈ A
}

.
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Remark 2.16. Two families A,B ⊆
(
n
k

)
are cross-intersecting i�

B ⊆
(
n

k

)
\∆k(Ac)

where Ac is the complementary family of A, i.e.

Ac := {n \ a|a ∈ A} ⊆
(

n

n− k

)
and n \ a is de�ned via µn\a(i) + µa(i) = µn(i) for any 1 ≤ i ≤ n.

The preceding observation yields that in order to give upper bounds for the sizes of cross-
intersecting families as in Proposition 2.10 it su�ces to give lower bounds on the size of
the shadows ∆k(Ac). This is covered in the following generalisation of the Kruskal-Katona
theorem.

Theorem 2.17. [Cle84] Let 1 ≤ l ≤
∑
ki. For 1 ≤ α ≤ n de�ne[

α

l

]
:=

(
kα, . . . , k1

l

)
.

Any integer 1 ≤ m ≤
[
n

l

]
= |
(
n
l

)
| has a unique representation in the form

m =

[
α(l)

l

]
+

[
α(l − 1)

l − 1

]
+ · · ·+

[
α(t)

t

]
(2.1)

where t > 0, α(l) ≥ α(l−1) ≥ · · · ≥ α(t),
[
α(t)

t

]
> 0 and whenever t < i ≤ l and e satisfy

α(i) = α(i− 1) = · · · = α(i− e) then e < kα(i)+1. We will refer to (2.1) as the l-expansion
of m.

Further, if A ⊆
(
n
l

)
consists of m subsets, then

|∆kA| ≥
[
α(l)

k

]
+ · · ·+

[
α(t)

k − l + t

]
.

The following calculations are essentially from [And88]. As we could not directly cite any
result from there and the paper contains some typing errors we proceed to carry out the
calculations again.

Proof of Proposition 2.13. Let kn = 2αn, kn−1 = 2αn−1, . . . , kn−r+1 = 2αn−r+1 and kn−r =

2β − 1. With the terminology from De�nition 2.2 we can conclude Bn−r−1 = · · · = B1 = ∅
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and therefore

H
(
kn, . . . , k1

k

)
= |Bn|+ · · ·+ |Bn−r|

=

(
αn − 1, kn−1, . . . , k1

k − αn − 1

)
+ · · ·+

(
αn−r+1 − 1, 2β − 1, . . . , k1

k − αn − · · · − αn−r+1 − 1

)
+

(
β − 1, kn−r−1, . . . , k1

k − αn − · · · − αn−r+1 − β

)
=

(
αn − 1, kn−1, . . . , k1

K − k

)
+ · · ·+

(
αn−r+1 − 1, 2β − 1, . . . , k1

K − k − αn − · · · − αn−r+2

)
+

(
β − 1, kn−r−1, . . . , k1

K − k − αn − · · · − αn−r+1

)
by the symmetry relation noted in Remark 2.1. The recursion identity from the very same
remark yields

H
(
kn, . . . , k1

k

)
=

αn−1∑
i=0

(
kn−1, . . . , k1

K − k − i

)
+ · · ·+

αn−r+1−1∑
i=0

(
2β − 1, . . . , k1

K − k −
n∑

j=n−r+2

αj − i

)
+

β−1∑
i=0

( kn−r−1, . . . , k1

K − k −
n∑

j=n−r+1

αj − i

)

=

[
n− 1

K − k

]
+ · · ·+

[
n− 1

K − k − (αn − 1)

]
+ · · ·+

[
n− r

K − k −
∑n

j=n−r+2 αn

]
+ . . .

+

[
n− r

K − k −
∑n

j=n−r+1 +1

]
+

[
n− r − 1

K − k −
∑n

j=n−r+1 αj

]
+ · · ·+

[
n− r − 1

K − k −
∑n

j=n−r+1−(β − 1)

]
This seems like the (K − k)-expansion ofH

(
kn,...,k1

k

)
= |A| = |Ac|. Indeed the choice

α(K − k) = · · · = α(K − k − (αn − 1)) = n− 1

...

α

(
K − k −

n∑
j=n−r+2

αj

)
= · · · = α

(
K − k −

n∑
j=n−r+2

αj − (αn−r+1 − 1)

)
= n− r

α

(
K − k −

n∑
j=n−r+1

αj

)
= · · · = α

(
K − k −

n∑
j=n−r+1

αj − (β − 1)

)
= n− r − 1

also satis�es the condition about the number of consecutive α(i) which are allowed to be
equal since

αn − 1 < kn
...

αn−r+1 − 1 < kn−r+1

β − 1 < kn−r.
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Now Theorem 2.17 implies

|Ac| ≥
n∑

l=n−r+1

αl−1∑
i=0

[
l − 1

k −
∑n

j=l+1 αj − i

]
︸ ︷︷ ︸

=:Tl

+

β−1∑
i=0

[
n− r − 1

k −
∑n

j=n−r+1 αj − i

]
︸ ︷︷ ︸

=:Tn−r

. (2.2)

Sublemma 2.18.

H
(
kn, . . . , k1

k

)
+

n∑
l=n−r

Tl =

[
n

k

]
Proof. Set

H
(
kn, . . . , k1

k

)
=

n∑
l=n−r+1

αl−1∑
i=0

[
l − 1

K − k −
∑n

j=l+1 αj − i

]
︸ ︷︷ ︸

=:Sl

+

β−1∑
i=0

[
n− r − 1

K − k −
∑n

j=n−r+1 αj − i

]
︸ ︷︷ ︸

=:Sn−r

.

We have

Tn−r + Sn−r =

β−1∑
i=0

[
n− r − 1

k −
∑n

j=n−r+1 αj − i

]
+

β−1∑
i=0

[
n− r − 1

K − k −
∑n

j=n−r+1 αj − i

]

=

β−1∑
i=0

[
n− r − 1

k −
∑n

j=n−r+1 αj − i

]
+

β−1∑
i=0

[
n− r − 1

k −
∑n

j=n−r+1 αj − (2β − 1) + i

]
by symmetry

=

2β−1∑
i=0

[
n− r − 1

k −
∑n

j=n−r+1 αj − i

]
=

[
n− r

k −
∑n

j=n−r+1 αj

]
as well as

Tn−r+1 + Sn−r+1 =

αn−r+1∑
i=0

[
n− r

k −
∑n

j=n−r+2 αj − i

]
+

αn−r+1∑
i=0

[
n− r

K − k −
∑n

j=n−r+2 αj − i

]

=

αn−r+1∑
i=0

[
n− r

k −
∑n

j=n−r+2 αj − i

]
+

αn−r+1∑
i=0

[
n− r

k −
∑n

j=n+r+2 αj − 2αn−r+1 + i

]
again by symmetry

=

2αn−r+1∑
i=0

i 6=αn−r+1

[
n− r

k −
∑n

j=n−r+2 αj − i

]

implying

Tn−r+1 + Sn−r+1 + Tn−r + Sn−r =

[
n− r + 1

k −
∑n

j=n−r+2 αj

]
.
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Repeating this prodecure we get

n∑
l=n−r

Sl + Tj =

[
n

k

]
proving the sublemma.

Back to the proof of Proposition 2.13. Since A and B are cross-intersecting we have B ⊆(
n
k

)
\∆k (Ac) and hence by estimate (2.2) and the preceding sublemma

|B| ≤
(
n

k

)
−

n∑
l=n−r

Tl = H
(
kn, . . . , k1

k

)
.

We conclude with the

Proof of Theorem 2.4. By Proposition 1.3 there exists a point y ∈ R such that

rk
[
Hk(M ;F )→ Hk(f−1(y);F )

]
≥ max

0≤m≤|Ak|
NA,k(m) ≥ NA,k

(
H
(
kn, . . . , k1

k

))
.

Using Remark 1.2 and Corollary 2.14 we get

NA,k
(
H
(
kn, . . . , k1

k

))
≥ |Ak| − H

(
kn, . . . , k1

k

)
−MA,k

(
H
(
kn, . . . , k1

k

))
=

(
kn, . . . , k1

k

)
− 2H

(
kn, . . . , k1

k

)
.

Remark 2.19. (i) We only used the speci�c structure of the H∗(RPkn × . . . × RPk1 ;Z2)

so Theorem 2.4 holds for every manifold M satisfying

H∗(M ;Z2) ∼= H∗(RPkn × . . .× RPk1 ;Z2).

Examples of such manifolds which are not di�eomorphic to RPkn × . . .×RPk1 can be
constructed by replacing subproducts S := RPkir × . . .×RPki1 by the connected sum
S#Σ with a nontrivial Z2-homology sphere Σ.

(ii) Gromov also asks [Gro10, p. 509] whether Theorem 1.3.2 can be generalised to products
of higher-dimensional spheres M := Skn × . . .× Sk1 . Their cohomology satis�es

A := H∗(M ;F ) ∼=
∧

[x1, . . . , xn]
/

(x2
1, . . . , x

2
n)

where each generator xi has degree ki. The dimension of Ak is the number of subsets
a ⊆ n of weight |a| = k. It is however not clear how to generalise the preceding
combinatorics to such sets with weighted elements.
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4 Higher codimensions
As already announced in Section 1.3 in this chapter we will prove cohomological waist in-
equalities in arbitrary codimensions q ≥ 1 using a �lling argument like in Section 1.4.

Theorem 2.4. Let N be a q-manifold. Every continuous map f : T n → N admits a point
y ∈ N such that

rk
[
H1(T n;Z)→ H1(f−1(y);Z)

]
≥ n− q.

It is easy to construct maps f : T n → N q such that all �bers of f are the disjoint union of
at most 2q homotopic (n − q)-tori (cf. Remark 2.2 (ii)) making the theorem above the �rst
cohomological waist inequality which is sharp. It also generalises to source manifolds that
need not be tori but can be arbitrary essential m-manifolds with fundamental group Zn (cf.
Theorem 5.2). Using rational homotopy theory we could also prove the following estimate
about cartesian powers of higher-dimensional spheres.

Theorem 6.1. Let p ≥ 3 be odd and n ≤ p − 2. Consider M = (Sp)n or any simply
connected, closed manifold of dimension pn with the rational homotopy type (Sp)nQ and an
orientable manifold N q. Every continuous map f : M → N admits a point y ∈ N such that

rk
[
Hp(M ;Q)→ Hp(f−1(y);Q)

]
≥ n− q.

Theorem 6.1 is the �rst lower bound on widthp with p > 1 that has been proven using a
�lling argument.

1 Preliminaries
We will deal with various kinds of manifolds such as smooth manifolds, topological manifolds
and manifolds with corners. If any speci�er is missing by a manifold we mean a smooth
manifold.

De�nition 1.1 (Manifolds with corners). Let Cn be a topological n-manifold with boundary
and let

Rn

+ := [0,∞)n.

A pair (U,ϕ) is called a chart with corners for M i� ϕ is a homeomorphism ϕ : U → V from
some open subset U ⊆ C to some relatively open subset V ⊆ Rn

+. Two such charts with
corners (U,ϕ) and (V, ψ) are called smoothly compatible i� the transition map

ϕ ◦ ψ−1 : ψ(U ∩ V )→ ϕ(U ∩ V )
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is a di�eomorphism.
A smooth structure with corners onC is a maximal collection of smoothly compatible charts

with corners which cover all of C . A smooth manifold with corners is a topological manifold
C together with such a smooth structure with corners.

The codimension k corner of Rn

+ is the subset of all points Rn

+ where exactly k coordinates
vanish. A point p ∈ M is said to be a codimension k corner point of C if its image under
a smooth chart with corners is a codimension k corner point of Rn

+. This notion does not
depend on the choice of the chart [Lee03, Lemma 10.29]. The boundary of C is precisely the
union of all corner points of positive codimension.

An example of a smooth manifold with corners up to codimension k is the standard k-
simplex ∆k. Another source of examples will given in the following proposition.

De�nition 1.2 (Smooth, embedded simplices). Let N q be a manifold. A smooth, embedded
k-simplex σ inN is a smooth map σ : ∆k → N such that there exists an open neighbourhood
∆k ⊂ U ⊂ Rk and a smooth extension σ̃ : U → N which is an embedding.

The �gure below illustrates that for a smooth map σ : ∆k → N the condition above is
stronger than merely being a topological embedding.

∆2

σ

R2

De�nition 1.3 (Stratum transversality). Let Mn and N q be manifolds without boundary,
f : M → N smooth and σ : ∆k → N a smooth, embedded simplex. We say that f intersects
σ stratum transversally if σ and all of its faces intersect f transversally.

If f intersects σ stratum transversally the same holds for all faces of σ.

Proposition 1.4 (Generic preimages of simplices). Let Mn and N q be closed, oriented man-
ifolds, σ : ∆k → N a smooth, embedded simplex and f : M → N a smooth map intersecting
σ stratum transversally.

The preimage f−1σ(∆k) is an oriented topological (n− q + k)-manifold with boundary

∂f−1σ(∆k) = f−1σ(∂∆k).

Proof. Theorem 3 in [Nie82] shows that f−1σ(∆k) is a smooth manifold with corners up
to codimension k hence it is a topological manifold with boundary. Note that most of the
technical assumptions are met since M and N do not have boundary. Moreover the theo-
rem states that the codimension l corner points of f−1σ(∆k) are precisely the preimages of
codimension l corner points of ∆k, in particular ∂f−1σ(∆k) = f−1σ(∂∆k).

43



Example 1.5. Let f : T 2 → R2 be the projection depicted in the �gure below. It shows the
preimages of the 1-simplex σ1 and the 2-simplex σ2. Note that the preimages of some faces
can be empty.

T 2

R2

σ1
σ2

f

Mind the following notational convention.

Notation 1.6. In the situation of Proposition 1.4 we frequently denote the preimage of a
simplex σ ∈ Tk by

Fσ := f−1σ(∆k)

and similarly
F∂σ := f−1σ(∂∆k) = ∂Fσ.

We will often use this notation without explicitly mentioning it.

De�nition 1.7 (Smooth triangulations). Let N q be a smooth manifold. A smooth triangula-
tion T = (K,ϕ) of N consists of a �nite simplicial complex K together with a homeomor-
phism ϕ : |K| → N such that the restriction of ϕ to any simplex yields a smooth, embedded
simplex inN . The set of all of these smooth k-simplices of T shall be denoted by Tk. We will
often omit the speci�cation smooth and simply talk about a triangulation and its simplices.

IfN q isR-oriented a triangulation T is calledR-oriented i� the sum of the elements in Tq,
i.e. the top-dimensional simplices, represents the R-oriented fundamental class of N q.

Any smooth manifold N admits a smooth triangulation [Mun67, Theorem 10.6].

Proposition 1.8. Let f : Mn → N q be a smooth map between closedR-oriented manifolds,
T an R-oriented triangulation of N such that f intersects all the simplices σ ∈ Tq stratum
transversally. For k = 0, . . . , qwe can inductively assign singular chains cσ ∈ Cn−q+k(Fσ;R)

to every σ ∈ Tk such that the following properties hold.
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(i) For σ ∈ T0 the chain cσ ∈ Cn−q(Fσ;R) represents the (correctly oriented) fundamental
class of Fσ.

(ii) For 1 ≤ k ≤ q and σ ∈ Tk we can view the sum

k∑
i=0

(−1)ic∂iσ (1.1)

as an element of Cn−q+k−1(∂Fσ;R) and this represents the (correctly oriented) funda-
mental class of ∂Fσ with the boundary orientation. The element cσ ∈ Cn−q+k(Fσ;R)

satis�es

∂cσ =
k∑
i=0

(−1)ic∂iσ (1.2)

as an equation in Cn−q+k−1(Fσ;R) and cσ represents the (correctly oriented) relative
fundamental class in Hn−q+k (Fσ, ∂Fσ;R).

(iii) The sum ∑
σ∈Tq

cσ ∈ Cn(M ;R) (1.3)

represents the (correctly oriented) fundamental class of M .

f

dim f−1[v, w] = 2

[v, w]
v w

cv
cw

c[v,w]

n− q = 1, k = 1

f

dim f−1[u, v, w] = 3

u v

w

n− q = 1, k = 2

[u, v, w]

cu

c[u,w]

c[u,v,w]
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In the exemplary picture on the right hand side c[u,w] is a cylinder and both c[u,v] and c[v,w]

are pairs of pants. The chain c[u,v,w] is a solid double torus. The bold line is mapped to the
barycentre of [u, v, w] and the farther a point in c[u,v,w] is from this core line the closer it is
mapped to ∂[u, v, w].

Remark 1.9. Technically the summands appearing in the expressions (1.1), (1.2) and (1.3)
are elements of di�erent chain groups Cn−q+k−1F∂iσ (for varying i) or CnFσ (for varying σ).
In order to make sense of the sums and equations we view these summands as chains in the
chain group of the larger space F∂σ or M . For the sake of legibility we omit to denote all
the inclusions and their induced maps on chain groups and ask the reader to interpret such
equations of cycles in a sensible way. This convention holds for the rest of this paper.

Proof of Proposition 1.8. Proposition 1.4 shows that for all σ ∈ Tk the preimage Fσ is an ori-
ented topological (n−q+k)-manifold with boundary F∂σ. Hence the notion of fundamental
classes makes sense. Bear in mind that both Fσ and ∂Fσ may be empty or have several com-
ponents.

(i) For every σ ∈ T0 the preimage Fσ is a closed oriented (n−q)-dimensional submanifold
of M and it is easy to arrange (i). We proceed by induction over k and assume that we
have constructed chains cτ for all simplices τ ∈ Tl of dimension l < k.

(ii) A standard calculation shows

∂
k∑
i=0

(−1)ic∂iσ =
k∑
i=0

(−1)i∂c∂iσ =
k∑
i=0

(−1)i
k−1∑
j=0

(−1)jc∂j∂iσ = 0.

Hence
∑k

i=0(−1)ic∂iσ de�nes a cohomology class in Hn−q+k−1(∂Fσ). For every 0 ≤
j ≤ k the induced maps of the inclusions satisfy

Hn−q+k−1(∂Fσ)→ Hn−q+k−1

(
∂Fσ,

⋃
i 6=j

F∂iσ

)
[

k∑
i=0

(−1)ic∂iσ

]
7→
[
(−1)jc∂jσ

]
.

For every p ∈ F∂jσ the image of these classes in Hn−q+k−1(Fσ, Fσ \ p) is the correct
local orientation of F∂jσ in the point p where F∂jσ ⊆ ∂Fσ is oriented as the boundary
of Fσ. This proves that

∑k
i=0(−1)ic∂iσ represents the (correctly oriented) fundamental

class of F∂σ.
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The fundamental class [cσ] ∈ Hn−q+k(Fσ, ∂Fσ) satis�es

∂ : Hn−q+k(Fσ, ∂Fσ)→ Hn−q+k−1(∂Fσ) (1.4)

[cσ] 7→

[
k∑
i=0

(−1)ic∂iσ

]
(1.5)

and the relative cycle cσ can be modi�ed so as to achieve equation (1.2) on chain level.

(iii) We have

∂
∑
σ∈Tq

cσ =
∑
σ∈Tq

q∑
i=0

(−1)ic∂iσ = 0

since every (q − 1)-simplex is the face of exactly two q-simplices and inherits di�erent
orientations from them. Hence

∑
σ∈Tq cσ de�nes a homology class in HnM . Again for

every τ ∈ Tq the inclusion (M, ∅)→
(
M,
⋃
σ∈T \τ Fσ

)
satis�es

Hn(M)→ Hn

M,
⋃

σ∈T \τ

Fσ


∑
σ∈Tq

cσ

 7→ cτ

and for every p ∈ Fτ arbitrary the image of these classes in Hn(M,M \ p) yields the
correct local orientation of M in p.

The rest of this section is devoted to the formulation and proof of Proposition 1.11, a
genericity result which for any map f : M → N guarantees the existence of a triangulation
of the target manifold N which is (in a precise sense) generic and �ne.

Lemma 1.10. Let M and N be manifolds without boundary. We will denote the space of all
continuous maps f : M → N by C0(M,N) and it shall be equipped with the compact-open
topology. IfM is compact the subspace topology onC∞(M,N) ⊂ C0(M,N) is coarser than
the weak C∞-topology.

Proof. We will recall the weak C∞-topology by describing a subbasis. Let 1 ≤ r < ∞,
f ∈ C∞(M,N), (ϕ,U), (ψ, V ) charts on M and N ; let K ⊂ U be compact such that
f(K) ⊂ V and let 0 < ε ≤ ∞. De�ne

N r(f ; (ϕ,U), (ψ, V ), K, ε)

to be the set of all smooth maps g : M → N such that g(K) ⊂ V and

‖Dk(ψgϕ−1)(x)−Dk(ψfϕ−1)(x)‖ < ε
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for all x ∈ ϕ(K) and |k| ≤ r.
Let K ⊆M be compact and W ⊆ N open. We have to show that the set

U(K,U) := {g ∈ C∞(M,N)|g(K) ⊆ U}

is open in the weak C∞-topology. Let f ∈ U(K,U). Choose �nitely many charts (ϕi, Ui) of
M together with compact subsets Ki ⊂ Ui such that f(Ui) lies in the domain of some chart
(ψi, Vi) of N (indexed over the same set) and

⋃
iKi = M . We have

f ∈
⋂
i

N 1(f ; (ϕi, Ui), (ψi|Vi ∩W,Vi ∩W ), Ki ∩K,∞) ⊆ U(K,U)

proving the claim.

Proposition 1.11. LetM andN be two closed manifolds. For every smooth map f : M → N

and every open cover U = (Ui)i∈I of N there exists a smooth triangulation T of N and a
sequence of smooth maps fn : M → N uniformly converging to f such that the following
properties hold:

(i) Every map fn intersects every simplex σ ∈ Tk stratum transversally.

(ii) For every σ ∈ Tk there exists an index i ∈ I such that σ(∆k) ⊆ Ui.

Proof. Choose a smooth triangulation T = (K,ϕ) of N and consider the preimage ϕ−1U :=

(ϕ−1Ui)i∈I which is an open cover of |K|. SinceN is compact this open cover has a Lebesgue
number with respect to some standard metric on |K|. After barycentric subdivision we can
assume that every simplex of |K| is contained in some f−1Ui, i.e. its image is contained in
Ui.

For every smooth, embedded simplex σ : ∆k → N the subset

{f ∈ C∞(M,N)|f t imσ} ⊆ C∞(M,N)

is a residual in the weak C∞-topology, i.e. it is the countable intersection of open and dense
subsets [Hir76, Transversality Theorem 2.1]. Moreover the Baire category theorem applies
to the weak C∞-topology, i.e. every residual set is dense. The set

{g ∈ C∞(M,N)|every simplex intersects g stratum transversally}

=
⋂

σ simplex of T

{g ∈ C∞(M,N)|σ intersects g stratum transversally}

is the countable intersection of residual sets, hence itself residual and therefore dense. Since
the compact-open topology is coarser than the weak C∞-topology the claim follows.
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2 The main inequality
For the rest of this chapter N q always denotes a smooth q-manifold. At the beginning we
allow N to be disconnected, to have non-empty boundary or to be non-compact. Theorem
2.1 holds for this general class of manifolds. But we will quickly see that we can restrict
ourselves to the case where N is closed and connected.

By cohomology we mean Čech cohomology and it will be denoted by H∗ (and not by
Ȟ∗ like in the last chapter). Without further notice we will use the comparison theorem
1.6 stating that there is a natural isomorphism between Čech and ordinary (i.e. singular or
cellular) cohomology on the category of CW pairs. At the beginning the coe�cient ring is
R = Z. Later on we will restrict ourselves to R = Q but this will be indicated. In this thesis
T n always denotes the n-dimensional torus.

Theorem 2.1. Every continuous map f : T n → N q admits a point y ∈ N q such that the
rank of the restriction homomorphism satis�es

rk
[
H1(T n;Z)→ H1(f−1(y);Z)

]
≥ n− q.

Remark 2.2. (i) This inequality is non-vacuous only if n > qwhich we will tacitly assume
from now on. Furthermore it shows width1(T n/N) ≥ n− q.

(ii) Choose a projection T n → T q, a continuous function a : S1 → R such that every point
has at most two preimages and and an embedding Rq ↪→ N . Consider the composition

f : T n → T q
aq→ Rq ↪→ N .

Every �ber of this map is the disjoint union of at most 2q homotopic (n− q)-tori. This
map proves that the inequality above is sharp, independent of the target manifold N .
In particular we get width1(T n/N) = n− q.

(iii) Let us assume for the moment that we have proven the theorem for closed connectedN .
We will explain how the theorem extends to manifolds which are possibly disconnected,
non-compact or have non-empty boundary. Since T n is connected we can restrict the
target of f to the component which is hit. If N had boundary consider the inclusion
N ↪→ D into the double D of N . Since D has no boundary we can apply the theorem
to the composition

T n
f−→ N ↪→ D

yielding the theorem for N .

If N is non-compact we choose a sequence N1 ⊂ N2 ⊂ . . . ⊂ N such that each Ni

is a smooth compact codimension 0 submanifold with boundary and
⋃∞
i=1 intNi = N

(such an exhaustion exists by a strong form of the Whitney embedding theorem where
every (even non-compact) manifold can be embedded into some RN with closed image).
Since f(T n) is compact it is contained in Ni for some i � 0, i.e. we can view f as
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a map T n → Ni and we already deduced the theorem for compact manifolds with
boundary. For the rest of this paper we will assume the target manifold N to be closed
and connected.

The theorem will essentially follow from the following

Proposition 2.3. IfN q is closed there is no smooth map f : T n → N together with a smooth
triangulation T of N such that the following two properties hold:

(i) The smooth simplices of T intersect f stratum transversally.

(ii) For every σ ∈ Tk the preimage Fσ := f−1σ(∆k) satis�es

rk
[
H1(T n;Z)→ H1(Fσ;Z)

]
< n− q.

Proof of Theorem 2.1 assuming Proposition 2.3. Assume there is a continuous map f : T n →
N q such that width1(f) < n−q. Since T n is compact the standard ideal valued measure µTn
on T n satis�es the continuity axiom. The same holds for the pushforward measure f∗µTn
which is a measure on N . Recall from Remark 1.1.21 (i) that the vanishing ideal associated
to f∗µTn is de�ned by

0(A) := f∗µTn(N \ A) = ker
[
H∗T n → H∗f−1A

]
for every closed subset A ⊆ N . Corollary 1.1.3 implies

rk
[
H1T n → H1f−1y

]
= rk

[
H1T n

/
0(y) ∩H1T n

]
for every y ∈ N and therefore the condition width1(f) < n− q translates into

rk
[
H1T n

/
0(y) ∩H1T n

]
< n− q.

Choose an arbitrary metric on T n. With respect to this metric we have

∞⋂
m=1

B

(
y,

1

m

)
= {y}.

The continuity property of f∗µTn (translated into the language of vanishing ideals) yields

∞⋃
m=1

0

(
B

(
y,

1

m

))
= 0({y}).

Since H∗T n is �nite dimensional there exists an m(y)� 0 depending on y such that

0

(
B

(
y,

1

m(y)

))
= 0({y}).
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For every closed subset A ⊂ B
(
y, 1

m(y)

)
we have 0(A) ⊇ 0

(
B
(
y, 1

m(y)

))
and hence

rk[H1T n → H1A] = rk
[
H1T n

/
0(A) ∩H1T n

]
(2.1)

≤ rk

[
H1T n

/
0

(
B
(
y, 1

m(y)

))
∩H1T n

]
= rk

[
H1T n

/
0(y) ∩H1T n

]
< n− q. (2.2)

Every continuous map f can be uniformly approximated by smooth maps gm. Since M and
N are compact and metrisable the upper semi-continuity of width1 (cf. Proposition 2.2.2)
implies width(gm) ≤ width(f) < n− q for m� 0. So without loss of generality we can as-
sume that f itself is smooth. Applying Proposition 1.11 to this smooth map f : T n → N q and
the open cover

(
B
(
y, 1

m(y)

))
y∈N

yields a smooth triangulation T of N and a sequence of
smooth maps fm : M → N uniformly converging to f such that the following two properties
hold:

(i) Every map fm intersects every simplex σ ∈ Tk stratum transversally.

(ii) For every simplex σ ∈ Tk there exists a y(σ) ∈ N such that

σ(∆k) ⊆ B

(
y(σ),

1

m(y(σ))

)
.

Using estimate (2.2) we conclude that Fσ := f−1σ(∆k) satis�es rk [H1T n → H1Fσ] < n−q.
Similarly as before we can use the upper semi-continuity of width1 (Proposition 2.2.2) to get
width1(fm) < n− q for m ≥M . The map fM contradicts Proposition 2.3.

Remark 2.4. In the future whenever we want to prove a lower bound for cohomological
waist we will reduce it to the proof of a statement similar to Proposition 2.3. We will not
carry out this reduction in detail anymore and will simply say something along the following
lines:

“Without loss of generality f is smooth and there exists a smooth triangulation T of N
which is generic with respect to f and �ne, i.e. the following properties hold:

(i) The map f intersects every simplex of T stratum transversally.

(ii) For every simplexσ the preimageFσ := f−1σ(∆k) satis�es rk [H1(T n;Z)→ H1(Fσ;Z)] <

n− q.”

Later on we will not even repeat what “generic and �ne” means and assume it will be clear
from the context.
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3 Cohomological filling
Recall that Theorem 2.1 we are trying to prove is about a map f : T n → N q and its �bers
Fy := f−1y. Amongst others we want to apply the following statements to the inclusions of
the �bers fy : Fy ↪→ T n. The reader shall bear this example in mind.

Motivation 3.1. For every continuous map k : K → T n satisfying rkH1(k;Z) < n− q the
induced maps Hj(k;Z) : Hj(T n;Z)→ HjK vanish for j ≥ n− q.

Proof. It su�ces to prove the case j = n − q. Consider an arbitrary monomial of degree
n − q, without loss of generality x1 · · · · · xn−q. Since rkH1(k;Z) < n − q there exists one
factor, without loss of generality xn−q, such that k∗xn−q can be expressed as

k∗xn−q =
∑
i<n−q

λik
∗xi

and hence

k∗(x1 · . . . · xn−q) =(k∗x1) · . . . · (k∗xn−q)

=(k∗x1) · . . . · (k∗xn−q−1) ·
∑
i<n−q

λi(k
∗xi) = 0.

This motivates the following

Lemma 3.2 (Filling Lemma). Let k : K → T n be continuous and rkH1(k;Z) < n−q. There
exists a relative CW complex (Fill(k), K) and an extension fill(k) : Fill(k) → T n such that
the diagram

Fill(k)
fill(k)

##
K

k
//

?�

ι

OO

T n

commutes and the following properties hold.

(i) Up to homotopy Fill(k) is the disjoint sum of a number of tori, one copy for each com-
ponent of K , i.e.

Fill(k) ' T r1 q T r2 q . . .

and the dimensions satisfy ri < n − q. In particular we have H≥n−q(Fill(k);G) = 0

and H≥n−q(ι;G) = 0 for any abelian coe�cient group G.

(ii) (Fill(k), K) is 1-connected

(iii) rkH1(fill(k);Z) = rkH1(k;Z)
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Before we prove the lemma we need an analysis of the discrepancy between cohomology
and homology.

Remark 3.3. (i) For every continuous map f : X → Y we have rkH1(f ;Z) = rkH1(f ;Z).

(ii) If H1(f ;Z) is an isomorphism so is H1(f ;Z).

Proof. (i) The cohomology group H1X is determined by the short exact sequence

0→ Ext(H0(X;Z),Z)→ H1(X;Z)→ Hom(H1(X,Z),Z)→ 0

and since H0(X;Z) is free the Ext-term vanishes and we have an isomorphism

H1(X;Z)
∼=→ Hom(H1(X;Z),Z).

Naturality yields the commutativity of the diagram

H1(Y ;Z)
∼= //

H1f
��

Hom(H1(Y ;Z),Z)

Hom(H1f,Z)

��
H1(X;Z) ∼=

// Hom(H1(X;Z),Z).

(3.1)

One way to de�ne the rank of a linear map ϕ : A → B between abelian groups A and
B is to set

rkϕ := rk(ϕ⊗Q).

But there are natural maps

HomZ(A,Z)⊗Z Q
∼=−→ HomQ(A⊗Z Q,Q)

which are isomorphisms of Q-vector spaces, i.e. dualising and rationalising commute
up to natural equivalence. This proves

rk Hom(H1f,Z) = rkH1f .

(ii) Since Hom(−,Z) turns isomorphism into isomorphism so we get that Hom(H1(f ;Z);Z)

is an isomorphism. Together with diagram (3.1) we conclude that H1(f ;Z) is an iso-
morphism.

We will frequently change our point of view between cohomology and homology and we
will do so without further reference to the remark above.

Notation 3.4. From now on we will have to introduce a lot of spaces all of which come with
reference maps to T n. As with fy : Fy → T n these reference maps are denoted by the lower
case letters corresponding to the upper case letters representing the spaces.
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Proof of Filling Lemma 3.2. Let us �rst discuss the case where K is connected and let r :=

rkH1(k;Z). By the naturality of the Hurewicz homomorphism the following diagram com-
mutes.

π1K //

����

π1T
n = Zn

∼=
��

H1(K;Z) // H1(T n;Z) = Zn

(3.2)

This proves that imπ1k ⊆ Zn is also a rank r subgroup. Consider a covering T r×Rn−r → T n

corresponding to this subgroup. Hence there exists a lift k̃ : K → T r × Rn−r such that

T r × Rn−r

��
K

k̃
99

k
// T n

commutes. On the level of fundamental groups this turns into the following diagram.

π1 (T r × Rn−r)� _

��
π1K

π1k̃
77

π1k
// π1T

n

where (by construction of the covering) the vertical arrow is the inclusion imπ1k ⊂ Zn.
Thus π1k̃ is obtained from π1k by restricting the target to imπ1k, in particular π1k̃ is surjec-
tive. Using the naturality of the Hurewicz homomorphism similar to (3.2) we conclude that
H1(k̃;Z) is surjective.

We want to turn k̃ into the inclusion of relative CW complex. Substitute T r × Rn−r by
the mapping cylinder Mk̃ and choose a relative CW approximation (Fill(k), K) of (Mk̃, K),
i.e. there is a weak homotopy equivalence Fill(k)

'−→ Mk̃ restricting to the identity on K .
De�ne ι and fill(k) as in the following diagram.

Fill(k)

fill(k)

((' //Mk̃
// T n

KQ1
ι

cc OO

k

==

The induced map H∗(ι;Z) is an isomorphism for ∗ = 0 and surjective for ∗ = 1 since
H∗(k̃;Z) has these properties. This implies that (Fill(k), K) is 1-connected. The surjectivity
of H1(ι;Z) also implies imH1(fill(k);Z) = imH1(k;Z) and together with Remark 3.3 (i)
we get property (iii). If K is not connected we can apply the construction above to all of its
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components.

Remark 3.5. (i) Using obstruction theory one can show that the extension fill(k) is unique
up to homotopy relative to K but we will not need this.

(ii) CW approximation also shows that the relative CW complex (Fill(k), K) has only at-
taching cells of dimension at least 2. Plenty of the later constructions could be consider-
ably simpli�ed by keeping this in mind. But in a later section we can only generalise the
argument using some high connectivity. Thus we will start to use it from the beginning.

(iii) Observe that in the lemma above it is important to assume that the rank rkH1(k;Z) is
measured with coe�cients in Z. This is due to the usage of the Hurewicz theorem and
covering space theory. There is no simple analogue to Filling Lemma with coe�cients
in Z2 since e.g. the double cover map k : S1 → S1 satis�es rkH1(k;Z2) = 0 but cannot
be �lled.

Actually we could �nish the proof of Theorem 2.1 right now but we want to introduce the
language of cycle spaces which o�er a more conceptual viewpoint.

4 The space of cycles
In this section two kinds of chain complexes will appear, namely singular and the simplicial
chain complexes and it should always be clear from the context which one we mean depend-
ing on whether we apply it to topological spaces or simplicial sets. Nevertheless in order to
avoid confusion we will consistently try to denote the singular chain complex by C∗ and the
simplicial chain complex by C•.

Let f : Mn → N q be a smooth map between closed R-oriented manifolds, σ a smooth
embedded k-simplex inN which intersects f stratum transversally. Recall Proposition 1.8 by
which we can assign to every vertex v of σ an (n−q)-cycle cv inM and to any l-dimensional
face τ of σ an (n− q + l)-chain cτ such that we have

∂cτ =
l∑

i=0

c∂iτ .

This motivates the following

De�nition 4.1. Let (D∗, ∂) be a chain complex of abelian groups. The space of (n−q)-cycles
in D∗ is a simplicial set denoted by cln−q(D∗, ∂) the level sets of which are given by(

cln−q(D∗, ∂)
)
k

:=
(
cln−qD∗

)
k

:= Hom
(
C•∆[k], D∗+(n−q)

)
.

Some explanations are in order.

(i) ∆[k] denotes the k-dimensional standard simplex in the category sSet.
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(ii) C•∆[k] denotes its normalised chain complex, i.e. the chain groups are generated only
by the non-degenerate simplices of ∆[k].

(iii) The Hom set is meant as the set of morphisms of chain complexes of abelian groups.

The right hand side de�nes a contravariant functor ∆→ Set where ∆ is the ordinal number
category. This turns cln−qD∗ into a simplicial set.

The main example of a chain complex D∗ to which we want to apply the construction
above is the singular chain complex of the source manifold, e.g. a torus.

Remark 4.2. (i) The chain groups Ci∆[k] are non-zero only for 0 ≤ i ≤ k and Ck∆[k] ∼=
Z. Let ck ∈ Ck∆[k] be a generator.

(ii) Thus a 0-simplex σ in cln−qD∗ corresponds to a diagram of the form

0 //

��

C0∆[0] //

σ0

��

0

��
D(n−q)+1

// Dn−q // D(n−q)−1.

This diagram is uniquely determined by the image σ0c0 ∈ Cn−2 and this element satis-
�es ∂σ0c0 = 0. So 0-simplices are in bijection to (n− q)-cocycles of D∗.

(iii) Any k-simplex σ of cln−qD∗ is precisely a diagram of the following form.

0 //

��

Ck∆[k] //

σk

��

. . . // C0∆[k] //

σ0

��

0

��
D(n−q)+k+1

// D(n−q)+k // . . . // Dn−q // D(n−q)−1.

(iv) The simplicial set cln−qD∗ depends covariantly on the chain complex argument D∗,
turning cln−q into a covariant functor cln−q : ChainCom→ sSet.

We need some preparation in order to rigorously prove that – like we tried to motivate –
Proposition 1.8 yields elements in (cln−qC∗M)k.

Lemma 4.3. For any σ ∈ (cln−qD∗)k there is an evaluation map

evk :
(
cln−qD∗

)
k
→ D(n−q)+k

and these extend and �t together such that

ev• : C•cl
n−qD∗ → D•+(n−q)

is a morphism of chain complexes. The source of ev∗ is the simplicial chain complex of
cln−qD∗. Sometimes we abbreviate evkσ by σ̂.
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Proof. We have to check the commutativity of

Ckcl
n−qD∗

evk //

∂
��

D(n−q)+k

∂

��
Ck−1cl

n−qD∗ evk−1

// D(n−q)+k−1.

and this is equivalent to
evk−1∂σ = ∂evkσ

for every σ ∈ (cln−qD∗)k. We have

evk−1∂σ =
∑
i

(−1)i∂iσ

=
∑
i

(−1)ievk−1∂iσ.

The faces ∂iσ ∈ (cln−qD∗)k are given by the following precomposition with the inclusion of
faces di : ∆[k − 1]→ ∆[k].

Ck−1∆[k − 1]

Ck−1di
��

// . . . // C0∆[k − 1]

��
0 //

��

Ck∆[k] //

σk

��

Ck−1∆[k] //

��

. . . // C0∆[k] //

σ0

��

0

��
D(n−q)+k+1

// D(n−q)+k // D(n−q)+k−1
// . . . // Dn−q // C(n−q)−1.

(4.1)

From this we can continue

evk−1∂σ =
∑
i

(−1)ievk−1∂iσ

=
∑
i

(−1)iσk−1∂ick = σk−1∂ck = ∂σkck = ∂evkσ.

The following lemma shows how (k+ 1) simplices ϕi ∈ (cln−qD∗)k can be glued together
to form the faces of a simplex σ ∈ (cln−qD∗)k+1 if the obvious homological restriction in D∗
vanishes.

Lemma 4.4 (Gluing Lemma). Let ϕ0, . . . , ϕk+1 ∈ (cln−qD∗)k such that

∂iϕj = ∂j−1ϕi, 0 ≤ i < j ≤ k + 1.
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If there exists an element σ ∈ D(n−q)+k+1 with

∂σ =
k+1∑
i=0

(−1)iϕ̂i

there is a unique σ ∈ (cln−qD∗)k+1 satisfying σ̂ = σ and ∂iσ = ϕi.

Proof. For every α ∈ cln−qD∗ diagram (4.1) implies the identity

∂α̂ =
l∑

i=0

(−1)i∂̂iα (4.2)

Given the element σ we can consider the following diagram.

Ck+1∆[k + 1] //

��

Ck∆[k + 1] //

��

. . . // C0∆[k + 1]

��

ck+1_

��

∂ick+1_

��
σ ϕ̂i

D(n−q)+k+1
// D(n−q)+k // . . . // Dn−q

All the lower dimensional simplices are of the form ∂i1 . . . ∂il∂ick+1 and they shall be mapped
such that

σ : ∂i1 . . . ∂il∂ick+1 7→ (∂i1 . . . ∂ilϕi)̂

This image is indeed invariant under applying simplicial identities to the non-unique repre-
sentation ∂i1 . . . ∂il∂ick+1 and we get

σ (∂∂i1 . . . ∂il∂ick+1)

=σ

(
k−l∑
m=0

(−1)m∂m∂i1 . . . ∂il∂ick+1

)

=
k−l∑
m=0

(−1)m (∂m∂i1 . . . ∂il∂ick+1)̂

=∂ (∂i1 . . . ∂il∂ick+1)̂ = ∂σ (∂i1 . . . ∂il∂ick+1)

where in the passage to the last line we have applied Lemma 4.3 to ∂i1 . . . ∂il∂ick+1. Thus σ
commutes with the di�erentials.

Construction 4.5. Recall Proposition 1.8. Let f : Mn → N q be a smooth map between
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closed R-oriented manifolds, T an R-oriented triangulation of N such that f intersects all
the simplices σ ∈ Tq stratum transversally. We can assign to any σ ∈ Tk a singular chain
cσ ∈ Cn−q+k(Fσ;R) such that the following properties hold:

(i) For σ ∈ T0 the chain cσ ∈ Cn−q(Fσ;R) represents the (correctly oriented) fundamental
class of Fσ.

(ii) For 1 ≤ k ≤ q and σ ∈ Tk we have

∂cσ =
k∑
i=0

(−1)ic∂iσ

as an equation in Cn−q+k−1(Fσ;R) and cσ represents the (correctly oriented) relative
fundamental class in Hn−q+k (Fσ, ∂Fσ;R).

(iii) The sum ∑
σ∈Tq

cσ ∈ Cn(M ;R)

represents the (correctly oriented) fundamental class of M .

For every σ ∈ T0 we can use Remark 4.2 (ii) to turn the cycles cσ into 0-simplices zσ ∈
(cln−qC∗(Fσ;R))0 satisfying ẑσ = cσ.

For higher-dimensionalσ ∈ Tk we will inductively construct elements zσ ∈ (cln−qC∗(Fσ;R))k
satisfying

∂izσ = z∂iσ and ẑσ = cσ. (4.3)

Assume we have constructed such simplices zτ for all τ of dimension at most k and �x σ ∈
Tk+1. For 0 ≤ i < j ≤ k + 1 we have

∂iz∂jσ = z∂i∂jσ = z∂j−1∂iσ = ∂j−1z∂iσ

and

∂cσ =
k+1∑
i=0

(−1)ic∂iσ =
k+1∑
i=0

(−1)iẑ∂iσ.

Applying the Gluing Lemma 4.4 toϕi := z∂iσ andσ := cσ yields a simplex zσ ∈ (cln−qC∗(Fσ;R))k+1

with the desired properties (4.3).
The simplicial chain

Z(f, T ) :=
∑
σ∈Tq

zσ

can be viewed as an element in Cqcln−qC∗(M ;R) and it satis�es ∂Z(f, T ) = 0. Since

ev• : C•cl
n−qC∗(M ;R)→ D•+(n−q)

59



is a morphism of chain complexes and mapsZ(f, T ) to
∑

σ∈Tq cσ we conclude that [Z(f, T )] 6=
0 in Hqcl

n−qC∗(M ;R).

Comment 4.6. (i) There is an analytic analogue to the construction above. LetMn ⊂ RN

be a smooth closed embedded manifold, Ik(M) be the topological space of integral cur-
rents with the �at topology and Zk(M) ⊂ In−q(M) the subspace of cycles. In [Alm62]
Almgren proved that the homotopy groups of the latter are given by

πiZk(M) ∼= Hi+k(M).

A priori the homotopy groups of a space do not determine its homotopy type since
it could have non-zero k-invariants but in the case of Zk(M) the topological group
completion theorem implies that the k-invariants of every topological abelian monoid
vanish. In particular we get

Zk(M) '
n−k∏
i=0

K(Hi+k(M), i). (4.4)

One reasonable corollary from this is π0Zk(M) = HkM . Another consequence is

πqZn−q(M) ∼= Hn(M) ∼= Z (4.5)

and the generator is given as follows. Let f : M ⊂ RN → Rq be a generic projection.
For any y ∈ Rq the preimage f−1(q) de�nes an (n− q)-dimensional integral cycle and
the map

Φf : Rq → Zn−q(M)

y 7→ f−1(y)

is continuous and maps everything outside of im f to the zero cycle. Hence it determines
an element [Φf ] ∈ πqZn−q(M) which is independent of f and corresponds exactly to
the fundamental class under the correspondence (4.5).

f

T 2

R1y

Φf
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It is an important observation – especially when proving waist inequalities – that every
map f : Mn → Rq yields a homotopically nontrivial map Φf : Rq → Zn−q(M). There
are di�erent ways to formalise the notion of spaces of cycles. For obvious reasons we
chose a de�nition with the �avour of algebraic topology.

(ii) Of course one wonders what is the homotopy type of cln−qD∗ for a given chain complex
D∗. Up to an index shift cln−q is just the Dold-Kan correspondence between chain
complexes and simplicial abelian groups and from that we get in analogy to (4.4)

cln−qD∗ '
∞∏
i=0

K(Hn−q+i(D∗), i).

(iii) In the construction above the cycle Z(f, T ) in cln−qC∗(M ;R) is called the canonical
cycle associated to f and T and [Z(f ; T )] ∈ Hqcl

n−qC∗(M ;R) the canonical homol-
ogy class. The cycle Z(f, T ) depends heavily on the map f and the triangulation T
whereas one can show that [Z(f ; T )] is independent of these choices. We could de�ne
the canonical homology class far easier as being represented by the q-simplex given by
the diagram

0 //

��

Cq∆[q] //

σq

��

. . . // C0∆[q] //

σ0

��

0

��
Cn+1M // CnM // . . . // Cn−qM // D(n−q)−1.

where σq maps cq to a fundamental cycle of M and all other ci vanish. This cycle arises
from the geometric construction above if there exists one large q-simplex containing
the im f .

However this cycle does not incorporate the map f and the �ne triangulation T in such
a way which will enable us to execute the proof of Proposition 2.3 which we restate for
convenience.

Proposition 2.3. Let N be a closed q-manifold. There is no smooth map f : T n → N

together with a smooth triangulation T of N such that the following two properties hold:

(i) The smooth simplices of T intersect f stratum transversally.

(ii) For every σ ∈ Tk the inclusion fσ : Fσ := f−1σ(∆k) ↪→ T n satis�es

rkH1(fσ;Z) < n− q. (4.6)

In the following proof there will be a certain unpleasant mixture of coe�cients between
Z and Z2. After all this could not have been totally avoided since we do not want to assume
the target manifold N to be orientable which introduces Z2 coe�cients at some places. On
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the other hand, as explained in Remark 3.5 (iii), the usage of Filling Lemma 3.2 forces us to
interpret some expressions, e.g. (4.6), with coe�cients in Z.

Proof. We proceed by contradiction and assume that such a map f and triangulation T exist.
Recall the simplices zσ ∈ (cln−qC∗(Fσ;Z2))k and the canonical cycle

Z(f ; T ) :=
∑
σ∈Tq

zσ ∈ Cqcln−qC∗(T n;Z2)

from Construction 4.5.
We will build the cone of Z inside cln−qC∗(T n;Z2). For every σ ∈ Tk we will construct

simplices wσ ∈ (cln−qC∗(T
n;Z2))k+1 satisfying

∂iwσ =

{
w∂iσ if 0 ≤ i ≤ k

zσ if i = k + 1.
(4.7)

For σ ∈ T0 and i = 0 equation (4.7) shall be interpreted as ∂0wσ = w∂0σ = 0.

z∂iσ

zσ

0

w∂iσ

wσ

cln−qC∗(T
n;Z2)

If we constructed such simplices wσ the standard cone calculation shows

∂
∑
σ∈Tq

wσ = (−1)q+1Z(f ; T )

contradicting Construction 4.5 where we have seen that [Z(f ; T )] 6= 0 inHqcl
n−qC∗(T

n;Z2).
So we are only left with constructing simplices wσ satisfying equation (4.7).

Recall Notation 3.4 that every map from a topological space to T n is denoted by the lower
case letter corresponding to the upper case letter representing the space. For every 0 ≤ k ≤ q
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and σ ∈ Tk we will inductively construct triples (Lσ, Kσ, Fσ) of topological spaces and
simplices wσ ∈ (cln−qC∗(Lσ;Z2))k+1 such that the following properties hold.

(i) (Lσ, Fσ) is a 1-connected relative CW complex and we write

Lσ = Fσ ∪ eσ (4.8)

where eσ is an abbreviation for all the cells which we need to attach to Fσ in order to
obtain Lσ.

(ii) There are canonical inclusions as in the following diagram.

L∂iσ
� � //
� p

""

Lσ

K∂iσ
� � //

?�

OO

Kσ

?�

OO

F∂iσ
� � //

?�

OO

Fσ
?�

OO

(iii) There exist extensions such that the diagram

Lσ
lσ

!!
Kσ

kσ //
?�

OO

T n

Fσ

fσ

==

?�

OO

commutes.

(iv) rkH1(lσ;Z) = rkH1(kσ;Z) = rkH1(fσ;Z) < n− q

(v) We haveH≥n−q(Lσ;Z2) = 0 and in particularH∗(Kσ;Z2)→ H∗(Lσ;Z2) for ∗ ≥ n−q.

(vi) The simplices wσ satisfy (4.7) as a relation of simplices cln−qC∗(Lσ;Z2). Naturally it
can also be seen as a relation in cln−qC∗(T n;Z2).

In the base case k = 0 we can setKσ := Fσ. By assumption we have rkH1(fσ;Z) < n−q
and we can apply Filling Lemma 3.2 to it. We get a relative CW complex (Lσ, Fσ) and an
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extension

Lσ
lσ

!!
Kσ

?�

OO

// T n

Fσ

id
fσ

==

(4.9)

satisfying (iv). Consider the cycle ẑσ ∈ Cn−q(Fσ;Z) and its image under the inclusion
Fσ = Kσ ↪→ Lσ. Since Hn−q(Lσ;Z2) = 0 there exists a (suggestively denoted) chain
ŵσ ∈ Cn−q+1(Lσ;Z2) such that

∂ŵσ = ẑσ. (4.10)

Using the Gluing Lemma 4.4 we get a simplex wσ ∈ (cln−qC∗(Lσ;Z2))1 satisfying (4.7) for
k = 0.

Assume Kτ , Lτ and wτ have already been constructed for all simplices τ of dimension
strictly less than k ≥ 1.

f

σ = [v, w]

v w

n− q = 1, k = 1

Lv

Lw

Fσ

Kσ = K
(0)
σ

For σ ∈ Tk and 0 ≤ i < k we inductively de�ne spaces and maps k(i)
σ : K

(i)
σ → T n by
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setting K(−1)
σ := Fσ, k(−1)

σ := fσ and

K
(i−1)
σ ∪

⋃
i-dim. faces τ of σ

eτ =: K
(i)
σ

k
(i)
σ

((
K

(i−1)
σ

k
(i−1)
σ

//
?�

OO

T n

where we used the notation introduced in equation (4.8). This is well-de�ned since the targets
of the attaching maps of eτ are Fτ which canonically are subspaces of Fσ ⊆ K

(i−1)
σ for every

i.
We have a homeomorphism∨

i-dim. faces τ of σ

(
L∂iσ

/
F∂iσ

) ∼=−→ K
(i)
σ
/
K

(i−1)
σ .

Since the pairs (L∂iσ, F∂iσ) are 1-connected we conclude

H∗
(
K(i)
σ , K

(i−1)
σ

) ∼= ⊕
i-dim. faces τ of σ

H∗ (L∂iσ, F∂iσ) = 0

for ∗ = 0, 1 proving that the
(
K

(i)
σ , K

(i−1)
σ

)
are 1-connected.

Let Kσ := K
(k−1)
σ , kσ := k

(k−1)
σ . Since all the

(
K

(i)
σ , K

(i−1)
σ

)
are 1-connected the same

holds for (Kσ, Fσ). In particular the inclusionFσ ↪→ Kσ induces a surjective homomorphism
H1(Fσ;Z)→ H1(Kσ;Z). This surjectivity, Remark 3.3 (i) and the diagram

Kσ
kσ // T n

Fσ

fσ

==

?�

OO

show that rkH1(kσ;Z) = rkH1(kσ;Z) = rkH1(fσ;Z) = rkH1(fσ;Z).
In particular we have rkH1(kσ;Z) < n − q and we can apply Filling Lemma 3.2 to it

in order to obtain the space Lσ := Fill(kσ) and the map lσ := fill(σ) satisfying (iii). The
pair (Lσ, Kσ) is 1-connected and with the same calculation as above we get rkH1(lσ;Z) =

rkH1(kσ;Z).
Using the inclusions L∂iσ ⊆ Kσ and Fσ ⊆ Lσ we can consider the chain

yσ :=
k∑
i=0

(−1)iŵ∂iσ + (−1)k+1ẑσ ∈ Cn−q+k(Kσ;Z2). (4.11)

Since ∂yσ = 0 and Hn−q+k(Lσ;Z2) = 0 there exists a (suggestively denoted) chain ŵσ ∈
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Cn−q+k+1(Lσ;Z2) satisfying ∂ŵσ = yσ. Using the Gluing Lemma 4.4 we get a simplex wσ ∈
(cln−qC∗(Lσ;Z2))k+1 satisfying (4.7).

The proof above exhibits a close relationship between 1-dimensional quantities and funda-
mental classes and reminds very much of the statement and proof of the systolic inequality.

5 Essential manifolds
There is a natural generalisation of Theorem 2.1 to essential source manifolds M . We will
recall this notion.

De�nition 5.1 (Essentialness, cf. [Gro83]). Let G be an abelian coe�cient group and Mn

be a closed connected G-oriented manifold with fundamental group π1(M) =: π and fun-
damental class [M ]G ∈ Hn(M ;G). Let Φ: M → Bπ denote the classifying map of the
universal cover M̃ →M . The manifold M is said to be G-essential if the image

Φ∗ : Hn(M ;G)→ Hn(Bπ;G) = Hn(π;G)

[M ]G 7→ Φ∗[M ]G 6= 0

does not vanish.

Theorem 5.2. LetMm be manifold with fundamental group Zn and assume that at least one
of the following properties holds:

(i) M is Z2-essential

(ii) M and N are orientable and M is Z-essential

Then every continuous map f : M → N admits a point y ∈ N such that the rank of the
restriction homomorphism satis�es

rk
[
H1(M ;Z)→ H1(f−1y;Z)

]
≥ m− q.

Remark 5.3. (i) With the assumptions of the theorem above we automatically have m ≤
n since H>n(BZn;G) = H>n(T n;G) = 0. Examples of G-essential n-manifolds with
fundamental group Zn (m = n) that are not necessarily tori are connected sums of T n
with any simply connected manifold in dimensions n ≥ 3. If 4 ≤ m < n we can start
with a map ϕ : Tm → T n such that Hm(ϕ;G)[Tm] 6= 0 and use surgery to turn this
into an essential m-manifold with fundamental group Zn.

(ii) For orientable manifoldsMm with fundamental groupZn and classifying map Φ: M →
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T n we have the following commutative diagram.

Hm(M ;Z)
Hm(Φ;Z)//

��

Hm(T n;Z)

��

∼= // Z(nm)

��

Hm(M ;Z2)
Hm(Φ;Z2)

// Hm(T n;Z2) ∼=
// Z(nm)

2

The vertical arrows are change-of-coe�cient homomorphisms and the leftmost ver-
tical arrow maps [M ]Z to [M ]Z2 . This diagram shows that for such manifolds Z2-
essentialness implies Z-essentialness. This explains the somehow inorganic essential-
ness assumption in the theorem above.

Proof of Theorem 5.2. We only discuss case (i) and indicate the necessary adaptions to the
existing proof. Like we reduced Theorem 2.1 to Proposition 2.3 we proceed by contradic-
tion and assume that N is connected and closed, there exists a smooth f : M → N and a
triangulation T of N such that the following two properties hold:

(i) The smooth simplices of T intersect f stratum transversally.

(ii) For every σ ∈ Tk the inclusion fσ : Fσ := f−1σ(∆k) ↪→M satis�es

rkH1(fσ;Z) < m− q.

Again for every σ ∈ Tk we consider the simplices zσ ∈ (clm−qC∗(Fσ;Z2))k and the canonical
cycleZ(f ; T ) ∈ Cqclm−qC∗(M ;Z2) from Construction 4.5. Every Fσ comes with a reference
map toM and naïvely we would think that we are in need of a replacement for Filling Lemma
3.2 where all the maps have target M instead of T n. Instead consider the classifying map
Φ: M → T n. The diagram

Z(f ; T ) � Cqclm−q(Φ) //
_

evq

��

Cqcl
m−q(Φ)Z(f ; T )

_

evq

��

C•cl
m−qC∗(M ;Z2) //

��

C•cl
m−qC∗(T

n;Z2)

��
C(m−q)+∗(M ;Z2) // C(m−q)+∗(T

n;Z2)

Ẑ(f ; T ) �
Cm(Φ)

// Φ∗Ẑ(f ; T )

commutes, the bottom left cycle represents the fundamental class [M ]Z2 ∈ Hm(M ;Z2) and
since M is Z2-essential the bottom right cycle de�nes a non-zero element in Hm(T n;Z2).
Therefore the top right cycle de�nes a non-zero element in Hqcl

m−qC∗(T
n;Z2).
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The induced map π1Φ is an isomorphism just as H1(Φ;Z) by the Hurewicz theorem and
H1(Φ;Z) by Remark 3.3 (ii). This proves that every map k : K → T n satisfying rkH1(k;Z) <

n− q also satis�es
rkH1(Φ ◦ k;Z) = rkH1(k;Z) < n− q.

Hence we can proceed as earlier and deduce a contradiction by constructing a cone ofCqclm−q(Φ)Z(f ; T )

in clm−qC∗(T n;Z2) via simplices wσ ∈ (cln−qC∗(T
n;Z2))k+1 satisfying

∂iwσ =

{
w∂iσ if 0 ≤ i ≤ k

zσ if i = k + 1.

For σ ∈ T0 and i = 0 the equation above shall be interpreted as ∂0wσ = w∂0σ = 0.

Question 5.4. (i) Theorem 2.1, the more general Theorem 5.2 and the core input of both,
Filling Lemma 3.2, give the impression that we have not proven something about tori
but about the geometry of the group Zn. Are there analogues for other groupsG? Even
in the case whereG is abelian with torsion, this is harder becauseBZp has cohomology
classes in arbitrary high degrees and not every cohomology class in H∗G is a product
of degree 1 classes, although admittedly we only used this property in Motivation 3.1.

(ii) Michał Marcinkowski asked the entirely legitimate question whether Theorem 5.2 fails
if M has fundamental group Zn but is inessential.

6 Cartesian powers of higher–dimensional spheres,
rational homotopy theory

There is another natural generalisation of Theorem 2.1 from tori to cartesian powers of
higher-dimensional spheres. Our previous proof of Filling Lemma 3.2 used covering space
theory and cannot be generalised to simply connected manifolds. Instead we will use rational
homotopy theory.

Theorem 6.1. Let p ≥ 3 be odd and n ≤ p − 2. Consider M = (Sp)n or any simply
connected, closed manifold of dimension pn with the rational homotopy type (Sp)nQ and N q

an arbitrary orientable q-manifold. Every continuous map f : M → N admits a point y ∈ N
such that the rank of the restriction homomorphism satis�es

rk
[
Hp(M ;Q)→ Hp(f−1y;Q)

]
≥ n− q.

Remark 6.2. Examples of manifolds M as above that are not (Sp)n are products of ratio-
nal homology spheres of dimension p or connected sums of (Sp)n with rational homology
spheres of dimension pn.
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In this section the coe�cient ring is always R = Q. We assume that the reader already
got a rough idea of rational homotopy theory but before we prove the theorem above we will
shortly recap the notions and concepts we are going to need (cf. [FHT05] and [FOT08]).

De�nition 6.3 (Rationalisations). For a map f : X → Y between simply connected spaces
the following three conditions are equivalent:

(i) π∗f ⊗Q : π∗X ⊗Q→ π∗Y ⊗Q are isomorphisms

(ii) H∗(f ;Q) are isomorphisms

(iii) H∗(f ;Q) are isomorphisms

In this case f is called a rational homotopy equivalence which is denoted by

X ∼=Q

f // Y .

A spaceX is called rational if it is simply connected and all π∗X are rational Q-vector spaces.
A rational homotopy equivalence between rational spaces is a homotopy equivalence.

For any simply connected X there exists a rational space XQ and a continuous map
rX : X → XQ which is a rational homotopy equivalence. The space XQ is called the ra-
tionalisation of X and rX the rationalisation map of X . With these properties the homotopy
type of XQ is uniquely determined and is called the rational homotopy type of X .

De�nition 6.4 (Piecewise polynomial di�erential forms). To any topological space X we
can associate a commutative di�erential graded algebra (henceforth abbreviated by cgda)
APL(X) := APL(X;Q). This cgda is called the algebra of piecewise polynomial di�erential
forms on X and by de�nition an element ω ∈ AkPL(X) assigns to every singular n-simplex
inX a polynomial degree k di�erential form on the standard n-simplex, consistent with face
and degeneracy maps. This yields a contravariant functor APL : sSet → cgda and there is
a natural isomorphism

H∗APL(X) ∼= H∗(X;Q). (6.1)

De�nition 6.5 (Sullivan and minimal algebras, minimal models). A Sullivan algebra is a
cdga (

∧
V, d) whose underlying algebra is free commutative for some graded Q-vector space

V =
⊕

n≥1 V
n and such that V admits a basis (xα) indexed by a well-ordered set such

that dxα ∈
∧

(xβ)β<α. It is called a minimal algebra if it satis�es the additional property
d(V ) ⊆

∧≥2 V .
A morphism of cgdas is called a quasi-isomorphism if it induces isomorphisms on all co-

homology groups. A quasi-isomorphism(∧
V, d
)
→ (A, d)
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from a minimal algebra to an arbitrary cgda (A, d) is called a minimal model of (A, d). If X
is a topological space any minimal model(∧

V, d
)
→ APL(X)

is called a minimal model of X .

Every simply connected space admits such a minimal model. For any simply connected
X the maps H∗(rX ;Q) are isomorphisms and using (6.1) we conclude that APL(rX) is a
quasi-isomorphism. If m : (

∧
V, d)→ APLXQ is a minimal model of XQ the composition(∧

V, d
)

m−→ APLXQ
APL(rX)−→ X

yields a minimal model for X .

Example 6.6 (Minimal models of spheres, products). (i) For the spheres SpQ we can give
explicit models depending on the parity of p. If p is odd one particular model is given
by (∧

[x], 0
)
→ APLS

p
Q

with deg x = p and d = 0. If p is even there is a model(∧
[x, y], d

)
→ APLS

p
Q

with deg x = p, deg y = 2p− 1, dx = 0 and dy = x2.

(ii) If (
∧
V, d)→ APLX is a minimal model for X and (

∧
W,d)→ APLY one for Y then(∧

[V ⊕W ], d
)
∼=
(∧

V, d
)
⊗
(∧

W,d
)

is a minimal model for the product X × Y .

De�nition 6.7 (Spatial realisation). There is another contravariant functor | · | : cgda →
Top, called spatial realisation, and for every space X a continuous map

hX : X → |APL(X)|.

These map are called unit maps and they are natural in X , i.e. for any continuous map
f : X → Y the square

X
f //

hX
��

Y

hY
��

|APLX||APLf |
// APLY

commutes.
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Theorem 6.8. The unit maps hX are always rational homology equivalences, i.e. H∗(hX ;Q)

(or equivalently H∗(hX ;Q)) are isomorphisms. For any rational space XQ and any minimal
model m : (

∧
V, d)→ APLXQ the maps

hXQ : XQ
'−→ |APLXQ|

and
|m| : |APLXQ|

'−→
∣∣∣∧V, d

∣∣∣
are homotopy equivalences.

Now we can start proving Theorem 6.1. As a natural replacement for Motivation 3.1 we
have the following

Lemma 6.9. Let (
∧

[x1, . . . , xn], 0) be the minimal cgda with all generators concentrated in
degree p and (A, d) an arbitrary cgda. Any morphism

f ] :
(∧

[x1, . . . , xn], 0
)
→ (A, d)

with rkHp(f ]) < n− q satis�es H≥(n−q)p(f ]) = 0.

Proof. The statement is non-vacuous only in degrees lp ≥ (n−q)p, i.e. l ≥ n−q > rkHp(f ]).
From now on the proof is the same as the one of Motivation 3.1.

Lemma 6.10. Let n ≤ p− 2. For any 0 ≤ a < n the linear diophantine equation

λ(p− 1) + µp = np− a (6.2)

has exactly one solution (λ, µ) ∈ Z2
≥0 given by (λ, µ) = (a, n− a).

Proof. The integer solutions of (6.2) are parametrised by

{(λ, µ) = (a+ kp, (n− a)− k(p− 1))|k ∈ Z} .

Then the additional requirement λ, µ ≥ 0 translates into

−a
p
≤ k ≤ n− a

p− 1
. (6.3)

Since
n− a
p− 1

−
(
−a
p

)
≤ n− a
p− 1

+
a

p− 1
=

n

p− 1
< 1

inequality (6.3) has at most one solution. It is easy to check that (a, n−a) satis�es all desired
properties.

The lemma above will enable us to prove the following rational version of Filling Lemma 3.2.
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Lemma 6.11 (Rational Filling Lemma). Let p ≥ 3 be odd, n ≤ p − 2, q < n and k : K →
(Sp)nQ a continuous map with Hp(k;Q) < n − q. There exists a relative CW complex
(Fill(k), K) and an extension fill(k) : Fill(k)→ (Sp)nQ such that the diagram

Fill(k)
fill(k)

$$
K

ι

OO

k
// (Sp)nQ

commutes and the following properties hold.

(i) H≥np−q(ι;Q) = 0

(ii) Hp(Fill(k), K;Q) = 0

(iii) rkHp(fill(k);Q) = Hp(k;Q) < n− q

Proof. The proof strategy is to solve the problem on the algebraic level of cgdas and then use
spatial realisation to obtain the desired spaces and maps. Since p is odd we have a minimal
model (∧

[x1, . . . , xn], 0
)
→ APL(Sp)nQ

with generators xi concentrated in degree p (cf. Example 6.6). Consider k] given by the
following diagram.

APLK APL(Sp)nQ
APLkoo

(
∧

[x1, . . . , xn], 0)
k]

gg OO
(6.4)

Morphisms between cdgas are denoted with a lower case letter endowed with the superindex ].
This notation shall hint at which continuous map we will get after spatial realisation. The
map k] can be factored as follows.

APLK

(∧ [
Hp−1K ⊕ imHp(k])

]
, 0
)ι]

OO

(
∧

[x1, . . . , xn], 0)

k]
jj

g]
oo

(6.5)

The morphism g] is the obvious one. The map ι] can be de�ned by choosing representing
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cocycles, i.e. choose yi ∈ Ap−1
PL K such that [yi] constitutes a basis ofHp−1(APLK) and de�ne

ι] :
(∧[

Hp−1K ⊕ imHp(k])
]
, 0
)
→ APLK

[yi] 7→ yi

Hp(k])[xi] 7→ k]xi.

With this de�nitionHp−1ι] is injective andHpι] is surjective both of which will in due course
imply (ii) and (iii).

We are left to prove (i) which is equivalent to H≥pn−qι] = 0. For 0 ≤ a ≤ q < n consider
a degree pn− a element x ∈

∧[
Hp−1K ⊕ imHp(k])

]
. We will show that Hpn−aι][x] = 0 ∈

HpAPLK . Without loss of generality x is a product of λ generators of degree (p − 1) and
µ generators of degree p. Since n ≤ p − 2 Lemma 6.10 yields (λ, µ) = (a, n − a). Thus x
contains at least n− q generators of degree p, i.e.

x = yz1 · . . . · zn−q

and the zi can be written as zi = g]wi for some wi ∈ [x1, . . . , xn]. We conclude

Hpn−aι][x] = [ι]x] = [ι](yz1 · . . . · zn−q)] = [(ι]y)(ι]z1) · . . . · (ι]zn−q)]
= [(ι]y)(ι]g]w1) · . . . · (ι]g]wn−q)] = [ι]y]H(n−q)pk][w1 · . . . wn−q].

Using the natural isomorphism (6.1) we get that rkHp(k]) < n− q. Hence we can apply the
preceding lemma to conclude H≥(n−q)p(k]) = 0 proving Hpn−aι][x] = 0.

Let (∧
W, 0

)
:=
(∧[

Hp−1K ⊕ imHp(k])
]
, 0
)

.

After spatial realisation of diagrams (6.4) and (6.5) and introducing the unit maps from Def-
inition 6.7 we get the following diagram.

K k //

hK
��

(Sp)nQ

h(Sp)nQ '
��

|APLK| //

|ι]|
��

∣∣APL(Sp)nQ
∣∣

'
��

|
∧
W, 0|

|g]|
// |
∧

[x1, . . . , xn], 0|

In this diagram the upper square commutes strictly but the lower one only up to homotopy
(cf. De�nition 6.7). By Theorem 6.8 the map hK is a rational cohomology equivalence, in
particular we still have that Hp−1(|ι]| ◦ hK) is surjective and Hp(|ι]| ◦ hK) is injective. The
same theorem states that the right hand side vertical arrows are homotopy equivalences.
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After choosing homotopy inverses we get the triangle

K
k //

|ι]|◦hK
��

(Sp)nQ

|
∧
W, 0|

ĝ

::

which commutes up to homotopy. Choose such a homotopy H : ĝ ◦ (|ι]| ◦ hK) ' k and
consider the mapping cylinder of |ι] ◦ hK |.

M(|ι]| ◦ hK)

|
∧
W, 0|

K (Sp)nQ

g

k

Using the homotopy H we get a map g such that the diagram

M(|ι]| ◦ hK)
g

&&
K
?�

OO

k
// (Sp)nQ

commutes strictly. Choose a relative CW approximation (Fill(k), K) → (M(|ι]| ◦ hK), K),
i.e. a relative CW complex (Fill(k), K) together with a map Fill(k) → M(|ι]| ◦ hK) which
is a homotopy equivalence and restricts to the identity on K . De�ne ι and fill(k) as in the
following diagram.

Fill(k)

fill(k)

%%
' //M(|ι]| ◦ hK) // (Sp)nQ

KT4
ι

gg OO

k

88

The induced map Hp−1(ι;Q) is surjective and Hp(ι;Q) is injective since |ι]| ◦ hK has these
properties. From this we get Hp(Fill(k), K;Q) = 0 hence Hp(Fill(k), K;Q) = 0. As usual
we successively conclude that Hp(ι;Q) is surjective and rkHp(fill(k);Q) = rkHp(k;Q).
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Remark 6.12. (i) In the case p = 1 the factorisation (6.5) reminds us of our original Filling
Lemma 3.2.

(ii) The condition n ≤ p− 2 seems a little inorganic. But in the case n = p− 1 the element
x could be of degree np and therefore the product of p generators of degree (p − 1)

and we would not have any control over the image Hnpι][x]. We do not know how to
weaken this condition. This may be possible by altering the construction of Rational
Filling Lemma 6.11.

(iii) If p is even a minimal model of (Sp)n is given by (
∧

[x1, . . . , xn, y1, . . . , yn], d) with
dyi = x2

i . However it is not clear what the image of yi under the map g] should be such
that diagram (6.5) commutes or how to alter the construction.

(iv) It is remarkable that Rational Filling Lemma 6.11 can be proven while almost exclusively
manipulating algebraic objects.

Proof of Theorem 6.1. We will only indicate how to change the existing proof scheme. Again
we proceed by contradiction and assume thatN connected and closed, there exists a smooth
f : Mnp → N q and a triangulation T of N such that the following two properties hold:

(i) The smooth simplices of T intersect f stratum transversally.

(ii) For every σ ∈ Tk the inclusion fσ : Fσ := f−1σ(∆k) ↪→M satis�es

rkHp(fσ;Q) < n− q.

Again for every σ ∈ Tk we consider the simplices zσ ∈ (clnp−qC∗(Fσ;Q))k and the canonical
cycle Z(f ; T ) ∈ Cqcl

np−qC∗(M ;Q) from Construction 4.5. Let rM : M → (Sp)nQ be the
rationalisation map of M . The diagram

Z(f ; T ) � Cqclnp−q(rM ) //
_

evq

��

Cqcl
np−q(rM)Z(f ; T )

_

evq

��

C•cl
np−qC∗(M ;Q) //

��

C•cl
np−qC∗((S

p)nQ;Q)

��
C(np−q)+∗(M ;Q) // C(np−q)+∗((S

p)nQ;Q)

Ẑ(f ; T ) �
Cnp(rM )

// Cnp(rM)Ẑ(f ; T )

commutes. The bottom left cycle represents the fundamental class [M ]Q ∈ Hnp(M ;Q) and
by De�nition 6.3 rM is a rational homology equivalence, in particular the bottom right cycle
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de�nes a non-zero element in Hnp((S
p)nQ;Q). Therefore the top right cycle de�nes a non-

zero element in Hqcl
np−qC∗((S

p)nQ;Q).
Now we can use the Rational Filling Lemma 6.11, proceed as earlier and deduce a contra-

diction by constructing a cone of Cqclnp−q(rM)Z(f ; T ) in clnp−qC∗((Sp)nQ;Q) via simplices
wσ ∈

(
clnp−qC∗((S

p)nQ;Q)
)
k+1

satisfying

∂iwσ =

{
w∂iσ if 0 ≤ i ≤ k

zσ if i = k + 1.

For σ ∈ T0 and i = 0 the equation above shall be interpreted as ∂0wσ = w∂0σ = 0.
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5 Subsumption

All the previous work is almost exclusively inspired by perspectives from [Gro09] and [Gro10].
In this chapter we render this relation more precisely.

In [Gro10, section 4.13 Perspectives and problems, p. 521] the following programme called
“Homological �lling” was proposed.

Eventually, we want to �nd lower bounds on the cohomological width∗(X/Y ),
say for Y = Rm, by a �lling argument similar to that in 2.4, but one needs for this,
besides �lling inequalities, an appropriate semisimplicial structure in the space
of cycles in A = H∗(X). It seems unlikely, however, that this structure can
be constructed while remaining in within H∗(X), since “gluing �llings across
common boundaries” involves (the multiplicative structure on) the relative co-
homology that is not contained in the restriction homomorphism alone. In any
case, a realistic evaluation of the cohomological widthn(X/Rm) remains open
even for such X as the product of Eilenberg–MacLane spaces.

In Chapter 4 we have found such cohomological waist inequalities using the aforesaid �ll-
ing argument (cf. Proposition 2.3, Theorem 5.2 and Theorem 6.1) and cohomological �lling
inequalities. We propose the following rigorous

De�nition 1.1 (Cohomological �lling inequality). Let X be a topological space, p,m ≥ 1

and let R be a coe�cient ring such that the rank of a morphism of R-modules makes sense,
e.g. Z, Z2 or Q. A function

F :
{

0, . . . ,
∣∣HkX

∣∣}→ {
0, . . . ,

∣∣HkX
∣∣}

is called a cohomological �lling inequality for X in dimension m and degree k if for any con-
tinuous map k : K → X and every homology class [K] ∈ Hm(K) withHm(k)[K] = 0 there
exists a relative CW complex (Fill(k), K) together with an extension

Fill(k)
fill(k)

##
K

k
//

?�

ι

OO

X

(1.1)

satisfying the following two properties.

(i) Hm(ι)[K] = 0
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(ii) rkHpfill(k) ≤ F(rkHpk)

Remark 1.2. (i) Property (i) is a witness for the assumption k∗[K] = 0. Of course one
could take Fill(k) := X , ι := k and fill(k) := idX but in this case rkHkfill(k) =

rkHkX which is a very weak cohomological �lling inequality. In this sense properties
(i) and (ii) act against each other.

(ii) Since rkHp(fill(k)) ≥ rkHp(k) it is clear that F(l) ≥ l for every 0 ≤ l ≤ |Hp(X)|.

(iii) With this terminology Filling Lemma 4.3.2 is a cohomological �lling inequality for T n
in all dimensionsm ≥ n− q and degree 1. The Rational Filling Lemma 4.6.11 works for
all simply connected manifoldsX 'Q (Sp)n in all dimensionsm ≥ np−q and in degree
p. In both cases we have proven the optimal case where F is the identity. Remark that
both T n and (Sp)n (p odd) are (rational) Eilenberg–MacLane spaces. It is plausible to
search for cohomological �lling inequalities in these since �nding an extension like in
diagram (1.1) is essentially a problem in obstruction theory which is very simple for
Eilenberg–MacLane spaces.

Recall the notion of cohomological volume from De�nition 1.4.5. Consider the follow-
ing two chains c1, c2 ∈ C1(S1;Z) the sum of which represents the fundamental class in
H1(S1;Z).

c1 c2

S1

These two chains satisfy |ci|1 = 0 but we have |c1 + c2|1 = 1. This shows that cohomo-
logical volume fails any kind of additivity axiom. As anticipated in the quote above this can
be circumvented by using relative cohomology groups. In all of our cohomological �lling in-
equalities we constructed a �llings (Fill(k), K) such that a certain relative homology group
H∗(Fill(k), K) vanishes and this ensured (cf. the proof of Proposition 4.2.3) that we have
control over this lack of additivity of cohomological volume.

As we already saw in Remark 4.3.5 (i) this trivial relative homology group guarantees that
the reference map Fill(k) → T n is unique up to homotopy relative to K and this makes it
easy to consistently glue together �llings across common boundaries.

In the same section as above [Gro10, pp. 520] we can �nd the following passage.
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The simplest (co)homological model of an n-cycle c in a space X with cohomol-
ogy algebra A = H∗(X;F) is given by a graded algebra C = C(c), a graded
homomorphism h = h(c) : A→ C and a linear map l = l(c) : C → F.

Denote,

|c|F = |C|F, |A/c|F = rankF(h) and [c] = l ◦ h : A→ F.

We think of c as a representative of the class [c] and introduce the following
“norms”:

inf
c∈[c]
|c|F = |C(c)|F and |A/[c]|F = inf

c∈[c]
|A/c|F.

The �rst (apparently easy) question is the evaluation of these “norms” (ranks)
on linear maps [c] : A → F for particular algebras A, e.g. for the cohomology
algebras A of products of Eilenberg–MacLane spaces.

Next, if a “cycle” c has [c] = 0, we de�ne a “�lling” b of c as an algebra B and a
decomposition of h : A→ C into homomorphisms A g1→ B

g2→ C . Then we set

‖c‖fil = inf
b
|b|F = |B|F and ‖A/c‖fil = inf

b
|A/b|F = rankF(g1)

where the in�ma are taken over all “�llings” b of c.

What are the “�lling inequalities” between |[c]|F and |A/[c]|F on the one hand and
their �lling counterparts ‖c‖fil and ‖A/c‖fil on the other for particular algebras
A (e.g. for free anticommutative algebras)?

Our exegesis of this quote is that the problem of �nding cohomological �llings in the sense
of De�nition 1.1 already may have purely cohomological obstructions. On the other hand
the proof of Rational Filling Lemma 4.6.11 showed that sometimes solving the problem on
the purely algebraic level of minimal models su�ces since it fully re�ects the topological
picture. Using this powerful feature of rational homotopy theory is multiply suggested, e.g.
in the perspective “Homological �lling” [Gro10, p. 521]:

If F = Fp, then A comes with an action of the Steenrod algebra and one may
insist on C and h being compatible with this action and if F = Q one may use
the full minimal model of X instead of the cohomology.
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