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An analytical theory is formulated for the thermal (classical mechanical) rate of escape from a 
metastable state coupled to a dissipative thermal environment. The working expressions are 
given solely in terms of the quantities entering the generalized Langevin equation for the 
particle dynamics. The theory covers the whole range of damping strength and is applicable to 
an arbitrary memory friction. This solves what is commonly known as the Kramers turnover 
problem. The basic idea underlying the approach is the observation that the escape dynamics is 
governed by the unstable normal mode coordinate-and not the particle system coordinate. 
An application to the case of a particle moving in a piecewise harmonic potential with an 
exponentially decaying memory-friction is presented. The comparison with the numerical 
simulation data of Straub, Borkovec, and Berne [J. Chem. Phys. 84, 1788 (1986) 1 exhibits 
good agreement between theory and simulation. 

I. INTRODUCTION 
The movement of a Brownian particle in a field of force 

is frequently employed as a model for chemical reactions. 1-5 
In particular, liquid state reactions are often described by the 
generalized Langevin equation (GLE) 

Mq + JV(q) + M (' dt 'y(t - t ')q(t') = s(t) . (1.1) 
Jq Jo 

The system coordinate q of effective mass M moves in a po-
tential V( q), experiences a friction kernel y( t) and a random 
force Set), that originate from the thermal motion of the 
liquid. The force set) is Gaussian and satisfies the second 
fluctuation dissipation theorem 

( 1.2) 

Kramers I treated the problem in the Markovian limit, 
i.e., YCt) = 2yc5(t) , where yis the static friction usually tak-
en to be proportional to the viscosity of the fluid. The poten-
tial V( q) is assumed to have a well with frequency CUD' sepa-
rated from the continuum by a barrier whose height is V"". 
Kramers was interested in the escape rate r of the particle 
from the well. His solution was based on the analysis of two 
parameter regimes. When the static friction is very weak, the 
rate is limited by an energy diffusion process for which 
Kramers showed that rED a: y. When the static friction is 
very strong, the rate is limited by spatial diffusion and it 
decreases as r SD a: l/y. As noted by Kramers, these two 
limiting behaviors imply a maximal rate at some y, interme-
diate between the two limits. However, Kramers did not de-
rive a single theory for the whole range offriction y. This is 
the Kramers turnover problem for which an explicit solution 
will be presented in this paper. 

Many attempts have been made to provide a single func-

tion which would bridge between both limits.6•7 Perhaps the 
simplest suggestion is the ad hoc formula 7 

..!. = _1_ + _1_ 
r rED r SD C 1.3) 

Other procedures have been studied,8.9 however, in all of 
them there is always an element of arbitrariness. Even the 
latest beautiful theory developed by Melnikov and Mesh-
kov9 uses an ad hoc multiplicative factor6•9 to assure that 
their theory reduces to the correct spatial diffusion limit. 

There has been considerable interest in extending 
Kramers' work to the case offrequency dependent damping. 
In the region of moderate-to-large damping, Grote and 
Hynes 10 and Hanggi and Mojtabai II found that the rate con-
stants can often be much larger than one would obtain from 
the Kramers theory. Memory effects were also found to 
modify the rate constants in the limit of weak damping 
where the energy diffusion mechanism is the rate limiting 
process. 12 Based on these theories the same7 ad hoc, but use-
ful connection formulas were proposed to obtain rate con-
stants in the non-Markovian case for the entire range offric-
tion parameters. 

The various rate theories for frequency dependent 
damping were tested numerically over a large range of pa-
rameters by Straub, Borkovec, and Berne (SBB).13 Their 
work, using an exponential friction kernel, revealed striking 
(order of magnitude) deficiencies in the predictions based 
on existing theories for non-Markovian rate processes. Their 
results presented a twofold challenge. (i) Previous theories 
were not able to predict correctly the rate in the SBB limit of 
large damping (whose precise definition is given in Sec. IV 
below). (b) SBB computed the rates from weak to large 
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1 N c2 

yU) = - L -'-2 cos(w;t) . 
M;=I m;w; 

(2.2) 

Alternatively, one can relate the bath parameters to the spec-
tral density J(w) through the relation 

1T N c2 
J(w) =- L -'-t5(w-w;). (2.3) 

2M;=1 m;w; 
From Eqs. (2.2), (2.3) one finds that the spectral density 
and the friction kernel are related by 

J(w) = w f,e dt yU) cos(wt) . (2.4) 

In recent work,19-21 we have found that the dynamics of 
the GLE may be simplified considerably through a normal 
mode transformation (whose details are given in Ref. 20) of 
the system and bath coordinates. We assume, that at q = 0, 
the potential V( q) has a barrier, with height V"" such that a 
harmonic expansion around q = 0 leads to 

V(q) = V"" - !MW""'q2, (2.5) 

where w"" > 0 is the unstable frequency of the barrier. The 
full Hamiltonian may be decomposed into a harmonic part 
(Ho) and a nonlinear contribution VI (q) such that 

H = Ho + VI (q) (2.6) 

and 
2 

H Pq V"" 1 II ",,' 2 0=-+ --J.I'.I.W q 
2M 2 

N [ p2 1 ( c. )2] + L -'-+-m; w;x;---'-q . 
;= 12m; 2 m;w; 

(2.7) 

By construction, Ho is a quadratic Hamiltonian which may 
be diagonalized. Introducing the mass weighted coordinates 

q' = ..JM q, x; = .[rii;x; (2.8) 
one finds that Ho may be written as 

Ho = ~i/ + V"" - ~A ""'p2 + i:. ~ 0; +...1, 7.0) . 
2 2 i=1 2 

(2.9) 
Here, p denotes the unstable normal mode with frequency 
A"", y; are the stable bath modes with frequency A;. The 
normal mode frequencies are related to the original frequen-
cies and coupling coefficients through the relations20 

A"'" = w""/ {[~ jtl cJ/[ mjwJ(wJ + A""')] ] + I} , 
(2.10) 

A;=w""/{[~jtl cJ/[mjwJ(A;-wJ)]] -I}. (2.11) 

By explicit evaluation of the determinant of the force con-
stant matrix it is also possible to prove the identity l9 

N N 
A "" II A; = w"" II W; • (2.12) 

i=l ;=1 

The normal mode coordinates are just an orthogonal trans-
formation of the original (mass weighted) coordinates. De-
noting the transformation matrix as U one can express the 

system coordinate q in terms of the normal mode coordi-
nates as: 

N 

q' = uooP + L UfO y;, 
;=1 

where the matrix elements are given by20 

[
IN c7 ] - 112 

Uoo = 1 + - ~ -----
M ;-=-1 m; (A ",,' + (7)2 

[
IN C7 ] - 112 

Up = 1 +- L --...:.---
M;=I m;(AJ-w7)2 

(2.13) 

(2.14) 

(2.15 ) 

One of the important observations, which makes the normal 
mode transformation so useful, is that the unstable mode 
frequency A "" and the matrix element Uoo that projects onto 
the normal mode, may be expressed in terms of the spectral 
density or equivalently the friction kernel. 19.21 Using the re-
lation (2.3) one finds that 

(2.16) 
From Eq. (2.4) one can show that the Laplace transform of 
the friction kernel may be written as 

1'(s) = ~ roo dw J(w) . s, (2.17) 
1T Jo w (w2 + S2) 

which combines with Eq. (2.16) to give the Grote-Hynes 
relation 10 for the unique, positive valued, renormalized bar-
rier frequency 

(2.18 ) 

Since J(w»O [implying 1'(...1, "") >0] the effective barrier 
frequency A "" is always smaller than the bare barrier fre-
quencyw"". 

Similarly, using Eq. (2.3) one finds for the matrix ele-
ment UOO

21 : 

U60 = [1 + ~ roo dw J(w) ·w, ] - I 

1T Jo (w2 + A ""-)2 
(2.19) 

Defining a "perturbation parameter" € as 

1 N (UfO)2 €=-z--I=L -
Uoo ;= I Uoo 

(2.20) 

using Eqs. (2.17) and (2.19), gives the interesting relation 

(2.21 ) 

Clearly, in the weak damping limit, € is small, but we shall 
see in the next sections that for memory friction, € can re-
main a small parameter also when seemingly the damping 
parameter [1'( 0)] is very large. 

In anticipation of the theory developed in the next sec-
tion we provide one additional crucial identity relating the 
normal mode transformation to the Laplace transform of the 
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thermal distribution near the barrier yields for this probabil-
ity 

{lw 11,7' feq(E) =_0 -exp( -{lE). (3.5) 
2rr w"" 

Near a turning point (p = Pn P = 0) one has dE 
= - A ""'PT dp and dp = PTA ""'dt so that 

IdE dt 1= Idp dpi (3.6) 

and the Jacobian of the transformation leading to Eq. (3.5) 
equals 1. 

For E> V"" the system crosses the barrier. Now we de-
note by f(E) dE dt the probability to find the system at the 
barrier (p = 0), within the time interval dt and with a nor-
mal mode energy between E and E + dE. A similar reason-
ing as above shows that the thermal distribution near the 
barrier (3.3) leads again to Eq. (3.5). This means that Eq. 
(3.5) gives the likelihood, at thermal equilibrium, to find the 
system at a turning point or at the barrier depending on 
whether E is smaller or larger than the barrier energy. 

In terms ofthe steady state probability f(E), the rate of 
transitions out of the well can be written 

r = foo dE feE) 
v" 

(3.7) 

since all particles reaching the barrier with E> V"" escape 
with probability 1. As discussed in a previous paper,18 the 
recrossing problem does not occur in the normal mode repre-
sentation. It is this crucial observation which enables the 
extension of the Melnikov and Meshkov approach9 to pa-
rameter regimes outside of the weak damping limit. Due to 
the interaction with the bath modes, the system coordinate q 
behaves stochastically and it may cross the point q = 0 sev-
eral times during an escape event. These fluctuations are 
absent in the p-coordinate since it decouples from the other 
modes and hence moves smoothly near the barrier. It should 
be noted that the normal mode energy E differs from the 
mechanical energy Eq = !Mil + V(q) of the particle. The 
two energies are equal only in the absence of damping. 

The rate formula (3.7) is formally exact. Approxima-
tions enter because the nonequilibrium probability feE) is 
not known exactly. In the following subsections we shall 
calculatef(E) for systems with high barriers. Before doing 
so let us discuss a simple approximation. Replacingf(E) by 
the equilibrium probability J.q (E), Eq. (3.5), we obtain 
from (3.7) 

r Wo A"" {lV"" =--exp( - ) 
2rr w"" (3.8) 

which is just the result obtained by Grote and Hynes lO and 
Hiinggi and Mojtabai II along quite different lines. As dis-
cussed in a previous paper,19 the normal mode analysis 
shows that Eq. (3.8) is just the multidimensional transition 
state theory result. It differs from the simple one-dimension-
al transition state theory rate by the factor A "" / w"" describ-
ing a reduction of the rate caused by the damping of the 
reaction coordinate. 

The rate formula (3.8) is based on the assumption ofa 
thermal distribution of the energy E in the unstable normal 
mode near the barrier. This will only be the case when the p 

mode and the stable modes are coupled sufficiently strongly 
in the well region so that the mode energy E is thermalized 
whenever the system returns to the metastable well. In the 
general case, the energy exchange between the unstable and 
the stable modes has to be studied explicitly, a problem we 
shall address in the following subsection. 

B. Energy loss and energy fluctuations 
When the system fluctuates to the barrier region and the 

energy E in the unstable normal mode is below the barrier 
energy V"", the particle returns to the well where all modes 
are coupled by the potential VI(q) [cf. Eq. (2.6)]. For 
E' < V"" let us introduce l8 the conditional probability 
P(E/E')dE that a system leaving the barrier region with ener-
gy E' in the p mode returns to the barrier with an energy 
between E and E+dE. This probability satisfies the condi-
tion of detailed balance 

peE IE') exp( - {lE') = P(E'IE) exp( - {lE) (3.9) 

and it tends to thermalize the energy in the unstable normal 
modes. Now, in the steady state under consideration, parti-
cles are injected into the well and removed beyond the bar-
rier. Because of the steady flux from the well outwards, the 
distribution feE) introduced in the preceding section may 
deviate from its equilibrium formfeq (E), Eq. (3.5). In gen-
eral,J(E) has to be calculated from the steady state condi-
tion 

v" 
feE) = idE' P(EIE')f(E'). (3.10) 

For energies a few times kB T below the barrier energy, the 
probability feE) will approachJ.q (E) since peE IE') satis-
fies the detailed balance condition (111.9). Hence, the condi-
tional probability peE IE') is needed only for energies near 
the barrier energy. Furthermore, when the modes are cou-
pled strongly in the well region, a large fraction of the energy 
E' will usually be absorbed by the stable modes during a 
traversal of the well. As a function of E the conditional prob-
ability peE IE') will then have only a small Boltzmann tail 
for energies near E = V"". Under these conditions, Eq. 
(3.10) is very accurately solved by J.q (E) and deviations 
from the multidimensional TST theory result are not impor-
tant. Hence, we are in the favorable situation that the condi-
tional probability peE IE') has to be determined only for the 
case of weak coupling between the unstable and the stable 
modes in the well region. 

Using Eqs. (2.6), (2.9), and (2.13) we readily obtain 
for the equations of motion in the normal mode basis 

P-A""'p= -UooV;(UOOP+itIU.oYi) (3.11) 

and 

Yi+A:Yi= -u.oV;(uoo p + itl u.o Yi) , 

where 

V;(x) == _1_ dVI(x/lM) . 
1M dx 

(3.12) 
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The coupling between the unstable and the stable modes in 
the well region arises through the coefficients 

g; = UfJ1uOO (3.13) 

and the weak coupling limit may be characterized by [cf. Eq. 
2.20) ] 

N 

E= L g;-<1. (3.14 ) 
;=1 

It should be stressed (as is also demonstrated explicitly in 
Sec. IV) that this definition of the weak coupling limit is 
much more general than the usual definition which corre-
sponds to weak damping. The static friction [r(O)] may be 
large in magnitude and still € -< I, leading to deviations from 
the multidimensional TST limit, in agreement with Hiinggi's 
arguments. 3 

InordertocalculateP(E IE') letusassumethatatt = to 
the p mode is in the barrier region at the turning point corre-
sponding to the initial mode energy E'. To find the probabili-
ty that the system returns to the barrier region with energy E 
we solve the exact equations of motion (3. 11) and (3.12) to 
first order in the coupling coefficients g;. For the unstable 
mode the zero order equation of motion is 

.. 1 #-' V' ( ) p - /I. P = - Uoo I Uoo P . (3.15 ) 

For zero damping this reduces to the equation of motion of 
the system coordinate q. However, if the damping is non-
zero, the p mode for zero coupling is governed by an effective 
potential which may substantially differ from the original 
potential V(q). Given the initial conditions (turning point 
and energy) it is straightforward to solve the unperturbed p-
mode equation of motion (3.15) and thus the time tp needed 
to return to the turning point. 

The first order equations of motion for the stable modes 
then read 

,V; = - A ~ y; + g;F 
with the force F given by 

F= - uooV; (uoop) . 

(3.16 ) 

( 3.17) 

In Eq. (3.17), one inserts the solution for the zero order p 
motion, Eq. (3.15). Thus, to first order, the stable mode 
equation of motion is that of a forced harmonic oscillator 
whose solution is well known: 

sin (A;t) 
y; (t) = y; (0) COS(A;t) + y; (0) A 

1 

(3.18 ) 

The positionsy; (0) and velocitiesy; (0) of the stable modes 
are assumed to be distributed thermally, i.e., 

(y;(O» = <..V; (0» = (y;(O)jl;(O» =0, 

A ~(y~(O» = <..V~(O» = kB T. 
(3.19) 

The energy in the y; mode (which is well defined in the near 
vicinity of the barrier where the anharmonicity may be ne-
glected) 

E l'2+IJ22 ;=2Y; :Y";y; (3.20) 

changes during the transversal of the p-mode over the time tp 
according to 

1 L'P L'P Ej(tp) =E;(O) +-g; dt dt' 
2 0 0 

xcos[ It; (t - t') ]F(t)F(t') 

+ g; i'P dt [ y; (O)COS(A;t) - y; (O)A; 

Xsin(A;t) ]F(t) (3.21) 

as can be verified from Eq. (3.18). 
In principle F( t), determined by the uncoupled p-mode 

equation of motion (3.16), is dependent on the initial energy 
E '. However, if the barrier is large ( /3 V#-> 1) then varia-
tions in E; ( t p) - E; (0) with energy will be of the order 
(V". - E ')/V#-. Since V#- - E' is of order ko T, the condi-
tion that the barrier is large assures that such corrections 
may be neglected. It suffices to evaluate F(t) at the barrier 
energy E' = V#-. The unperturbed p mode is then the mo-
tion that starts asymptotically close to the barrier and re-
turns asymptotically to the barrier at time tp --+ ao . 

With these preliminaries we are able to determine the 
conditional probability peE IE '). Since the energy absorbed 
by all stable modes equals the energy loss of the unstable 
mode, we find l8 from Eqs. (3.19) and (3.21) that the energy 
E in the unstable mode when the system returns to the bar-
rier is 

E = E' - 6.E + 8E, (3.22 ) 

where 

1 N L'P L'p 6.E=- L g; dt dt'COS[A;(t-t')]F(t)F(t') 
2 ;= I 0 0 

(3.23 ) 

is the average energy loss, and 8E are Gaussian fluctuations 
about (E) = E' - 6.E with 

(8E) = 0; (8E2) = 2ko T6.E. (3.24) 

Hence, in the Iimit/3 V#-> I, the relevant part of the distribu-
tion peE IE') takes the form l8 

P(EIE') = (4rrko T6.E)-1/2 

X exp[ - (E - E' + 6.E)2/4ko T6.E] . 

(3.25) 

This conditional probability satisfies the condition of de-
tailed balance (3.9). It should be stressed here that 6.E is a 
positive quantity as may be seen by inserting the identity 

cos [A; (t - t')] = cos (A;I)COS(A;t ') 

+ sin(AJ)sin(A;I') 
into Eq. (3.23). This leads to the result 

1 N {[ L'P ]2 6.E = - .L g; dt cOS(A;I)F(t) 
2 1= 1 0 

+ [ fP dt sin(A;t)F(t) ]l~o . 

(3.26 ) 

(3.27) 

Note also, that although the form ofEq. (3.25) is identical to 
Eq. (3.7) of Ref. 9, the two are fundamentally different. In 
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Ref. 9, E,E' denote energies along the system coordinate. 
Here, they denote the energy in the unstable mode. As a 
result, the average energy loss given by Eq. (2.23) is usually 
quite different from the estimate based on the weak damping 
diffusion equation. 

The average energy loss, Eq. (3.23) may be written as 
[cf. Eq. (2.22)] 

1 l'p l'p Il.E=- dt dt'K(t-t')F(t)F(t'). 
2 0 0 

(3.28 ) 

K(t) is known in the continuum limit [Eq. (2.23)], and the 
p-mode unperturbed equation of motion [Eq. (3.15)] in-
volves quantities such as Uoo and A. #- whose continuum limit 
is also known. Here, continuum limit means that all func-
tions are expressed in terms of the quantities entering the 
GLE, Eq. (1.1). This implies that we have obtained an ex-
plicit solution for the energy loss Il.E and the conditional 
probability peE IE'). It is now straightforward, 9.18 to obtain 
the rate, as shown in the next subsection. 

It is of interest to derive a slightly different form for the 
energy loss expression. Integrating Eq. (3.28) by parts and 
observing that F(O) = F(tp -+ 00) = 0 [since F(t) is deter-
mined by the asymptotic orbit] we find 

Il.E=J.. (00 dt (00 dt'cp(t-t')P(t)P(t'). (3.29) 
2 Jo Jo 

Here cp(t) is an effective friction kernel 

cp(t) = ± K72 (A. ~ + A. #-')2 cos(A.;f) . 
;= 1 A.; 

( 3.30) 

In the weak damping limit, one finds [cf. Eqs. (2.11), 
(2.15), or Ref. 19] that the transformation matrix elements 
are approximately 

c; 
u~ ~-------------

Mm; (UJ~ + UJ#-2)2 
(3.31) 

so that in the weak damping limit cp(t) reduces to the mem-
ory friction r( t). This shows that in this limit, our expres-
sion for the energy loss is identical to the expression ofZwan-
zig,23 see also Ref. 17. In principle, taking the Laplace 
transform of cp (t) and using the identity given in Eq. (2.23) 
one can derive a continuum expression for ~(s), similar to 
Eq. (2.23). In practice, the resulting expression is less trac-
table than Eq. (2.23) so that we will use only Eq. (3.28). 

c. The rate 
We now want to calculate the reaction rate explicitly. As 

discussed in the beginning of this section, deviations from 
the multidimensional TST rate arise from deviations of the 
probability f(E) from its equilibrium from feq (E). The 
probability f(E) has to be calculated from the steady state 
condition (3.10). Since the probability peE IE'), Eq. (3.25), 
satisfies the detailed balance condition (3.9), Eq. (3.10) has 
a solutionf(E) approachingfeq (E) for V#- - E~kBT.1t is 
convenient to make the ansatz l8 

which transforms (3.10) into a Wiener-Hopf equation with 
a symmetric kernel that can be solved by standard meth-

ods.9•24 Combining the solution with (3.7) the escape rate is 
then found to be of the form 

r= ~;fTeXp( -{3V#-) , (3.32) 

where the transmission factorfT describes the deviations due 
to the friction. We have 

fT = - exp - -_Y- In ( 1- e- 6(1 +y2)/4) , A.#- [If+oo d ] 
O)#- 1T _ 00 1 + y2 

(3.33 ) 

(3.34 ) 
For 8~ 1 the transmission factor (3.33) approachesfT 

= A. #- IO)#- exponentially fast. In this region f(E) is very 
close to feq (E) and the escape rate is given by the multidi-
mensional TST result, Eq. (3.8), which is independent of the 
precise form of peE IE'). Nonequilibrium effects inf(E) are 
only important for 8 of order 1, or smaller. 

To conclude this section we summarize the conditions 
which are necessary for the validity of the present theory. 

(a) First order perturbation approximation, E ~ I. 
(b) Neglect of corrections to steepest descent l V#-

~kBT. 
The first condition assures the validity of the perturba-

tion theory estimate of the energy loss, through the perturba-
tive solution of the normal mode equations of motion (3.11) 
and (3.12). Given the friction kernel r(t) it is easy to esti-
mate E [cf. Eq. (2.21)]. Small E leads to a small energy loss 
so that the rate is essentially limited by the energy diffusion 
process. The second condition which is somewhat more 
tricky is needed to assure the validity of the estimate for the 
rate (3.33), given the energy loss. Note that peE IE') is the 
conditional probability for the energy with respect to the p 
mode. Thus it is not sufficient that condition b holds for the 
system coordinate q. It is necessary that the effective barrier 
height for the unperturbed p-mode [Eq. 3.15)] be much 
larger than kB T. From Eq. (3.15) it follows that the unper-
turbed p motion is governed by the Hamiltonian 

hp = !p2 + V#- -!A. #-'p2 + V1(uoopl..{M) 

=!p2 + Q( p) . (3.35) 
The effective potential Q( p) will generally have a barrier 
height Q #- which is different from V#-. Thus, the more pre-
cise statement of condition (b) is 

(b ' ) 

To estimate whether this condition holds one must first esti-
mate the continuum limit of Q( p). 

From Eq. (3.33) we already noted that nonequilibrium 
effects in f(E) are important only for 8 = {31!:.E;S 1. From 
condition (b' ) we can thus derive a third condition for valid-
ity of the theory, namely 

Il.E~Q#-. (c) 

We will see in the application presented in the next section 
that in practice it is condition (c) which is crucial. 

It should be stressed though that when E ~ I the theory 
does not necessarily break down. If E ~ 1 leads to a large 
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We will see in the next subsection that for various parameter 
ranges Q ¥< ~ V ¥< so that the theory must be applied careful-
ly. 

The equations of motion for the p mode at the energy 
E = V ¥ are easily solved. Because of the piecewise parabolic 
nature of the potential, the force F(t) = 0 as long as 
p> - p*. To evaluate the energy loss we must determine 
F(t) only in the time interval [O,tp] defined such that 

p(O) =p(tp) = -p*, (4.17) 

(4.18 ) 

Thus tp is the time it takes the p mode to traverse the well 
region once at the energy V¥<. With these boundary condi-
tions, the solution of Eqs. (4.13) leads to the following 
expression for F( t) : 

F(t) = A ¥<' (A ~ + A ¥<') p* 
A~ 

X[I-cosAot+ ;~Sin(Aot)J. O<.t<Jp ' (4.19) 

The traversal time tp is determined from the equations 

A¥<' - A ~. - UoA ¥< 
COS(Aotp) = " sm(Aotp)= o· (4.20) 

A~ +A #-- A~ +A ¥<-

Since Ao, A¥<> 0, it is evident that 1T<.Aotp < 21T. 
The only element now missing for computation of the 

energy loss is the function K(t) [Eqs. (2.22)] whose La-
place transform is known through Eqs. (2.23) and (4.5). To 
invert the Laplace transform we first note that the pole at the 
Grote-Hynes frequency A¥< of the first term in Eq. (2.23) is 
compensated by a corresponding pole of the second term. 
This cancellation occurs for arbitrary damP.i.ng and follows 
by means of [Eq. (2.18)]. All other poles ofK(z) have nega-
tive real parts so that K(t) approaches 0 for t -+ 00. 

For the exponentially decaying memory function, Eq. 
(4.4), the additional poles of the first term in Eq. (2.23) are 
at 

and 
¥<' 

U 2 =;2 __ W __ . 

aYA ¥< 

(4.21 ) 

(4.22) 

(4.23 ) 

The quantity u can be real or imaginary. The second term in 
Eq. (2.23) has a further pole at z = - A¥<. Calculating the 
residua, one readily determines the inverse Laplace trans-
form 

K(t) = + exp( - ;t) [ (1 + 2E)cosh(ut) 

+ (1 + 2E;; - A¥< Sinh(ut)] 

1 - - exp ( - A ¥< t) . 
2 

(4.24) 

Inserting now Eqs. (4.19) and (4.24) into Eq. (3.28), 
one finds that the average energy loss may be written as 

w2 A ¥<4(A 2 + A ¥<') 
AE = V¥< ° --_o~--

w#-' A ~ 

X {~ (1 +2E)[R(;+u) +RC;-u)] 

(1 + 2E); - A ¥< 
2u 

X [R(;+u) -R(;-u)] -R(A¥<)}, 

where we introduced 

RCz) = fP dt f dt' e-z(t-I') 

C4.25) 

X [ 1 - COS(Aot) + ;~ sin (Aot) ] [ 1 - COSCAot') 

+ ~ sinCAot')] . A¥< 
(4.26) 

This integral may be evaluated to yield 
A 4 CA¥< Z)2 

R(z) = ° - (e- Z1p
_ 1) 

A ¥<'cA ~ + r)2 

+ t _ + _----,.0=---__ _ 
[ 

1 Z(A 2 + A ¥<') ] 
p z U¥<2(A~+r) 

C4.27) 

12 A~+ZA¥< 3z +2/1, . +-----° A ¥<2(A~ +r)2 A ¥«A~ +r) 
In Eqs. (4.25 )-( 4.27) we have expressed the energy loss 
only in terms of the five SBB parameters. Although the final 
analytical expression for the energy loss is not very compact 
it is straightforward to evaluate it, a programmable pocket 
calculator suffices. Given AE, the rate must be evaluated by 
numerical integration ofEq. C3.33). 

It is possible though to obtain somewhat more tractable 
expressions in certain limits. For a* > lone must distinguish 
between the weak damping limit, r* ~ 1, and the strong 
damping limit, r*» 1. For weak damping, we have already 
seen that our theory reduces to the well known weak damp-
ing expression for the energy loss [cf. Eqs. (3.29 )-C 3.31) ]. 
The analytic result for K(t) in the limit y* ~ 1 is: 

Y* '" K(t)::::: _e- W l(l-W¥<t), y*~I. (4.28) 
2 

This result also holds for a* < 1, provided that one is truly in 
the weak damping limit. With this result one finds for the 
energy loss 

(4.29) 

Using the rate expression Eq. (3.36) one recovers the weak 
damping result obtained by Ta1kner and Braun [cf. Eq. 2.41 
of Ref. 17]. 

For the case y*» a* > 1 it has already been not-
ed,3·14,15,17 that the bath is moving very sluggishly. In this 
limit one finds that 
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TABLE I. Theoretical parameters and transmission coefficients for the SBB system. 

No. /JV# w"/wo r* a* A "/w" AoIw# Aotp ~ /JQ" /JAE IT r.jlBa 

1 20 0.2 0.01 4/3 0.9951 4.988 3.535 4.89( - 3) 19.90 0.5395 0.294 0.299 ± 0.039 
2 20 0.2 0.1 4/3 0.9566 4.905 3.527 0.04111 19.02 4.866 0.836 0.843 ± 0.055 
3 20 0.2 1 4/3 0.785 1 4.685 3.474 0.1520 14.04 13.98 0.779 0.765 ± 0.073 
4 20 0.2 10 4/3 0.5796 5.798 3.382 0.1132 7.297 4.812 0.505 0.500 ± 0.052 
5 20 0.2 100 4/3 0.510 7 5.022 3.344 0.02050 5.172 0.5837 0.160 0.171 ± 0.029 
6 20 0.2 1000 4/3 0.501 1 5.069 3.339 2.23( - 3) 4.887 0.05943 0.0243 0.020 ± 0.010 
7 20 2 0.1 4/3 0.9566 0.5343 5.264 0.04111 16.03 17.22 0.953 0.955 ± 0.042 
8 20 2 1 4/3 0.785 1 0.6846 4.849 0.1520 6.577 31.45 0.785 0.782 ± 0.071 
9 20 2 10 4/3 0.5796 0.8871 4.299 0.1132 2.134 5.939 0.528 0.557 ± 0.075 
10 20 2 100 4/3 0.510 7 0.9819 4.101 0.02050 1.353 0.5282 0.149 0.202 ± 0.046 
II 20 2 1000 4/3 0.5011 0.9980 4.072 2.23( - 3) 1.261 0.05133 0.0213 0.035 ± 0.008 
12 100 2 1000 4/3 0.5011 0.9980 4.072 2.23( - 3) 6.303 0.2567 0.0848 0.1l4 ± 0:016 
13 1000 2 1000 4/3 0.501 1 0.9980 4.072 2.23( - 3) 63.03 2.567 0.357 0.432 ± 0.034 \l 

~ 
14 20 20 0.0001 4/3 0.99995 0.05050 6.182 5.00( - 5) 19.61 0.2439 0.163 0.225 ± 0.034 Q. 
15 20 20 0.001 4/3 0.9995 0.05476 6.174 4.99( - 4) 16.66 1.909 0.627 0.709 ± 0.059 i» 

0 .~ 
~ 16 20 20 0.01 4/3 0.9951 0.08624 6.110 4.89( - 3) 6.656 4.779 0.865 0.994 ± 0.021 G> CD 
3 17 20 20 0.1 4/3 0.9566 0.2185 5.834 0.041 II 0.958 1 2.423 0.666 0.976 ± 0.016 ii3 

0' 
\l 18 20 20 1 4/3 0.785 1 0.5038 5.142 0.1520 0.1214 0.764 3 0.294 0.499 ± 0.076 CD 
~ ,:l-'< 19 20 20 10 4/3 0.5796 0.7514 4.456 0.113 2 0.02975 0.106 8 0.0473 0.102±0.012 !' I\) 

20 20 20 100 4/3 0.510 7 0.8494 4.224 0.02050 0.01808 0.008774 0.00415 0.012 ± 0.004 :::l 
< Q. 

~ 21 20 2 1 0.001 0.6182 0.5561 4.818 0.8078 6.179 27.94 0.618 0.614 ± 0.053 :r 
I\)< 

<0 22 20 2 10 0.001 0.09912 0.1205 4.518 50.35 3.383 18.96 0.0989 0.102 ± 0.022 :::l 
~ IC . 23 20 20 10 0.01 0.09999 0.1002 4.710 49.02 0.04977 0.2843 0.0183 0.053 ± 0.017 IC z .. 
!=> 24 20 20 0.1 om 0.9513 0.2181 5.832 0.05246 0.9512 2.384 0.658 0.940 ± 0.065 » 
;-J 25 20 0.2 100 0.1 0.01l II 0.0837 3.406 3.64( + 3) 8.808 124.0 0.0111 0.012 ± 0.012 g 

< 
0 26 20 0.2 100 0.5 0.01998 0.2027 3.338 626.0 4.862 100.4 0.0200 0.029 ± 0.019 ~ 
Sl 27 20 2 300 0.5 0.006666 0.013 33 4.069 5.63( + 3) 1.250 7.613 0.00631 0.009 ± 0.009 Q. 

0 28 20 0.2 100 0.7 0.0332 0.4341 3.294 136.2 2.927 622.0 0.332 0.051 ± 0.024 ~ 0' 
CD 29 20 0.2 300 1 0.1483 4.176 3.313 0.4890 0.6304 1.378 0.0790 0.074 ± 0.036 ., 

'0 
<0 30 20 2 100 2.5 0.7759 0.8036 4.677 1.69( - 3) 4.661 0.4594 0.205 0.220 ± 0.061 a 
CIO () 
<0 31 20 2 1000 2.5 0.7747 0.8060 4.673 1.72( - 4) 4.620 0.04599 0.0299 0.048 ± 0.020 CD 

(II 

32 20 2 300 10 0.9487 0.5916 5.168 1.95(-5) 12.86 0.04911 0.0388 0.047 ± 0,028 (II 
CD 

33 20 0.2 0.1 25 0.9857 4.992 3.531 4.23( - 3) 19.49 0.6024 0.315 0.233 ± 0.035 (II 

34 20 0.2 1 25 0.9806 5.002 3.529 7.84( -4) 19.22 0.1l10 0.0828 0.043 ± 0.014 
35 20 20 10 25 0.9799 0.2056 5.870 8.43( - 5) 1.136 0.3892 0.229 0.247 ± 0.065 
36 20 20 100 25 0.9798 0.2061 5.869 8.50( - 6) 1.130 0.03991 0.0332 0.031 ± 0.012 

a These are the numerical results of the SBB simulation, cf. Table I of Ref. 13 (b). 

",. 

:i 
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Entries 30-36 all deal with a*> 1 and E< 1, these are 
limits when theory should be good. Thus discrepancies in 
entries 33 and 34 are probably due to inaccuracy in the nu-
merical simulation. 

In summary, our theory agrees with all SBB data within 
a factor of two. Considering the numerical uncertainties in 
the simulation and the few cases where we identify a break-
down in conditions for validity of our theory, we believe that 
this agreement may be considered as satisfactory. 

v. DISCUSSION 
The turnover theory presented in Sec. III is quite gen-

eral. Starting from a GLE we obtain expressions which are 
uniquely determined by the system potential, V( q) and the 
memory friction, y(t). In this sense the theory has been for-
mulated for arbitrary friction. 

Our analysis ofthe SBB system has highlighted the fact 
that there are two very different mechanisms that can lead to 
a turnover of the rate of escape as a function of the damping 
strength. The usual transition from energy diffusion at low 
damping to spatial diffusion at large damping is found in the 
SBB system when the parameter a* < 1. This limit is charac-
terized by small energy loss from the unstable normal mode 
at weak damping but very large energy loss at large damping, 
leading to an equilibrium energy distribution and the valid-
ity of multidimensional TST. Some graphical examples of 
this turnover (based on our theory) are presented in Fig. 5. 
The second turnover mechanism is one for which the rate is 
limited by energy diffusion in both weak and high damping 
limits. This is the case when the SBB parameter a* > 1, ex-
amples of this turnover are shown in Fig. 1. This mechanism 
is characterized by small energy loss in both limits. Our theo-
ry describes correctly both mechanisms without any ad hoc 
assumptions or any adjustable parameters. 

The formal generality of the theory does not imply that 
it is always valid. For example, if the spectral density has a 
very narrow peak around some frequency, one would expect 
this frequency region to be strongly coupled to the unstable 
normal mode leading to two relatively large normal mode 
transformation matrix elements. In this case, the perturba-
tion parameter € will be of order one, and one would expect 
that the perturbative solution of the equations of motion will 
no longer be valid. 

On a simpler level, we have seen that for Ohmic dissipa-
tion, in the strong damping limit, E> 1. In this case though, 
exponential insensitivity of the rate to the magnitude of the 
energy loss AE, whenpAE> 1 [cf. Eq. (3.33)] still leaves us 
with a theory that reduces to the correct multidimensional 
TST limit. In fact, when E> 1 the theory predicts a large 
energy loss which implies fast thermalization and validity of 
multidimensional TST. Thus the theory extends correctly 
also to cases when € > 1. Explicit examples are found in the 
SBB simulation. However, when J(OJ) has a narrow peak 
around one or more frequencies one might expect a selective 
energy mixing which would not allow rapid thermalization 
and in this limit the theory as it stands would break down. 
For example, in realistic models,26 the energy loss shows 
irregular behavior near the barrier region and cannot be as-
sumed to be a constant in a region of width kB T. Such a 

breakdown would be the dissipative counterpart to what is 
known as non-RRKM behavior in gas phase chemistry. 14 In 
principle such a situation could be remedied by explicit solu-
tion for the simultaneous equations of motion of the unstable 
and strongly coupled mode. This is though beyond the scope 
of the present paper. 

The theory presented in this paper is for a single well 
potential. Generalization to an asymmetric double well po-
tential is straightforward, all one needs to do is to adapt 
Melnikov and Meshkov's9 Eq. (8.8) to the unstable mode 
dynamics in both wells. 

Perhaps the most important result of this paper is that in 
classical mechanics, the motion along the unstable normal 
mode really determines the escape dynamics. The same is 
true in quantum mechanics as demonstrated for example in 
Refs. 19 and 27. Briefly, since A. '" <OJ"', the normal mode 
barrier is thicker as a result of dissipation, leading to an ex-
ponential decrease of tunneling rates. Elsewhere, the present 
approach will be generalized to treat the case of quantal es-
cape dynamics. 
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APPENDIX A: RESPONSE FUNCTION IN THE BARRIER 
REGION 

Let us consider the response of the system coordinate to 
an external driving forcef(t) when the system moves in the 
barrier region where the potential may be approximated by 
Eq. (2.5). FromEq. (1.1) the deterministic equation ofmo-
tion for the reaction coordinate reads 

q(t) - OJ""q(t) + f dt 'y(t - t ')q(t') = f(t)IM. 

(AI) 
The response of q ( t) to the force f( t) is described in terms of 
a response function E(t) the Laplace transform of which 
reads 

E (s) = [~ + sr(s) - OJ¥'] -I . (A2) 

On the other hand, using the normal mode representation 
Eq. (2.13) and the Hamiltonian (2.9), we find 

::::: u~ N u~ 
.=.(s) = ~ A. ¥' + .L ~ 2 

- J=I +A.j 
(A3) 

This representation reveals the divergent part of the re-
sponse arising from the instability of an inverted parabolic 
potential. Hence, the regular part of the response function, 
which decays in the time domain, is given by 
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N u2 
A fJ 

Reg[E(s)] = L ~ 2 
}=I +A} 

Now, apart from a factor 1/u~, the first expression on the 
right-hand side is just the Laplace transform of K(t) [cf. Eq. 
(2.22) ], and we immediately obtain Eq. (2.23). 

APPENDIX B: SUDDEN APPROXIMATION FOR THE 
CASE a*,\,* ~ 1 

For the exponential friction used in the SBB problem 
one finds that the spectral density J(w) is given by [cf. Eq. 
(2.4) ] 

y* 
J( w) = wwof< ----'-----

1 + (w/ w of< ) 2a *2y*2 
For frequencies w~wof< /a*y* this implies that 

(Bl) 

",," 
J(w)- w (B2) 

wa*2y* 
therefore in the limit that a*y* ~ 1 the spectral density has 
contributions from only very low frequency modes. This is a 
quantitative expression for the sluggishness of the bath 
modes. In this Appendix we use this observation to derive an 
expression for the energy loss, in this limit. Combining Eqs. 
(2.22), (3.28), (4.19), and (4.20) one finds by direct inte-
gration 

w2 N u2 

aE = 4V"(..i ~ + A "')..t ,,4 ;, L--4 
w j=IA j 

[sin(Ajtp/2) + (Aj/A ")cos(A/p/2)]2 
X (4J-A~)2 (B3) 

The time tp -1/,10 and all bath frequencies are very small so 
that Ajtp ~ 1. We may therefore expand the expression to 
first order in (,1]/,10)2. This gives the simple result 

( 

N ) (A ~ + A ,,2) A ,,4 w~ 
aE -;::;; L u~ . V of< 2 4 ---;;> 

j= I A 0 ,10 w 

X (Aotp + 2 :~ r (B4) 

Since I.J"= I u~ = d( 1 + E), and €~ 1 we find to first order 
in the perturbation parameter € that the energy loss is 

aE-;::;;€Q" -- 1 + -- Aotp + 2 _0 + O(c) . A ,,' ( A "') ( A )2 
Iq A~ A" 

APPENDIX C: SINGLE WELL RATES OF THE SBB 
SIMULATION 

(B5) 

As noted in Sec. IV, SBB present numerical results for 
the decay rate in a symmetric (piecewise parabolic) double 
well potential based on the ABM.7(e),25 In this Appendix we 
show how their results may be inverted to obtain the single 
well rate. It should be stressed though that this inversion is 
correct provided that the statistical independence assump-
tion underlying the ABM method is valid. 

As noted by Straub and Berne,7(e) the reactive flux, in a 
double well potential, with a high barrier ( /3 V" ~ 1) will 
decay exponentially at long times 

(Cl) 

where kf and kb are the forward and backward rate con-
stants and Aplat is the "plateau value" of the reactive flux 

kf+kb Aplat = (C2) 
(kf + kbhsT 

The assumption of statistical independence of consecu-
tive recrossings ofthe transition state (TS) leads to the fun-
damental relation of the ABM [Eq. (10) of Ref. 7(e)] 

TATB 
A plat = TA + TB _ TATB ' (C3) 

where TA ( T B) is defined as the fraction of trajectories inte-
grated along the system coordinate q that originate at the TS 
with velocity in direction of well A (B) which immediately 
get trapped in A (B) and so do not quickly recross the bar-
rier. 

The numerical simulation results of SBB for the sym-
metric double well potential denoted here as/~w are identi-
cal to Aplat ' It follows from Eq. (C3) that (TA = TB == To) 

2'jDW T. _ T 

0- 1 +/~w 
(C4) 

Similarly, for a purely harmonic barrier, the rate is exactly 
the multidimensional TST limit [Eq. (3.8)] so that A plat 
= A" /w". This implies that for the pure barrier with TA 
= TB == T", the fraction that immediately gets trapped 

when integrating along the system coordinate q is 

T" = U of< /w" (C5) 
1 +,1 "/w" 

For the single well problem, the assumption of statisti-
cal independence of recrossings allows us to estimate TA 
which is the fraction that immediately gets trapped in the 
well, from the symmetric double well result so that TA = To. 
On the other hand, TB , the fraction that crosses the barrier 
and doesn't return (because there is no well in the B region) 
is obtained from the pure barrier case, that is T B = T". In-
serting this with Eqs. (C4) and (C5) into Eq. (C3) leads to 
the desired result [cf. Eq. (4.32)] 

I SBB 2/~w (A" /w") 
T = l~w+A"/w" . 

(C6) 

Since I~w is given by SBB with error bounds, one can esti-
mate from this result new error bounds on/V'B in standard 
fashion. The single well estimate IV'B with its error bounds 
are given in Table 1. 
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