
PHYSICAL REVIEW E VOLUME 52, NUMBER 6 DECEMBER 1995
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The mean-first-passage time (MFPT) of a non-Markovian process that switches randomly between
deterministic fiow and a Fokker-Planck process (i.e., randomly Gashing diffusion) is considered. The
problem is formulated in an extended phase space in which the corresponding process is Markovian. It
is shown that (boundary and natural) conditions for integration of differential equations determining the
MFPT depend strongly on the class of domains from which the process is to escape. Exact solutions are
obtained for the MFPT of a linear Aow driven by randomly Gashing white noise.

PACS number(s): 05.40.+j, 02.50.—r

I. INTRODUCTION

Processes driven by a single noise have attracted con-
siderable attention in the past few decades. On the other
hand, processes driven by composite noises, understood
here as a product of at least two "elementary" noises,
have been investigated rather rarely. Early references to
such processes are related to studies of multistate random
walks and multistate diffusion processes; see part III B of
the review paper [1], and references therein. For exam-
ple, a system is considered to be in one of the multistate
X, , i =1,2, 3, . . . , and subject to diffusion in each of
them but with different diffusion coeKcients D;,
i =1,2, 3, . . . . The duration of stay in each of the state
is a random variable. It implies, for example, that even if
the diffusion in each state is zero, the effective behavior is
diffusional due to the random time spent in each of the
states. In Ref. [2], the first-passage time (FPT) problem
was considered for a two-state (dichotomic) diffusion pro-
cess: a Brownian motion jumps between a diffusion pro-
cess of strength D, and a diffusion process of strength
D2. A special class of processes, when a system jumps
between a diffusional state and a deterministic state, was
considered in detail in Refs. [3—7]. Such processes are
referred to as randomly fiashing diffusion because jumps
between diffusional and deterministic states are random
and steered by an exponentially correlated two-state
[0,1] Markovian process. In the papers, an evolution
equation for a one-dimensional probability distribution
was derived, solved, and analyzed in special cases.

In the present paper, we wish to study the FPT prob-
lem for Gashing diffusion. The process considered is
non-Markovian. The di%culties encountered in analyz-
ing the FPT for non-Markovian processes are known.
I.et us quote here van Kampen [8]: "... it is not clear
whether there exists a single quantity with a similar role,

nor that it is approximately equal to the first-passage time
Much attention has been devoted to the investiga-

tion of mean-first-passage times for non-Markovian pro-
cesses, and several techniques have been worked out to
calculate them [9—12]. Here, the problem is formulated
in an extended phase space in which the process is Mar-
kovian [9]. The construction of correct boundary condi-
tions for differential equations determining the MFPT is
not a trivial task because in the general case the boundary
conditions depend inevitably on deterniinistic (noiseless)
dynamics, the kind of noise acting on the system and the
interval [A,B] from which the system is to exit. It
should be emphasized that the specification of boundary
conditions should be based on physical assumptions, and it
should not be a purely mathematical choice.

The paper is organized as follows. In Sec. II we detail
the dynamics of the system. In Sec. III we present equa-
tions for the MFPT. In Sec. IV we analyze the MFPT for
a linear dynamically stable How.

II. RANDOMLY FLASHING DIFFUSION

I (t)=—,
' [1+/(t) ]q(t),

with ri(t) being Gaussian white noise,

(g(t)) =0, (g(t)ri(s)) =2D5(t —s)

(2)

(3)

The system we consider is described by the stochastic
equation in the Stratonovich sense [13],

x,=f (x, )+g (x, )I'(t), x E(x„x~),
for a given relevant variable x, =x (t). The interval
(xi,xz) can be the real line, the half-line, or a finite inter-
val. The functions f (x) and g(x) are deterministic, I (t)
is randomly Hashing white noise defined by the relation
[2,3,5—7]
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(g(t) & =0,
(g(t)g(s) &

= exp( —2vl t —sl ) .

(4)

For this process, the transition probabilities +1~—1
and —1—++1 during a small time dt equal v dt. Initial
probabilities for g(t) are chosen as

p, (0)—:Pr{g(0)=1]=—,
'

p i(0)=Pr{g(0)=—1]=—,
' (5)

It is assumed that an initial value x0 of the process (1) is
statistically independent of I (t). It is also assumed that
g(t) and g(t) are statistically independent of each other.
Hence from (3) and (4) it follows that

(r(t)&=0, (r(t)r(s)&=D5(t —s), D&0.
The non Gaus-sian noise I (t) has zero correlation time
and intensity D. I (t) is white noise but the process x,
driven by it is non-Markovian. The higher-order correla-
tion functions of I (t) can be obtained by making use of
the Gaussian character of rt(t} and properties of g(t) [3].
Let us notice that the intensity of the noise I (t) is a half
of the intensity of the Gaussian white noise (3).
I (t) can be interpreted as a Langevin force switched

on and off at random time-instants. If t is a spatial vari-

and g(t) being a symmetric two-state Markov process
[14],with

g(t)= {—1,1],

able, then I (t) can model a stochastic two-layer medium:
one layer is a medium with a diffusion coefficient D& =D
[15,3], and the other is vacuum (surroundings character-
ized by a diffusion coefficient Dz=0). It is the simplest
model of randomly stratified media and can be a starting
point of generalizations for X layers with different
diffusion coefficients D; (i =1,2, . . . , N) for each layer
[15].

As possible applications of Eq. (1) one can mention the
problem of multiple scattering of particles through plates
of matter separated by vacuum gaps [3]; transport phe-
nomena in sponge-type structures with empty places (va-
cua) and matter randomly distributed in space; wave
propagation in randomly stratified media [16], and so on.
Equation (1) is a particular case of two-state models in
which transitions from one state [deterministic:
x, =f (x, ) ] to the other state [diffusional:
x,=f ( x)+g( x) tr(t)] and vice versa occur at random
moments. Such models are mentioned by van Kampen
[17].
Equation (1) generates a non-Markovian stochastic

process x, with probabilistic characteristics determined
by all finite-dimensional probability distributions, multi-
time correlation functions, etc. It is impossible to find ex-
plicitly these quantities. Nevertheless, some characteris-
tics can be obtained. One of the fundamental problems
concerning the process x, in (1) is to determine its one-
dimensional probability density P(x, t) assuming that an
initial distribution density P(x,O)=P0(x) is known. In
[5] it was shown that an evolution equation for P(x, t)
has the form

P(x, t)=-at
8 f (x)P(x, t)+— g(x) g (x)P(x, t)D 0 i3

BX 2 BX BX

+ g(x) g(x)J ds exp[ 2v(t —s)]—J dy Q(x, tly, s) g(y) g(y)P(y, s),D 8 8 oo a a
4 Bx Bx 0

where Q(x, tly, s), t ~s is a solution of the problem

@x,tly, s)=S(x)Q(x, tly, s),8
at
Q(x, tl y, t)=o(x —y) (9)

and k(x ) is a parabolic diffusion (Fokker-Planck-
Kolmogorov) infinitesimal generator,

lation time

1
C 2v

of the telegraphic noise g(t) plays a crucial role. Indeed,
if the correlation time r, tends to zero (v~ ~ ), then the
last term on the right-hand side of Eq. (7) tends to zero
so that (7) reduces to a Fokker-Planck equation.

S(x)=— f(x)+— g(x) g(x) .8 D 8 8
BX 2 BX BX

(10) III. FPT: GENERAL CASE
In fact, Q(x, tly, s) is a conditional probability density of
the corresponding parabolic diffusion. The evolution
equation (7) is nonlocal with respect to space and nonlo-
cal in time. Let us notice that the first two terms on the
right-hand side of Eq. (7) form the diffusion generator
(10). The remainder describes a deviation from parabolic
diffusion and is connected with effects in which the corre-

The pair {x„g'(t)) forms a stationary Markov process
in the extended phase space (x„xz)X {—1, I], with the
conditional probability density f (x,g, tl x0,g0,0). Let
Prob{x,&[A,B]l x0x, t=O] be a probability that the
process having the value x0=x K[A,B] at initial time
t =0 is still in the interval [A,B] at instant t It can be.
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expressed by

Prob[x, H [A,B]~xo=x, t =0]=—,'P'»(x;+1)
+—,'P'» (x;—1),

where

P'»(x;+1)=f [f(y, 1, tax, +1,0)
+f (y, —l, tax, +1,0)]dy

(12)

(13)

detected. These two quantities are "hidden variables"
and constitute only auxiliary quantities for determining
T» (x ). From (14) and (15), equations for the moments
(20) can be derived, yielding

f (x)+Dg (x)g'(x)+Dg (x) T»(x;+1)
—v[T»(x;+1)—T»(x;—1)]=—1,

denote conditional probabilities for the realization of the
stochastic process x, that started out initially at
xo=x &[A,B],with +1 or —1 value of g(t), respective-
ly, to be found at time t still in the domain [A,B], A &B.
In Eq. (12), the initial preparation (S) for the process g(t)
has been taken into account. The sojourn probabilities
P'»(x;+1) and P'»(x; —1) obey the backward equa-
tions (the Stratonovich prescription) [2],

P»(x;+1)= f (x)+Dg (x)g'(x)+Dg (x)Bt x

X P'»(x;+1)
—v[P'» (x;+ 1)—P'» (x;—1)], (14)

P'»(x; —1)=f (x) P'»(x; —1)8
Bt Bx

—v[P'»(x; —1)—P'~a(x;+1)] . (15)

The initial condition at time t =0 of preparation for
P'»(x;+1) reads

f (x) T»(x;—1)—v[T»(x; —1)

—T»(x;+1)j=—1 . (23)

IV.MFPT: LINEAR DRIFT

In this section we specify the system. It is a linear sys-
tem with additive noise, i.e., with f (x )=—ax and
g (x)= 1 the stochastic fiow reads

x, =—ax, +I'(t), a )0, xE(—ao, oo) . (24)

Now, we have to distinguish two classes of intervals. For
the first class, the interval [A,B] belongs to the positive
or negative half-axes,

In order to solve Eqs. (22) and (23) we have to augment
these equations with appropriate boundary conditions.
These do depend on the form of deterministic functionsf (x) and g(x). For another FPT problem, this fact was
explicitly demonstrated in Ref. [11]. We next elucidate
this feature, and other subtleties, for a linear dynamically
stable How.

P';—,'(x;+1)=e(x —A)e(B —x), A &B,
where 6 is the Heaviside step function. The MFPT,

0&3 &B, A &B &0.
For the second class,

3 &0&B .

(25)

T» (x ), is given by the relation

T»(x)=f tP, (x)dt,
A. First class of intervals

For the first class of intervals the set of Eqs. (22) and
(23) reduces to the form

P, (x)=— Prob[x, &[A,B]~xo=x, t =0]a

=—,'P, (x;+1)+—,'P, (x;—1) (18)

DT", (x) axT', (x)—v[T—, (x)—T, (x)]=—1,
axT', (x)—v[T i(—x)—Ti(x)]=—1,

(27)

(28)

is a first-passage-time density and
where the prime denotes a derivative with respect to x
and the abbreviations

P, (x;+1)=— P'»(x;+1)0
Bt

(19) Ti(x)=Tati(x, + 1),T i (x)=T»(x, —1) (29)

are conditional first-passage-time densities.
If we introduce conditional first moments T„s(x,+1)

defined as

T»(x;Rl)= f tP, (x;kl)dt,
0

then, in virtue of (18), one has

T»(x)=—,
' [T»(x;+1)+T»(x;—1)] .

It is worth stressing that T»(x) is a quantity that can be
measured Neither .T»(x;+1) nor T„~(x;—1) can be

have been introduced. For these equations three bound-
ary conditions have to be supplied. Let us consider, for
example, the case 0& A &B. Take into account (25) and
notice that for g(t)=1, Eqs. (1) with (24) describe the
Ornstein-Uhlenbeck process,

x(t)=—ax(t)+g(t) . (30)

Therefore, for absorbing boundary conditions [2], one has

Ti(A)=T»(A;+1)=0, Ti(B)=T»(B;+1)=0.
(31)
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On the other hand, for g(t)= —1, Eq. (1) with (24)
reduces to the deterministic equation

pa= 1 p2 =(a/D)" A2A4A6 A2„

with

(42)

x(t)=—ax (t),
with the solution

(32) k(ka +2v)
(k+1)(k+2)(ka+v) ' (43)

x (t)=xoe (33)

T, ( A)=Tali( A; —1)=0 . (34)

So, Eqs. (27) and (28) with boundary conditions (31) and
(34) determine the mean-first-passage time Tzz(x) of the
process x, alone. There are two boundary conditions at
the left endpoint A [for Ti (x ) and T i (x ) ] and one at
the right endpoint B [for Ti(x)]. The value of T, (B)
follows then uniquely from Eqs. (27) and (28); its value is
not known a priori.

To solve the set (27) and (28), let us differentiate (27)
with respect to x and use (28) in order to eliminate
T i(x). The result reads

where x (t =0)=xo H [ A,B]. Because the solution (33) is
a decreasing function of time, the realization x (t) start-
ing at the point B cannot leave the domain [A,B]
through the right side. On the other hand, the realiza-
tion x (t) starting at the point A leaves the interval [A,B]
through the left side. Hence the third absorbing bound-
ary conditions for our problem is

F(B)G(A)—F(A)G(B)
F(B) F( A—)

G(B)—G(A)
F(B) F( A—)

(44)

(45)

Thus, Ti(x) is fully determined. To calculate T, (x), let
us notice that from Eq. (28) one can express T i(x) by
T, (x) as follows:

T, (x)=—x "~'f y '+"~'[1+vT, (y) ]dy,x
(46)

where the boundary condition (34) at x = A has been tak-
en into account.

Inserting Ti(x) of the form (39) into (46) yields

T, (x)=8'(x)—(x/A) "~'W(A),
where

(47)

The coefficients bo and bI are determined from the
boundary conditions (31) and are given by the following
relations:

DaxTi" (x)+(vD ax )Ti'(—x) W'(x) =—+bo+b,M(x)—R (x)1 (48)
—ax (a +2v) T', (x)+2v=0 . with the function M (x) and R (x) defined by the series

We seek a solution of Eq. (35) in the form of the infinite
series,

VM(x)=x g y „x ", (49)

T, (x)= g b„x" .
n=0

(36) R (x)=(x /D) g P2x " . (50)

The coefficients of Eq. (35) are polynomials with respect
to x. Therefore one can insert (36) into Eq. (35) and com-
pare the coefficients at the same x", n =0, 1,2, . . . . It
leads to the relations

(37)

Equations (39) and (47) with (21) yield the solution of the
MFPT problem with absorbing boundaries for the first
class (25) of intervals. In Figs. 1 and 2 we show the
dependence of T(x)=(—,')[T,(x)+T i(x)] upon two

and

ka(ka +2v)
D (k + 1)(k +2)(ka +v)

2.5
D = 0.01

Because of the recurrence relation (38), the solution (36)
can be presented in the form

1.5
Ti (x)=ho+ b iF (x) G(x), —

where

F(x)=x g y2„x ", G(x)=(x /D) g Pp„x " .

(39)

(40)

T(x)

0.5

n=0
The coefficients y„and p„read

n=0
0
0.1 0.3 0.5 0,7 0.9

and

10=1 72 =(a/D) A1A3A5 ' ' ' A2 i (41) FIG. 1. MFPT T(x) for the first class of intervals, A =0.1,
8=1, and for four values of the noise intensity D and fixed
a =v= 1.
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integrated. One should stress that (56) is not imposed on
the boundary of the region [A,B] but it includes the
internal point x =OP [A,B].

Now, we can proceed along the same way as solving
the problem for the first class of intervals. For T&(x) we
get the same relation (39). For T, (x) one obtains [cf.
(46}]

1.2

0.8

T(x) oo

0.4

T &(x)=—x "~ J y ~'[1+&T~(y)]dy,/ —1+ /a (57) 0.2

where the condition (56} is involved. Insert T&(x) from
(39) into (57). Then

0 I I

—0.6 -0.4 —0.2 0.2 0.4 0.6 0.8

T
&
(x)=W(x), (58)

with W(x) given by Eq. (48). So, the MFPT problem for
the second class of intervals is solved. The graphical
form of the solution is presented in Figs. 5 and 6, where
the dependence on the intensity D of white noise and the
correlation time of the dichotomic process g(t) is
displayed.

The MFPT problem for the second class of intervals
can also be treated in another way. Namely, consider
Eqs. (27} and (28} and add a small diffusive perturbation
of strength e to the second equation so that we obtain

DT)'(x) axT', (x)——v[T)(x)—T,(x)]=—1,
sT" i(x) axT' i(x—)—v[T i(x)—Ti(x)]=—1 .

(59)

(60)

This procedure corresponds to adding a small diffusion to
the deterministic dynamics in (32) and reduces to a spe-
cial case of a dichotomic Fokker-Planck process con-
sidered in Ref. [2], cf. Eqs. (3.1) and (3.2) therein and take
f+(x)=f (x)=—ax, g+(x)=1 andg (x)=+a/D. In
the limit c,—+0 we recover the starting equations. Now,
since both for g(t)=1 and g(t)= —1 the dynamics is
diffusionlike, i.e., with absorbing boundaries at A and B,
one finds the relations [2]

T)(A)=T„~(A;+1)=0, T)(B)=T~~(B;+1)=0,
(61)

FIG. 6. Same as Fig. 5, but for various values of v and fixed
D =a =1.

T )(A)=T„~(A;—1)=0, T )(B)=Tq~(B;—1)=0 .

Because coefficients of the differential equations (59) and
(60) are at most linear functions of x, we can proceed
along the same way as solving Eqs. (27) and (28) and ex-
pand T&(x) and T &(x) into series. We get recurrence
relations for coefficients of the expansions and, by use of
the boundary conditions (61) and (62), the MFPT T(x)
can be determined. Unfortunately, these so obtained
solutions read very complicated and are not of legible
form. In Fig. 7, the inhuence of the diffusive perturba-
tion on the MFPT T(x) is visualized. For decreasing
values of s, a sharp increase of T(x) from boundary
values T( A )=0 and T(B)=0 is observed and in the limit
c—+0, one recovers results obtained by use of the first
method. However, for arbitrary small values of c, the
boundary conditions (61) and (62) hold and only in the
limit E~0, T ( A )%0 and T (B)WO, and characteristic
jumps at the boundaries are exhibited.

1.2

0.9

T(z) o.s

0.7

0.6

0.5—0.6 —0.4 —0.2 0 0.2 0.4 0.6 0.8

0.8

T(x) o.s

0,4

0.2

0—0.6 —0.4 -0.2 0.2 0.4 0.6 0.8

FIG. 5. MFPT T(x) for the second class of intervals,
A =—0.6, B=0.8, and for three values of the noise intensity D
and fixed a =v=1.

FIG. 7. MFPT T(x) for the diffusively perturbed system (59)
and (60) and for the second class of intervals, A =—0.6,
B=0.8, for several values of the perturbation parameter c, and
fixed D =a =v=1.
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V. CONCLUSIONS

We elucidated the problem of evaluation of the mean-
first-passage time for processes that are subjected to
diffusion that is switched "on" and "off"with a Poissoni-
an switching time distribution. We obtained explicit re-
sults for a linear relaxation dynamics with stochastically
interrupted Gaussian white noise diffusion. As a primer,
it has been demonstrated that the MFPT depends on
(boundary) conditions that depend not only on the statis-
tics of the driving noise process but as well on the charac-
ter of the deterministic dynamics within the support
[A,B] of the stochastic dynamics. This leads to the con-
sideration of two classes of intervals. For the first class,
the boundary conditions for the MFPT T(x) cannot be
formulated directly, but are obtained only via the auxili-
ary pair [T,(x),T, (x)] of MFPT's, cf. Eqs. (31) and
(34). The value of the composed MFPT T(x) explicitly
depends on the boundary conditions for these auxiliary
MFPT's T&(x) and T, (x), as well as on the choice of in-
itial preparation of the jump dynamics, cf. Eqs. (5). In
this case, three absorbing boundary conditions can be
specified. For the second class of intervals, we formulat-
ed a complete set of boundary conditions, Eqs. (31) and
(56), for the auxiliary pair [T,(x),T &(x)] of the condi-
tional MFPT's. Two of them are absorbing boundary
conditions, and we have no third condition involving end-
points but a "fixed point" or an attraction point x =0 of
the deterministic dynamics. The boundary values of

T,(B) and/or T &( A) cannot be specified a priori but
arise from the stochastic dynamics. These values can be
calculated either from Eq. (47) or from Eq. (58) for the
first and the second class of intervals, respectively. In
conclusion, one generally cannot use a single quantity
like T(x) but rather several auxiliary, intermediate quan-
tities, such as T&(x) and T &(x), as in the case con-
sidered herein. This is the rationale behind van
Kampen's statement in Ref. [8], cited in the Introduction.

Finally we note that the stochastic relaxation with ran-
domly Gashing diffusion considered herein might find
direct application in areas where information is transcod-
ed along tottery transmission lines, e.g., in radiophysics,
or in faulty neuron networks. Moreover, a Hashing
diffusion model might also find applications for control of
chaos [18]or phase control [19].
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