
Stable Multiscale Petrov-Galerkin Finite Element
Method for High Frequency Acoustic Scattering

D. Gallistl∗ D. Peterseim∗

Abstract

We present and analyze a pollution-free Petrov-Galerkin multiscale
finite element method for the Helmholtz problem with large wave num-
ber κ as a variant of [Peterseim, arXiv:1411.1944, 2014]. We use stan-
dard continuous Q1 finite elements at a coarse discretization scale H
as trial functions, whereas the test functions are computed as the solu-
tions of local problems at a finer scale h. The diameter of the support
of the test functions behaves likemH for some oversampling parameter
m. Provided m is of the order of log(κ) and h is sufficiently small, the
resulting method is stable and quasi-optimal in the regime where H is
proportional to κ−1. In homogeneous (or more general periodic) media,
the fine scale test functions depend only on local mesh-configurations.
Therefore, the seemingly high cost for the computation of the test
functions can be drastically reduced on structured meshes. We present
numerical experiments in two and three space dimensions.

Keywords multiscale method, pollution effect, wave propagation, Helmholtz prob-
lem, finite element method
AMS subject classification 35J05, 65N12, 65N15, 65N30

1 Introduction

Standard finite element methods (FEMs) for acoustic wave propagation are
well known to exhibit the so-called pollution effect [BS00], which means
that the stability and convergence of the scheme require a much smaller
mesh-size than needed for a meaningful approximation of the wave by finite
element functions. For an highly oscillatory wave at wave number κ, the
typical requirement for a reasonable representation reads κH . 1 for the
mesh-size H, that is some fixed number of elements per wave-length. The
standard Galerkin FEM typically requires at least καH . 1 where α > 1
depends on the method and the stability and regularity properties of the
continuous problem. There have been various attempts to reduce or avoid the
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Bonn, Germany, {gallistl,peterseim}@ins.uni-bonn.de

1

  
 

  
  

  
  

  
  

  
  

   
  

  
 

 
   

  
   

   
  

 

http://arxiv.org/abs/1411.1944


Multiscale Petrov-Galerkin FEM

H

10
-3

10
-2

10
-1

||
.|
|

V
 n

o
rm

 e
rr

o
r

10
1

10
2

msPGFEM

FEM

bestapprox

O(H)

Figure 1: Convergence history of the multiscale FEM (msPGFEM), the standardQ1

FEM (FEM) and the best-approximation (bestapprox) in the finite element space
for a two-dimensional plane wave with wave number κ = 27 (see also Section 5).

pollution effect, e.g., discontinuous Galerkin methods [TF06, FW09, FW11,
HMP11], high-order finite elements [MS10, MS11a], discontinuous Petrov-
Galerkin methods [ZMD+11, DGMZ12], or the continuous interior penalty
method [Wu14] among many others. A good historical overview is provided
in [ZMD+11].

The work [Pet14] suggested a multiscale Petrov-Galerkin method for the
Helmholtz equation where standard finite element trial and test functions
are modified by a local subscale correction in the spirit of numerical homog-
enization [MP14]. In the numerical experiments of [Pet14], a variant of that
method appeared attractive where only the test functions are modified while
standard finite element functions are used as trial functions. In this paper,
we analyze that method and reformulate it as a stabilized Q1 method in the
spirit of the variational multiscale method [Hug95, HFMQ98, HS07, Mål11,
Pet15]. The method employs standard Q1 finite element trial functions on
a grid GH with mesh-size H. The test functions are the solutions of local
problems with respect to a grid Gh at a finer scale h which is chosen fine
enough to allow for stability of the standard Galerkin FEM over Gh. The
diameter of the support of the test functions is proportional to mH for the
oversampling parameter m. Under the condition that m is logarithmically
coupled with the wave number κ through m ≈ log(κ), we prove that the
method is pollution-free, i.e., the resolution condition κH . 1 is sufficient
for stability and quasi-optimality under fairly general assumptions on the
stability of the continuous problem. The performance of the method is illus-
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trated in the convergence history of Figure 1. More detailed descriptions on
the numerical experiments will be given in Section 5. As the test functions
only depend on local mesh-configurations, on structured meshes the number
of test functions to be actually computed is much smaller then the overall
number of trial and test functions on the coarse scale. In many cases, the
computational cost is then dominated by the coarse solve and the overhead
compared with a standard FEM on the same coarse mesh remains propor-
tional to md ≈ log(κ)d. Even if no structure of the mesh can be exploited to
reduce the number of patch problems, the method may still be attractive if
the problem has to be solved many times with different data (same κ though)
in the context of inverse problems or parameter identification problems.

The paper is structured as follows. Section 2 states the Helmholtz prob-
lem and recalls some important results. The definition of the new Petrov-
Galerkin method follows in Section 3. Stability and error analysis are carried
out in Section 4. Section 5 is devoted to numerical experiments.

Standard notation on complex-valued Lebesgue and Sobolev spaces ap-
plies throughout this paper. The bar indicates complex conjugation and i
is the imaginary unit. The L2 inner product is denoted by (v, w)L2(Ω) :=∫

Ω vw̄ dx. The Sobolev space of complex-valued Lp functions over a domain
ω whose generalized derivatives up to order k belong to Lp is denoted by
W k,p(ω;C). The notation A . B abbreviates A ≤ CB for some constant C
that is independent of the mesh-size, the wave number κ, and all further pa-
rameters in the method like the oversampling parameter m or the fine-scale
mesh-size h; A ≈ B abbreviates A . B . A.

2 The Helmholtz Problem

Let Ω ⊆ Rd, for d ∈ {1, 2, 3}, be an open bounded domain with polyhedral
Lipschitz boundary which is decomposed into disjoint parts ∂Ω = ΓD ∪ ΓR
with ΓD closed. The classical Helmholtz equation then reads

−∆u− κ2u = f in Ω,

u = uD on ΓD,

iκu−∇u · ν = g on ΓR

(2.1)

for the outer unit normal ν of Ω and the real parameter κ > 0. For the sake
of a simple exposition we assume uD = 0. Either of the parts ΓD or ΓR is
allowed to be the empty set. In scattering problems, the Dirichlet boundary
ΓD typically refers to the boundary of a bounded sound-soft object whereas
the Robin boundary ΓR arises from artificially truncating the full space Rd to
the bounded domain Ω [Ihl98]. The variational formulation of (2.1) employs
the space

V := W 1,2
D (Ω;C) := {v ∈W 1,2(Ω;C) : v|ΓD

= 0}.
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For any subset ω ⊆ Ω we define the norm

‖v‖V,ω :=
√
κ2‖v‖2

L2(ω)
+ ‖∇v‖2

L2(ω)
for any v ∈ V

and denote ‖v‖V := ‖v‖V,Ω. Define on V the following sesquilinear form

a(v, w) := (∇v,∇w)L2(Ω) − κ2(v, w)L2(Ω) − iκ(v, w)L2(ΓR).

Although the results of this paper hold for a rather general right-hand side
in the dual of V , we focus on data f ∈ L2(Ω;C) and g ∈ L2(ΓR;C) for the
ease of presentation. The weak form of the Helmholtz problem then seeks
u ∈ V such that

a(u, v) = (f, v)L2(Ω) + (g, v)L2(ΓR) for all v ∈ V. (2.2)

We assume that the problem is polynomially well-posed [EM12] in the sense
that there exists some constant γ(κ,Ω) which depends polynomially on κ
such that

γ(κ,Ω)−1 ≤ inf
v∈V \{0}

sup
w∈V \{0}

<a(v, w)

‖v‖V ‖w‖V
. (2.3)

For instance, in the particular case of pure impedance boundary conditions
∂Ω = ΓR, it was proved in [Mel95, CF06] by employing a technique of
[MIB96] that γ(κ,Ω) . κ. Further setups allowing for polynomially well-
posedness are described in [Het07, EM12, HMP14b]. In particular, the case
of a medium described by a convex domain (with Robin boundary conditions
on the outer part of the boundary) and a star-shaped scatterer (with Dirichlet
boundary conditions) allows for polynomial well-posedness [Het07]. Another
admissible setting is described in [EM12] where Ω is a bounded Lipschitz
domain with pure Robin boundary. For general configurations, however, the
dependence of the stability constant γ(κ,Ω) from (2.3) is an open question.
Throughout this paper we assume that (2.3) is satisfied. The case of a
possible exponential dependence [BCWG+11] is excluded here.

3 The Method

This section introduces the notation on finite element spaces and meshes
and defines the multiscale Petrov-Galerkin method (msPGFEM) for the
Helmholtz problem.

3.1 Meshes and Data Structures

Let GH be a regular partition of Ω into intervals, parallelograms, paral-
lelepipeds for d = 1, 2, 3, respectively, such that ∪GH = Ω and any two dis-
tinct T, T ′ ∈ GH are either disjoint or share exactly one lower-dimensional
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hyper-face (that is a vertex or an edge for d ∈ {2, 3} or a face for d = 3). We
impose shape-regularity in the sense that the aspect ratio of the elements
in GH is uniformly bounded. Since we are considering quadrilaterals (resp.
hexahedra) with parallel faces, this guarantees the non-degeneracy of the
elements in GH . We consider this type of partitions for the sake of a sim-
ple presentation and to exploit the structure to increase the computational
efficiency. The theory of this paper carries over to simplicial triangulations
or to more general quadrilateral or hexahedral partitions satisfying suitable
non-degeneracy conditions or even to meshless methods based on proper
partitions of unity [HMP14a].

Given any subdomain S ⊆ Ω, define its neighbourhood via

N(S) := int
(
∪ {T ∈ GH : T ∩ S 6= ∅}

)
.

Furthermore, we introduce for any m ≥ 2 the patches

N1(S) := N(S) and Nm(S) := N(Nm−1(S)).

The shape-regularity implies that there is a uniform bound Col,m = Col,m(d)
on the number of elements in the mth-order patch,

max
T∈GH

card{K ∈ GH : K ⊆ Nm(T )} ≤ Col,m.

We abbreviate Col := Col,1. Throughout this paper, we assume that the
coarse-scale mesh GH is quasi-uniform. This implies that Col,m depends
polynomially on m. The global mesh-size reads H := max{diam(T ) : T ∈
GH}. Let Qp(GH) denote the space of piecewise polynomials of partial degree
≤ p. The space of globally continuous piecewise first-order polynomials reads

S1(GH) := C0(Ω) ∩Q1(GH).

The standard Q1 finite element space reads

VH := S1(GH) ∩ V.

The set of free vertices (the degrees of freedom) is denoted by

NH := {z ∈ Ω : z is a vertex of GH and z /∈ ΓD}.

Let IH : V → VH be a surjective quasi-interpolation operator that acts as a
stable quasi-local projection in the sense that IH ◦ IH = IH and that for any
T ∈ GH and all v ∈ V there holds

H−1‖v − IHv‖L2(T ) + ‖∇IHv‖L2(T ) ≤ CIH‖∇v‖L2(N(T )). (3.1)

Under the mesh condition that κH . 1 is bounded by a generic constant,
this implies stability in the ‖ · ‖V norm

‖IHv‖V ≤ CIH ,V ‖v‖V for all v ∈ V, (3.2)
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with a κ-independent constant CIH ,V . One possible choice (which we use in
our implementation of the method) is to define IH := EH ◦ΠH , where ΠH is
the piecewise L2 projection onto Q1(GH) and EH is the averaging operator
that maps Q1(GH) to VH by assigning to each free vertex the arithmetic
mean of the corresponding function values of the neighbouring cells, that is,
for any v ∈ Q1(GH) and any free vertex z ∈ NH ,

(EH(v))(z) =
∑
T∈GH

with z∈T

v|T (z)

/
card{K ∈ GH : z ∈ K}.

Note that EH(v)|ΓD
= 0 by construction. For this choice, the proof of

(3.1) follows from combining the well-established approximation and stability
properties of ΠH and EH , see, e.g., [DE12].

3.2 Definition of the Method

The method is determined by three parameters, namely the coarse-scale
mesh-size H, and the stabilization parameters h (the fine-scale mesh-size)
and m (the oversampling parameter) which are explained in the following.
We assign to any T ∈ GH its m-th order patch ΩT := Nm(T ) (for a positive
integer m) and define for any v, w ∈ V the localized sesquilinear forms

aΩT
(v, w) := (∇v,∇w)L2(ΩT ) − (κ2v, w)L2(ΩT ) − i(κv,w)L2(ΓR∩∂ΩT )

and

aT (v, w) := (∇v,∇w)L2(T ) − (κ2v, w)L2(T ) − i(κv,w)L2(ΓR∩∂T ).

Let Gh be a global uniform refinement of the mesh GH over Ω and define

Vh(ΩT ) := {v ∈ Q1(Gh) ∩ V : v = 0 outside ΩT }.

Define the null space

Wh(ΩT ) := {vh ∈ Vh(ΩT ) : IH(vh) = 0}

of the quasi-interpolation operator IH defined in the previous section. Given
any nodal basis function Λz ∈ VH , let λz,T ∈ Wh(ΩT ) solve the subscale
corrector problem

aΩT
(w, λz,T ) = aT (w,Λz) for all w ∈Wh(ΩT ). (3.3)

The well-posedness of (3.3) will be proved in Section 4. Let λz :=
∑

T∈GH
λz,T

and define the test function

Λ̃z := Λz − λz.

6
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The space of test functions then reads

ṼH := span{Λ̃z : z ∈ NH}.

We emphasize that the dimension dimVH = dim ṼH is independent of the
parameters m and h. Figures 2–3 display typical examples for the test func-
tions Λ̃z and correctors. The multiscale Petrov-Galerkin FEM seeks uH ∈ VH
such that

a(uH , ṽH) = (f, ṽH)L2(Ω) + (g, ṽH)L2(ΓR) for all ṽH ∈ ṼH . (3.4)

The error analysis and the numerical experiments will show that the
choice H . κ−1, m ≈ log(κ) suffices to guarantee stability and quasi-
optimality properties, provided that καh . 1 where α depends on the sta-
bility and regularity of the continuous problem. The conditions on h are the
same as for the standard Q1 FEM on the global fine scale (e.g. κ3/2h . 1
for stability [Wu14] and κ2h . 1 for quasi-optimality [Mel95] in the case of
pure Robin boundary conditions on a convex domain).

3.3 Remarks on Generalizations of the Method

The present approach exploits additional structure in the mesh and thereby
drastically decreases the cost for the computation of the test functions (Λ̃z :
z ∈ NH). Indeed, (3.3) is translation-invariant and, thus, the number of cor-
rector problems to be solved is determined by the number of patch configu-
rations. This number is typically much smaller than the number of elements
in GH , see Figure 4 for an illustration.

Some remarks on more general versions of the presented msPGFEM are
in order.

Element shapes. As Figure 4 illustrates, highly structured meshes are de-
sirable as they lead to a moderate number of patch problems. The method
presented in Subsection 3.2 considers, for simplicity, a partition of the do-
main in parallelepipeds. While in scattering problems the outer part of the
boundary ΓR results from a truncation of the full space and, hence, the
choice of a simple geometry (e.g., a cube) is justified, it is extremely im-
portant to guarantee an accurate representation of more general scattering
objects. This requires more general element shapes such as isoparametric el-
ements or partitions in bricks and simplices with first-order ansatz functions
on the reference cell (see [Pet14] for simplicial meshes). The msPGFEM and
its error analysis is also applicable to this situation. The configurations at
the boundary will then determine the number of corrector problems.

Fine-scale grid. The present approach is based on a global fine-scale grid
Gh and a particular choice of the domains ΩT , which is convenient for the
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Figure 2: Coarse-scale trial function Λz (left), corrector λz (middle), and modified
test function Λ̃z = Λz − λz (right) in 1D with κ = 25, H = 2−4, h = 2−10, m = 2.

Figure 3: Coarse-scale trial function Λz (left), and element corrector λz,T (right) in
2D with κ = 25, H = 2−4, h = 2−7, m = 2 for the patch highlighted in Figure 4.

implementation of the method. It is, however, not necessary for the domains
ΩT to be aligned with the mesh GH . Also the spaces Wh(ΩT ) can be defined
over independent fine-scale meshes over ΩT .

Adaptive methods. For certain configurations of the domains ΩT , for
instance in the presence of re-entrant corners, it may be desirable to utilize
an adaptive fine-scale mesh over ΩT for the solution of the corrector problem
(3.3). As proven in Lemma 1 below, the corrector problems are coercive
and mesh-adaptation may improve the efficiency of the fine-scale corrector
problem. As mentioned in the previous remark, it is indeed possible to
employ independent fine-scale meshes over different domains ΩT , ΩK . The
stability and error analysis for the adaptive case, which are expected to be
more involved, are not discussed in this paper.
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Figure 4: All possible patch configurations (up to rotations) on a structured mesh
of the square domain with pure Robin boundary with m = 2. A trial function and
corresponding corrector for the highlighted patch is depicted in Figure 3.

Figure 5: Modulus of the idealized test function Λ̃z for m =∞, H = 2−4, h = 2−7

in 2D in a logarithmically scaled plot. The dots indicate the grid points of the
coarse mesh. Left: κ = 25; right: κ = 26.
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4 Error Analysis

We denote the global finite element space on the fine scale by Vh := Vh(Ω) =
S1(Gh)∩V . We denote the solution operator of the element corrector problem
(3.3) by CT,m. Then any z ∈ NH and any T ∈ GH satisfy λz,T = CT,m(Λz)
and we refer to CT,m as element correction operator. The map Λz 7→ λz
described in Subsection 3.2 defines a linear operator Cm via Cm(Λz) = λz
for any z ∈ NH , referred to as correction operator. For the analysis we in-
troduce idealized counterparts of these correction operators where the patch
ΩT equals Ω. Define the null space space Wh := {v ∈ Vh : IH(v) = 0}. For
any v ∈ V , the idealized element corrector problem seeks CT,∞v ∈ Wh such
that

a(w,CT,∞v) = aT (w, v) for all w ∈Wh. (4.1)

Furthermore, define
C∞v :=

∑
T∈GH

CT,∞v. (4.2)

It is proved in [MS10, Corollary 3.2] that the form a is continuous and
there is a constant Ca such that

a(v, w) ≤ Ca‖v‖V ‖w‖V for all v, w ∈ V.

The following result implies the well-posedness of the idealized corrector
problems.

Lemma 1 (well-posedness of the idealized corrector problems). Provided

CIH
√
ColHκ ≤ 1/

√
2, (4.3)

we have for all w ∈Wh equivalence of norms

‖∇w‖L2(Ω) ≤ ‖w‖V ≤
√

3/2 ‖∇w‖L2(Ω)

and ellipticity
1

2
‖∇w‖2L2(Ω) ≤ <a(w,w).

Proof. For any w ∈Wh the property (3.1) implies

κ2‖w‖2L2(Ω) = κ2‖(1− IH)w‖2L2(Ω) ≤ C
2
IH
ColH

2κ2‖∇w‖2L2(Ω).

Lemma 1 implies that the idealized corrector problems (4.2) are well-
posed and the correction operator C∞ is continuous in the sense that

‖C∞vH‖V ≤ CC‖vH‖V for all vH ∈ VH

for some constant CC ≈ 1. Since the inclusionWh(ΩT ) ⊆Wh holds, the well-
posedness result of Lemma 1 carries over to the corrector problems (3.3) in
the subspace Wh(ΩT ) with the sesquilinear form aΩT

.
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The proof of well-posedness of the Petrov-Galerkin method (3.4) will be
based on the fact that the difference (C∞−Cm)(v) decays exponentially with
the distance from supp(v). In the next theorem, we quantify the difference
between the idealized and the discrete correctors. The proof will be given
in Appendix A of this paper and is based on the exponential decay of the
corrector C∞Λz itself, see Figure 5. That figure also illustrates that the decay
requires the resolution condition (4.3), namely κH . 1.

Theorem 1. Under the resolution condition (4.3) there exist constants C1 ≈
1 ≈ C2 and 0 < β < 1 such that any v ∈ VH , any T ∈ GH and any m ∈ N
satisfy

‖∇(CT,∞v − CT,mv)‖L2(Ω) ≤ C1β
m‖∇v‖L2(T ), (4.4)

‖∇(C∞v − Cmv)‖L2(Ω) ≤ C2

√
Col,mβ

m‖∇v‖L2(Ω). (4.5)

Provided h is chosen fine enough, the standard FEM over Gh is stable
in the sense that there exists a constant CFEM such that with γ(κ,Ω) from
(2.3) there holds

(
CFEMγ(κ,Ω)

)−1 ≤ inf
v∈Vh\{0}

sup
w∈Vh\{0}

<a(v, w)

‖v‖V ‖w‖V
. (4.6)

This is actually a condition on the fine-scale parameter h. In general, the
requirements on h depend on the stability of the continuous problem [Mel95].

Theorem 2 (well-posedness of the discrete problem). Under the resolution
conditions (4.3) and (4.6) and the following oversampling condition

m ≥ |log
(√

6Ca
√
ColCIHCIH ,V C2

√
Col,mCFEMγ(κ,Ω)

)
|
/
|log(β)|, (4.7)

problem (3.4) is well-posed and the constant CPG := 2CIH ,V CCCFEM satisfies

(
CPGγ(κ,Ω)

)−1 ≤ inf
vH∈VH\{0}

sup
ṽH∈ṼH\{0}

<a(vH , ṽH)

‖vH‖V ‖ṽH‖V
.

Proof. Let uH ∈ VH with ‖uH‖V = 1. From (4.6) we infer that there exists
some v ∈ Vh with ‖v‖V = 1 such that

<a(uH − C∞(ūH), v) ≥
(
CFEMγ(κ,Ω)

)−1‖uH − C∞(ūH)‖V .

It follows from the structure of the sesquilinear form a that C∞(ūH) solves
the following adjoint corrector problem

a(C∞(ūH), w) = a(uH , w) for all w ∈Wh, (4.8)
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cf. [MS11b, Lemma 3.1]. Let ṽH := (1− Cm)IHv ∈ ṼH . We have

a(uH , ṽH) = a(uH , (1− C∞)IHv) + a(uH , (C∞ − Cm)IHv). (4.9)

Since C∞ is a projection onto Wh, we have (1−C∞)(1− IH)v = 0 and, thus,
(1 − C∞)IHv = (1 − C∞)v. The solution properties (4.8) of C∞(ūH) and
(4.1)–(4.2) of C∞v prove a(uH ,C∞v) = a(C∞(ūH), v). Hence,

<a(uH , (1− C∞)IHv) = <a(uH − C∞(ūH), v)

≥
(
CFEMγ(κ,Ω)

)−1‖uH − C∞(ūH)‖V .

Furthermore, the estimate (3.2) implies

1 = ‖uH‖V = ‖IH(uH − C∞(ūH))‖V ≤ CIH ,V ‖uH − C∞(ūH)‖V .

The second term on the right-hand side of (4.9) satisfies with ‖uH‖V = 1
and Lemma 1 that

|a(uH , (C∞ − Cm)IHv)| ≤
√

3/2Ca‖∇(C∞ − Cm)IHv‖L2(Ω).

Altogether, it follows that

<a(uH , ṽH) ≥

(
1

CIH ,V CFEMγ(κ,Ω)
−
√

3

2
Ca‖∇(C∞ − Cm)IHv‖L2(Ω)

)
.

Theorem 1 and (3.1) show that

‖∇(C∞ − Cm)IHv‖L2(Ω) ≤ C2

√
Col,mβ

m‖∇IHv‖ ≤ C2

√
Col,mCIH

√
Colβ

m.

Hence, the condition (4.7) and ‖ṽH‖V = ‖(1 − C∞)v‖V ≤ CC imply the
assertion.

Remark 1 (adjoint problem). Under the assumptions of Theorem 2, prob-
lem (3.4) is well-posed and, thus, it follows from a dimension argument that
there is non-degeneracy of the sesquilinear form a over VH × ṼH . Thus, the
adjoint problem to (3.4) is well-posed with the same stability constant as in
Theorem 2.

The quasi-optimality result requires the following additional condition
on the oversampling parameter m,

m ≥ |log
(

2C2

√
Col,mC

2
aCPGγ(κ,Ω)

√
3/2
)
|
/
|log(β)|. (4.10)

Theorem 3 (quasi-optimality). The resolution conditions (4.3) and (4.6)
and the oversampling conditions (4.7) and (4.10) imply that the solution uH
to (3.4) with parameters H, h, and m and the solution uh of the standard
Galerkin FEM on the mesh Gh satisfy

‖uh − uH‖V . ‖(1− IH)uh‖V ≈ min
vH∈VH

‖uh − vH‖V .
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Proof. Let e := uh − uH . The triangle inequality and Lemma 1 yield

‖e‖V ≤ ‖(1− IH)uh‖V + ‖IHe‖V .

It remains to bound the second term on the right-hand side. The proof
employs a standard duality argument, the stability of the idealized method
and the fact that our practical method is a perturbation of that ideal method.
Let zH ∈ VH be the solution to the dual problem

(∇vH ,∇IHe) + κ2(vH , IHe) = a(vH , (1− C∞)zH)

for all vH ∈ VH (cf. Remark 1). The choice of the test function vH = IHe
implies that

‖IHe‖2V = a(IHe, (1−C∞)zH) = a(IHe, (Cm−C∞)zH)+a(IHe, (1−Cm)zH).

The identity IH(Cm−C∞)zH = 0, the resolution condition (4.3), the estimate
(4.5), and the stability of the adjoint problem imply for the first term on the
right-hand side that

a(IHe, (Cm − C∞)zH)

≤ Ca
√

3/2‖IHe‖V ‖∇(Cm − C∞)zH‖L2(Ω)

≤ C2

√
Col,mCa

√
3/2‖IHe‖V βm‖∇zH‖

≤ C2

√
Col,mC

2
aCPGγ(κ,Ω)

√
3/2βm‖IHe‖2V .

The condition (4.10) implies that this is ≤ 1
2‖IHe‖

2
V . The Galerkin orthog-

onality a(uh − uH , (1 − Cm)zH) = 0, the solution property (4.2) of C∞zH ,
the resolution condition (4.3) and the exponential decay (4.5) imply for the
second term

a(IHe, (1− Cm)zH) = a(IHuh − uh, (1− Cm)zH)

= a(IHuh − uh, (C∞ − Cm)zH)

≤
√

3/2CaC2

√
Col,mβ

m‖IHuh − uh‖V ‖∇zH‖L2(Ω).

The stability of the adjoint problem implies

‖∇zH‖L2(Ω) ≤ CPGγ(κ,Ω)Ca‖IHe‖V .

Thus,

a(IHe, (1−Cm)zH) ≤
√

3/2C2
aC2

√
Col,mCPGβ

mγ(κ,Ω)‖IHuh−uh‖V ‖IHe‖V .

The term ‖IHe‖V can be absorbed and the oversampling condition (4.7)
implies that βm

√
Col,mγ(κ,Ω) is controlled by some κ-independent constant.

The combination with the foregoing displayed formulae concludes the proof.
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The following consequence of Theorem 3 states an estimate for the error
u− uH .

Corollary 1. Under the conditions of Theorem 3, the discrete solution uH
to (3.4) satisfies with some constant C ≈ 1 that

‖u− uH‖V ≤ ‖u− uh‖V + C min
vH∈VH

‖uh − vH‖V .

In particular, provided that the solution satisfies u ∈W 1,s(Ω) for 0 < s ≤ 1,
the error decays as ‖u− uH‖V ≤ O(Hs).

Remark 2. In the idealized case that m = ∞, we have uh − IHuh ∈ Wh

and, thus,

a(uh − IHuh, (1− C∞)vH) = 0 for all vH ∈ VH .

Therefore, problem (3.4) and the Galerkin property show that uH = IHuh.

5 Numerical Experiments

We investigate the method in three numerical experiments. The convergence
history plots display the absolute error in the norm ‖ · ‖V versus the mesh
size H.

5.1 Plane Wave on the Square Domain

On the unit square Ω = (0, 1)2, we consider the pure Robin problem ΓR = ∂Ω
with data given by the plane wave u(x) = exp(−iκx · ( 0.6

0.8 )).
Figure 6a–6c displays the convergence history for κ = 26, 27, 28 and the

fine-scale mesh parameter h = 2−11. The best-approximation error of con-
tinuous Q1 functions in ‖·‖V and the error of the standard Galerkin FEM on
the same coarse mesh are plotted for comparison. As expected, the standard
FEM clearly exhibits the pollution effect, and larger values of κ increase the
discrepancy between the approximation error of the FEM and the theoret-
ical best-approximation by Q1 functions in the regime under consideration.
In contrast, the approximation by the msPGFEM can compete with the
best-approximation on meshes that allow a meaningful representation of the
solution. We stress the fact that the convergence history plots merely take
into account the coarse mesh-size H, but the computational cost in the mul-
tiscale method is moderately higher than in the standard FEM due to the
increased communication caused by the coupling m ≈ log(κ).

For the oversampling parameterm = 2, the number of corrector problems
to be solved for the finest mesh GH is 49 out of 1 048 576 when no symmetry
is exploited.
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Figure 6: (a)–(c). Comparison of the msPGFEM with the best approximation in
‖ · ‖V and the standard Galerkin FEM for the 2D plane wave example for κ =
26, 27, 28. (d). Dependence on the fine mesh parameter h in the 2D plane wave
example with κ = 28.
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Figure 7: Convergence history for the 2D plane wave example with κ = 27 (left)
and κ = 28(right), h = 2−11 and varying m.

Figure 6d displays the dependence on the fine mesh parameter h for
κ = 28 and oversampling parameter m = 6. Since the multiscale method
based on the fine grid Gh computes approximations of the FEM solution on
that fine grid, e.g. uH = IHuh for m =∞ as in Remark 2, it is clear that the
accuracy of the msPGFEM is limited by the accuracy of the standard FEM
on the fine scale. This can be observed in Figure 6d. It can be also seen that a
finer fine-scale mesh-size h improves the error of the msPGFEM towards the
best-approximation. In this two-dimensional example, the quasi-optimality
constant appears to be close to 1

Next, we study the dependence on the oversampling parameter m. Fig-
ure 7 displays the convergence history for κ = 27 and κ = 28. The fine mesh
parameter is h = 2−11 and m varies from m = 1 to m = 6. It turns out
that for the present configuration, the value m = 2 is sufficient for quasi-
optimality. In the range where H is significantly larger than κ−1 and the
resolution condition is violated, larger oversampling parameters may lead to
larger errors, which is not surprising in view of the lack of decay, see also
Figure 5. This, however, is no more the case as soon as H is small enough
to allow for a meaningful representation of the wave.

5.2 Multiple Sound-Soft Scatterers in 2D

We consider the domain

Ω := (0, 1)2
∖( [

5
16 ,

7
16

]
×
[

5
16 ,

7
16

]
∪
[

10
16 ,

12
16

]
×
[

8
16 ,

10
16

]
∪
[

4
16 ,

6
16

]
×
[

10
16 ,

13
16

] )
from Figure 8. The incident wave uin(x) = exp(−iκx · ( 0.6

0.8 )) is incorporated
through the Robin boundary condition with g := iκuin + ∂νuin on the outer
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Figure 8: Coarse mesh for the square domain with three scatterers from Subsec-
tion 5.2

boundary ΓR := {x ∈ {0, 1} or y ∈ {0, 1}}. On the remaining part of
the boundary ΓD := ∂Ω \ ΓR we impose homogeneous Dirichlet conditions.
We choose the fine mesh parameter as h = 2−11. Since the exact solution
is unknown, we compute a reference solution with the standard Q1 FEM
on the fine mesh Gh and we compare the coarse approximation with this
reference solution. Errors committed by the fine scale are not included in the
discussion. Figure 9 displays the convergence history for κ = 25 and κ = 26.
The oversampling parameter m varies from m = 1 to m = 4. As in the
foregoing example, the value m = 2 for the oversampling parameter seems
to be sufficient for the quasi-optimality and even a quasi-optimality constant
close to 1 in the range of wave numbers considered here. In particular, the
pollution effect that is visible for the standard Galerkin FEM is not present
for the msPGFEM. Reduced convergences rates which are expected from the
presence of re-entrant corners are not visible in this computational range. For
the oversampling parameter m = 2, the number of corrector problems to be
solved for the finest mesh GH is 210 out of 61 952 when no symmetry is
exploited.

5.3 Plane Wave on the Cube Domain

On the unit cube Ω = (0, 1)3, we consider the pure Robin problem with data
given by the plane wave u(x) = exp(−iκx · 1√

38

(
2
3
5

)
).

We choose κ = 25. Figure 10 compares the error of the msPGGEM
h = 2−4 and m ∈ {1, 2, 3, 4} with the best-approximation in the ‖ · ‖V
norm and the error of the standard Galerkin FEM. Also in this example,
the msPGFEM is pollution-free for the oversampling parameter m ≥ 2.
The quasi-optimality constant appears slightly larger than in 2D. For the
oversampling parameter m = 2, the number of corrector problems to be
solved for the finest mesh GH is 343 out of 262 144 when no symmetry is
exploited.
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Figure 9: Convergence history for the multiple scattering example from Subsec-
tion 5.2 for κ = 25 (left) and κ = 26 (right) h = 2−11.
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Figure 10: Convergence history for the 3D plane wave example for κ = 25 and
h = 2−7.

18



Multiscale Petrov-Galerkin FEM

A Appendix: Proof of Theorem 1

For the sake of completeness we also present a proof of the exponential decay
result Theorem 4 which is central for the method. The idea of the proof is
the same as in the previous proofs of the exponential decay [MP14, HP13,
EGMP13, HMP14a, BP14] in the context of diffusion problems. The differ-
ence especially with respect to [Pet14] is that here the quasi-interpolation is
a projection. This simplifies the proofs and leads to slightly better rates in
the exponential decay that have been experimentally observed in [Pet14].

Let Ih : C0(Ω) → Vh denote the nodal Q1 interpolation operator. Stan-
dard interpolation estimates and the inverse inequality prove for any T ∈ GH
and all q ∈ Q2(T ) the stability estimate

‖∇Ihq‖L2(T ) ≤ CIh‖∇q‖L2(T ). (A.1)

In the proofs we will frequently make use of cut-off functions. We collect
some properties in the following lemma.

Lemma 2. Let η ∈ S1(GH) be a function with values in the interval [0, 1]
satisfying the bound

‖∇η‖L∞(Ω) ≤ CηH−1 (A.2)

and let R := supp(∇η). Given any subset K ⊆ GH , any φ ∈Wh satisfies for
S = ∪K ⊆ Ω that

‖φ‖L2(S) . H‖∇φ‖L2(N(S)) (A.3)

‖(1− IH)Ih(ηφ)‖L2(S) . H‖∇(ηφ)‖L2(N(S)) (A.4)

‖∇(ηφ)‖L2(S) . ‖∇φ‖L2(S∩{supp(η)}) + ‖∇φ‖L2(N(S∩R)). (A.5)

Proof. The property (3.1) readily implies (A.3). Furthermore, (3.1) implies

‖(1− IH)Ih(ηφ)‖L2(S) ≤ HCIH
√
Col‖∇Ih(ηφ)‖L2(N(S)).

Estimate (A.1) leads to

‖∇Ih(ηφ)‖L2(N(S)) ≤ CIh‖∇(ηφ)‖L2(N(S)).

This proves (A.4). For the proof of (A.5) the product rule and (A.2) imply

‖∇(ηφ)‖L2(S) ≤ ‖∇φ‖L2(S∩{supp(η)}) + CηH
−1‖φ‖L2(S∩R).

The combination with (A.3) concludes the proof.

Theorem 4 (decay). Under the resolution condition (4.3), there exists 0 <
β < 1 such that, for any vH ∈ VH and all T ∈ GH and m ∈ N,

‖∇CT,∞vH‖L2(Ω\Nm(T )) ≤ Cβm‖∇vH‖L2(T ).
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Proof. We define the cut-off function η ∈ S1(GH) via

η ≡ 0 in Nm−3(T ) and η ≡ 1 in Ω \ Nm−2(T ).

Note that η is thereby also uniquely defined on the set R := supp(∇η). The
shape-regularity implies that η satisfies (A.2). Let vH ∈ VH and denote
φ := CT,∞vH ∈Wh. Elementary estimates lead to

‖∇φ‖2Ω\Nm(T ) ≤ |(∇φ, η∇φ)L2(Ω)| ≤ |(∇φ,∇(ηφ))L2(Ω)|+ |(∇φ, φ∇η)L2(Ω)|

≤M1 +M2 +M3 +M4

for

M1 := |(∇φ,∇((1− Ih)(ηφ)))L2(Ω)| M2 := |(∇φ,∇((1− IH)Ih(ηφ)))L2(Ω)|
M3 := |(∇φ,∇(IHIh(ηφ)))L2(Ω)| M4 := |(∇φ, φ∇η)L2(Ω)|.

The property (A.1) proves

M1 ≤ ‖∇φ‖L2(R) ‖∇(ηφ− Ih(ηφ))‖L2(R) . ‖∇φ‖L2(R)‖∇(ηφ)‖L2(R).

Hence, it follows with (A.5) that

M1 . ‖∇φ‖L2(R)‖∇φ‖L2(N(R)).

Since w := (1 − IH)Ih(ηφ) ∈ Wh, the identity (4.1) and the fact that the
support of w lies outside T imply a(w, φ) = aT (w, vH) = 0 and therefore

M2 = a(w, φ) + κ2(w, φ) = κ2(w, φ) ≤ κ2‖w‖L2(N(R))‖φ‖L2(N(R)).

The estimates (A.3) and (A.4) and the resolution condition κH . 1 from
(4.3) imply

M2 . ‖∇φ‖L2(N2(R))‖∇(ηφ)‖L2(N2(R)).

The application of (A.5) yields

M2 . ‖∇φ‖L2(N2(R))(‖∇φ‖L2(N2(R)) + ‖∇φ‖L2(N(R))) . ‖∇φ‖2L2(N2(R)).

The function IHIh(ηφ) vanishes outside N(R). Hence, the stability and ap-
proximation properties (3.1) and (A.1) lead to

M3 ≤ ‖∇φ‖L2(N(R))‖∇(IHIh(ηφ))‖L2(N(R))

. ‖∇φ‖L2(N(R))‖∇(ηφ)‖L2(N2(R)).

With (A.5) we obtain

M3 . ‖∇φ‖L2(N(R))(‖∇φ‖L2(N2(R)) + ‖∇φ‖L2(N(R))) . ‖∇φ‖2L2(N2(R)).

20



Multiscale Petrov-Galerkin FEM

For the term M4, the Lipschitz bound (A.2) and (A.3) prove

M4 ≤ ‖∇φ‖L2(R) ‖φ‖L2(R)CηH
−1 . ‖∇φ‖2L2(N(R)).

Altogether, it follows for some constant C̃ that

‖∇φ‖2L2(Ω\Nm(T )) ≤ C̃‖∇φ‖
2
L2(N2(R)).

Recall that N2(R) = Nm(T ) \ Nm−5(T ). Since

‖∇φ‖2L2(Ω\Nm(T )) + ‖∇φ‖2L2(Nm(T )\Nm−5(T )) = ‖∇φ‖2L2(Ω\Nm−5(T )),

we obtain

(1 + C̃−1)‖∇φ‖2L2(Ω\Nm(T )) ≤ ‖∇φ‖
2
L2(Ω\Nm−5(T )).

The repeated application of this argument proves for β̃ := (1 + C̃−1)−1 < 1
that

‖∇φ‖2L2(Ω\Nm(T )) ≤ β̃
bm/5c‖∇φ‖2L2(Ω) . β̃bm/5c‖∇vH‖2L2(T ).

This is the assertion.

We proceed with the proof of Theorem 1.

Proof of Theorem 1. We define the cut-off function η ∈ S1(GH) via

η ≡ 0 in Ω \ Nm−1(T ) and η ≡ 1 in Nm−2(T ).

This function is thereby uniquely defined and satisfies the bound (A.2). Since
(1 − IH)Ih(ηCT,∞v) ∈ Wh(ΩT ), we deduce with Céa’s Lemma, the identity
IHCT,∞v = 0 and the approximation and stability properties (3.1) and (A.1)
and the resolution condition (4.3) that

‖∇(CT,∞v − CT,mv)‖2L2(Ω) . ‖CT,∞v − (1− IH)Ih(ηCT,∞v)‖2V
= ‖(1− IH)Ih(CT,∞v − ηCT,∞v)‖2V,Ω\{η=1}

. ‖∇(1− η)CT,∞v‖2L2(N(Ω\{η=1}))

. ‖∇CT,∞v‖2L2(N(Ω\{η=1})).

Note that N(Ω \ {η = 1}) = Ω \Nm−3(T ). This and Theorem 4 prove (4.4).
Define z := (C∞ − Cm)v and zT := (CT,∞ − CT,m)v. The ellipticity from

Lemma 1 proves
1

2
‖∇z‖2L2(Ω) ≤

∣∣∣∣ ∑
T∈GH

a(z, zT )

∣∣∣∣.
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We define the cut-off function η ∈ S1(GH) via

η ≡ 1 in Ω \ Nm+2(T ) and η ≡ 0 in Nm+1(T ).

This function is thereby uniquely defined and satisfies the bound (A.2). For
any T ∈ GH we have (1− IH)Ih(ηz) ∈Wh with support outside ΩT . Hence,
we obtain with z = Ihz that

a(z, zT ) = a(Ih(z − ηz), zT ) + a(IHIh(ηz), zT ).

The function z − Ih(ηz) vanishes on S := {η = 1}. Hence, the first term on
the right-hand side satisfies

|a(Ih(z − ηz), zT )| ≤ Ca‖Ih(z − ηz)‖V,Ω\S‖zT ‖V .

The Friedrichs inequality with constant CF proves together with the stability
(A.1) and the estimate (A.5) applied to the cut-off function (1− η) that

‖Ih(z − ηz)‖V,Ω\S .
√

1 + (CFκH)2‖∇z‖L2(Ω\S) . ‖∇z‖L2(Ω\S).

Furthermore, IHIh(ηz) vanishes on Ω \ N(supp(1 − η)). Hence, we infer
from Friedrichs’ inequality and the resolution condition (4.3), the stability
properties (3.1) and (A.1) and the (A.5) that

|a(zT , IHIh(ηz))| . ‖∇z‖L2(N2(supp(1−η)))‖zT ‖V .

The sum over all T ∈ GH and the Cauchy inequality yield with the finite
overlap of patches

‖∇z‖2L2(Ω) .
∑
T∈GH

‖∇z‖L2(N2(supp(1−η)))‖zT ‖V

.
√
Col,m‖∇z‖L2(Ω)

√∑
T∈GH

‖zT ‖2V .

The combination with (4.4) concludes the proof.
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