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The magnetic field induced rearrangement of the cycloidal spin structure in ferroelectric monodomain
single crystals of the room-temperature multiferroic BiFeO3 is studied using small-angle neutron
scattering. The cycloid propagation vectors are observed to rotate when magnetic fields applied
perpendicular to the rhombohedral (polar) axis exceed a pinning threshold value of ∼5 T. In light of
these experimental results, a phenomenological model is proposed that captures the rearrangement of the
cycloidal domains, and we revisit the microscopic origin of the magnetoelectric effect. A new coupling
between the magnetic anisotropy and the polarization is proposed that explains the recently discovered
magnetoelectric polarization perpendicular to the rhombohedral axis.
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Owing to the strong cross coupling between magnetism
and electric polarization, several potentially ground break-
ing applications of magnetoelectric (ME) multiferroics are
suggested such as magnetic read heads, magnetoelectric
memory, or logic devices [1–3]. Among multiferroics,
BiFeO3 is by far the most studied compound due to its
large ferroelectric polarization [4,5], switchable ferroelec-
tric domains [4–7], and multiferroic phase at room temper-
ature [8,9], all of which are crucial for applications.
Although this material has been studied for half a century,
the origin of ME coupling in bulk crystals is still under
debate due to both the low symmetry of Fe sites and Fe-Fe
bonds and the complex magnetic order.
A rhombohedral distortion of the perovskite structure

of BiFeO3, which reduces the space group symmetry to
R3c, generates the large ferroelectric polarization P ≈
60 μC= cm2 along the h111i-type directions below TC ¼
1100 K [4–9]. AtTN ¼ 640 K, the S ¼ 5=2 iron spins order
into aG-type antiferromagnetic (AF) structure; thus, BiFeO3

becomes multiferroic [8,9]. The ferroelectric distortion
induces a uniformDzyaloshinskii-Moriya interaction (DMI),
which modifies the AF order with a superposed, long
wavelength (λ ¼ 62 nm) cycloidal modulation [10,11].
The propagation vectors (q) of the cycloids are aligned with
h11̄0i directions in the planes perpendicular to the polar axis.
Because of this ME coupling, which is referred to as the spin
current [12] or spin flexoelectric interaction [13], the rotation
sense of the AF spin cycloid is uniquely defined [14]. In the

polar phase, the lack of inversion symmetry further leads
to a second staggeredDMI [15], which results in a 1° canting
of the AF order perpendicular to the cycloidal plane as
visualized in Fig. 1 of Ref. [16]. This weak-ferromagnetic
component enables the observation of the magnetic order
and domain populations by small-angle neutron scattering
(SANS) [16].
Recently, advances in the synthesis of single ferroelectric

domain single crystals allowed the detailed investigation
of the origin of the ME coupling [5,7]. High-resolution
neutron diffraction studies of the crystal structure indicated
that a decrease of the ferroelectric polarization below TN
may be attributed to negative magnetostriction [17]. On the
other hand, a more recent systematic study of the magnetic
field-induced excess polarization, ΔP measured along all
the principal crystallographic axes was interpreted in terms
of an antisymmetric exchange mechanism in Ref. [18].
Following their conventions, our Cartesian coordinate
system, x, y, z is, respectively, fixed to ½11̄0�, ½112̄�, and
the ferroelectric [111] axes in the pseudocubic notation. It
was also reported that, at a critical magnetic field, the
cycloidal structure is unwound and a two sublattice canted
AF order is stabilized [18,19]. Across this metamagnetic
transition,ΔPz changes rapidly, which indicates the cycloid
to carry a significant polarization compared with the canted
AF state, in agreement with the coupling between the
ferroelectric polarization and the uniform DMI. However,
ΔPx and ΔPy are also different in the two phases, which
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cannot be explained by the usual spin-current model
[12,13]. Therefore, more general antisymmetric exchange
terms dβαðSi × SjÞα were proposed to describe excess
polarization both along and perpendicular to the polar
axis [18].
Theoretical works commonly assume that, in BiFeO3,

the cycloidal q vectors are fixed to the h11̄0i-type direc-
tions by strong magnetocrystalline anisotropy [18,20].
Therefore, an applied magnetic field can only tune the
length of the q vectors and alter the population of the three
h11̄0i-type domains. In addition, these theories fail to
capture the zero-field hysteresis observed in either Py or
the infrared absorption spectrum of the spin-wave excita-
tions after the application of high magnetic fields [21].
In this Letter, we report a SANS study of BiFeO3, which

shows that moderate magnetic fields of μ0H ≳ 5 T can
overcome the magnetocrystalline anisotropy and rotate the
q vectors in the plane perpendicular to the polar axis. To the
best of our knowledge, in type-I multiferroics, this is the first
direct observation of magnetic field induced changes in
domains containing long-wavelengthmagneticmodulations.
The changes in the orientation of q and in the population of
the domains are irreversible, which explains the aforemen-
tioned hysteresis effects. Most importantly, our SANS data
motivate the proposal for a new ME mechanism in BiFeO3

giving rise to a polarization perpendicular to the polar axis.
SANS experiments were carried out on ferroelectric

monodomain BiFeO3 single crystals with a typical mass
of 25 mg grown by the same laser floating-zone technique
as in Ref. [18]. The details of the crystal growth are
reported in Ref. [5]. SANS were performed using
the D33 instrument of the Institut Laue-Langevin, and
the SANS-I instrument of the Paul Scherrer Institut. The
incoming neutron wavelength was always set to 8 Å.
Typical SANS patterns, shown in Fig. 1, represent the

sum of detector images, which were measured for an
incoming neutron beam nearly parallel to the z axis and

as the sample was rotated (rocked) around both the x and
the y axes by �3° in 0.2° steps. After the initial cooling of
the sample to 2 K, when the as-grown crystal had not been
exposed to any magnetic fields before, six Bragg spots were
resolved with their q vectors aligned with the symmetry
equivalent h11̄0i directions [Fig. 1(a)]. Each spot pair at�q
is due to one of the three cycloidal domains labeled as q1,
q2, and q3 (see Fig. 1), and their relative intensities reflect
the population of the domains, which are nearly equal in the
as-grown state. Note that the slight increase of the intensity
around the þq2 spot position and the additional streak
around the spot arise due to nonmagnetic scattering from
the sample edges. From the peak position in the jqj
dependence of the intensity, the periodicity of the cycloid
is determined to be 62.2 nm, which agrees well with the
cycloidal wavelength observed previously in BiFeO3 using
neutron diffraction and SANS [10,11,16].
Next, magnetic fields were applied along the y direction,

which did not change the scattering pattern up to 5 T
[Fig. 1(b)]. However, the intensity of the spots in the q1
and q3 domains gradually decreased for μ0H ≳ 5 T
[Figs. 1(c)–1(e)]. In high magnetic fields only, the q2
domain remained with q perpendicular to the field.
Moreover, the initial domain population was not restored
when the field was decreased to zero at 2 K [Fig. 1(f)] and
not even when the sample was warmed up to 300 K in zero
field (not shown). The initial domain population was reset
only after the sample was heated above TN , to T ¼ 673 K.
ForHkx, similar toHky, no change in the SANS pattern

was observed up to 5 T [Fig. 1(g)]. In higher fields, the
population of the q2 domain with q parallel to the field
gradually fell, whereas q1 and q3 rotated toward the y
direction perpendicular to the field [Figs. 1(h)–1(j)]. When
the field was decreased to zero, these q vectors relaxed
slightly back to their initial positions [Fig. 1(k)]. This
rearrangement was more pronounced after warming the
sample up to 300 K [Fig. 1(l)]. On the other hand, the q2
domain remained unpopulated even at 300 K.

FIG. 1. (a)–(e) Magnetic field dependence of the SANS patterns recorded in the z or (111) plane, when a magnetic field was applied
along the Hky axis (½112̄� direction) in the zero field cooled (ZFC) state at 2 K. (f) Zero field image after the field treatment (FT).
(g)–(j) The field dependence measured forHkx (½11̄0� direction) after the sample had been heated above TN and zero-field cooled. After
subsequent removal of the field SANS patterns were recorded at (k) 2 K and then at (l) 300 K, respectively.
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To quantitatively analyze field dependent changes in the
Bragg-peak positions, their azimuthal angle α measured
from the x axis [Fig. 1(a)] was deduced by fitting the
azimuthal angle-dependent total scattered intensity with a
sum of Gaussian peaks. The azimuthal angles averaged
according to α ¼ ðαq þ α−q − 180°Þ=2 for �q of the same
domain are shown in Fig. 2. For both field directions, Hkx
and Hky, the angular positions of q only start to change
above 5 T as seen in Figs. 2(a) and 2(b), respectively. When
the magnetic field is applied along the x direction, q1 and
q3 rotate toward the y axis. Although these domains are
stable for Hkx up to the highest fields, their q vectors do
not merge even at 10.5 T. For Hky, q1 and q3 also move
closer to the direction perpendicular to the field, i.e., to the
x axis, before the corresponding domains disappear.
Following former works describing the magnetic field

induced reorientation of q in helimagnets [22–24], here, we
introduce a phenomenological model to describe the energy
of a cycloidal domain as a function of the orientation of q.

A related microscopic theory based on numerical energy
minimization has been proposed very recently by Fishman
[25]. In BiFeO3 the uniform DMI favors q vectors lying in
the plane perpendicular to the polar axis [13]. The in-plane
anisotropy can be described by an anisotropy energy
Hani ¼ −K6 cosð6αÞ, dependent on the azimuthal angle
α in accord with the C3v point symmetry of the lattice. In
small magnetic fields, the Zeeman energy of the cycloid
can be described by its linear susceptibility, with compo-
nents parallel and perpendicular to the cycloidal plane
denoted as χk and χ⊥, respectively. The angular dependent
part of the Zeeman energy has the following form:
HH ¼ �ðμ0=4ÞΔχH2 cosð2αÞ, where H is the strength
of the external field, Δχ ¼ χ⊥ − χk, and μ0 is the vacuum
permeability. The plus and minus signs correspond to field
directions Hkx and Hky, respectively. The total energy of
the cycloid is H ¼ Hani þHH, and a single dimensionless
parameter β ¼ H

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðμ0Δχ=4K6Þ
p

describes the orientation
of q. Since the q vectors align parallel to h11̄0i directions in
the zero field state of BiFeO3, K6 > 0. In finite fields, q
tends to be perpendicular to H, i.e., Δχ > 0. Indeed, χ⊥,
which corresponds to a conical distortion of the cycloid, is
larger than χk which describes its anharmonic distortion.
The magnetic field dependence of α, as deduced from

this model for Hkx, is shown in Fig. 3(a). Because of the
symmetry of the model, the orientations of q are simply
transformed to the 0°–90° interval by taking αq2 − 180°
and −αq3 for the q2 and q3 domains, respectively. The solid
black line shows the field dependence of the global energy
minimum. The q vectors of the two stable domains q1
and q3 gradually rotate towards the �y directions with the
increasing field, and above a critical field, βcx ¼ 3, q
becomes exactly perpendicular to the field. There is also
a local minimum [dashed black line in Fig. 3(a)] which
corresponds to the metastable domain q2. The orientation
of this q vector is independent of the field, and above
β > βcx, this domain becomes unstable and disappears.
This model qualitatively captures the observed rotation

of q and the changes in the domain population, though it
cannot explain the pinning of q. Microscopically, the
pinning of the cycloid is realized via deformations of the
cycloidal wave front due to impurities that locally perturb
the strength of magnetic interactions and anisotropies
[26,27]. Here, the effect of impurity pinning is included
in our phenomenological model by a static friction term
that describes how q only starts to rotate once a threshold
torque value, τ is reached. In Fig. 3, the region where
τ > ð∂H=∂αÞ, thus, where the q vectors are pinned, is
shaded in grey. Therefore, when a magnetic field Hkx
is applied to the as-grown state [red curves in Fig. 3(a)],
the orientation of q at 60° is not expected to change until
the static friction is overcome. Only then, q slips and α
increases following the border of white and grey regions
corresponding to the threshold torque value. We also note

(b)

FIG. 2. Magnetic field dependence of the azimuthal position
of q within the z plane, for (a) Hkx and (b) Hky, respectively.
The azimuthal angles of �q are averaged according to
ðαq þ α−q − 180°Þ=2 in each domain, with α as defined in
Fig. 1(a). The symbol sizes are proportional to the scattered
intensity of the corresponding peaks.
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that, due to pinning, α is not expected to ever be completely
perpendicular to the field, which is consistent with our
observations. Upon decreasing the field, the high-field
value of α is maintained until the small white pocket is
reached at lower fields and where the orientation of q
relaxes along the border. In reality, the cycloidal state
cannot rigidly rotate over infinitely large regions, but
instead, the sample volume becomes divided into smaller
regions. The different pinning torque in these regions can
explain the broadening of the spots in field (see Fig. 1)
and the slight difference between the theoretical curves in
Fig. 3(a) and the mean azimuthal position of the q vectors
determined from the experiments.
For the orthogonal field direction Hky, as shown in

Fig. 3(b), the q1 and q3 domains are metastable, and their q
vectors are expected to rotate with increasing field until they
reach þ45° and −45°, respectively. Because of pinning,
these q vectors do not even reach these limiting angles up to
the critical field, βcy ¼

ffiffiffi

3
p

, where these domains become
unstable and disappear. The q vectors of the q2 domain
maintain their zero field alignment and remain stable up to
the highest fields.
Since the reconstruction of the magnetic domain structure

can affect themeasured bulk electric polarization, in the light

of the present SANS results, we reconsider the analysis of
recent high-field magnetization and magnetic field induced
electric polarization data reported in Ref. [18]. Experi-
mentally, it was found that the critical field necessary to
transform the low field cycloidal phase into a canted anti-
ferromagnetic order is isotropic in the plane perpendicular to
the polar axis. This lies in stark contrast to predictions based
on microscopic theory [18,20], where the q vectors are
expected to be tightly fixed to the h11̄0i-type directions by
the strong in-plane anisotropy. Our experiment, first, dem-
onstrates that this widely accepted theoretical assumption is
not valid, and for μ0H ≳ 7 T only, domains with q nearly
perpendicular to the field survive, irrespective of the in-plane
direction of the field. Furthermore, the in-plane magnetiza-
tion and the y component of the magnetic field induced
polarization, ΔPy show hysteresis below ≲6 T [18], whose
origin has not been clarified. Our SANS experiments give
compelling evidence that fields on this scale irreversibly
depopulate the unfavored cycloidal domain(s); thus, the
hysteresis of ΔPy can be attributed to the polarization
difference between the as-grown and the field treated states
with different domain populations. The model proposed in
Ref. [18] can reproduce magnetically induced polarizations
in the z plane, perpendicular to q. However, our experiments
evidence a rotation of q which would imply the cancellation
ofΔPy in theirmodel when the external field is applied along
the x direction.
To resolve this contradiction, we propose a Landau

theory where the coupling between the in-plane polariza-
tion p and the antiferromagnetic vector l is described by
the free energy density term ΦME ¼ γðpxlxlz þ pylylzÞ þ
δ½pxlxly þ pyðl2x − l2y=2Þ� in the lowest order. We note that a
similar expression was derived in Refs. [28,29] to describe
the electric field induced shift of the spin-wave energies,
but it contained electric field components instead of the
ferroelectric polarization. The first term with coefficient γ
cancels for a cycloid since it only gives an oscillating
polarization. However, the δ term describes an in-plane
polarization induced by the antiferromagnetic cycloid
with nontrivial dependence on the azimuthal angle:
½px; py� ∝ ½sinð2αÞ; cosð2αÞ�. In the as-grown state, with
equally populated domains, the in-plane polarization com-
ponents induced by the different domains cancel out. After
exposing the material to Hky, a finite polarization arises
only in the y direction, whereas Hkx induces polarization
along the −y direction in agreement with the polarization
measurements. When the q vectors are perpendicular to the
field, ΔPy is expected to have the opposite sign but the
same magnitude for Hkx and Hky, while, experimentally,
ΔPy ¼ 200 μC=m2 and −450 μC=m2 is found, respec-
tively. The difference in the absolute values can be
explained by higher order anisotropy terms or by the fact
that the q vectors are not completely perpendicular to
the field for Hkx. Besides ΔPy, a transverse polarization,
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FIG. 3. Theoretical field dependence of the azimuthal position
of q when (a) Hkx and (b) Hky, respectively. Black solid and
dashed lines show the field dependence of the global and local
energy minima, respectively. The grey area shows the region
where q is pinned by disorder induced static friction. The red
curves show the predicted change in the in-plane orientation of q
in the presence of disorder for cases where the highest applied
magnetic field is different. The blue symbols represent the
measured positions as described in the text.

PHYSICAL REVIEW LETTERS 120, 147203 (2018)

147203-4



which vanishes for Hkx and Hky but which is finite for
intermediate orientations of the field, is expected according
to our model. To the best of our knowledge, such an
experiment has never been performed, though it may unveil
further details of the ME coupling in BiFeO3.
Microscopically, the ME free energy term ΦME intro-

duced above can be associated with anisotropic magneto-
striction or an on-site metal-ligand hybridization [29]. We
expect that this mechanism dominates over the antisym-
metric dβαðSi × SjÞα-type terms proposed in Refs. [18,30].
The former involves third order terms of lα and pα, whereas
the latter corresponds to fourth-order terms also involving
spatial derivatives of lα.
In summary, we studied the magnetic field-driven

rearrangement of cycloidal domains in BiFeO3 using
SANS. For in-plane fields, we found that, above ≳7 T,
only the domains favored by the external field survive.
Moreover, if the alignment of the q vectors in zero field is
not perpendicular to the magnetic field, they tend to rotate
and align orthogonal to the field above ≳5 T when the
static friction due to disorder induced pinning is overcome.
Based on the rotation of q, the origin of the spin-
polarization coupling is reconsidered, and a new ME term
is introduced, this amounting to an important step forward
for a complete theory of the ME effect in BiFeO3.
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