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ABSTRACT
In this paper, we mainly investigate subjects’ food likability based
on audio-related features as a contribution to EAT – the ICMI 2018
Eating Analysis and Tracking challenge. Specifically, we conduct
4-level Double Tree Complex Wavelet Transform decomposition of
an audio signal, and obtain five sub-audio signals with frequencies
ranging from low to high. For each sub-audio signal, not only
‘traditional’ functional-based features but also deep learning-based
features via pretrained CNNs based on SliCQ-nonstationary Gabor
transform and a cochleagram map, are calculated. Besides, the
original audio signals based Bag-of-Audio-Words features extracted
by the openXBOW toolkit are used to enhance the model as well.
Finally, the early fusion of all these three kinds of features can lead
to promising results, yielding the highest UAR of 79.2 % by means
of a leave-one-speaker-out cross-validation, which holds a 12.7 %
absolute gain compared with the baseline of 66.5 % UAR.
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1 INTRODUCTION
EAT – The ICMI 2018 Eating Analysis and Tracking challenge [7]
is targeted at eating condition analysis. i. e., recognising whether
people are eating while speaking, and if yes, what kind of food, the
likability level, and chewing and speaking difficulty. Specifically,
the challenge includes the following three sub-tasks:

• Food-type Sub-Challenge: Perform a seven-class food classi-
fication per utterance.

• Likability Sub-Challenge: Recognise the subjects’ food lika-
bility rating.

• Chew and Speak Difficulty Sub-Challenge: Recognise the
level of difficulty to speak while eating.

These topics are interesting given that eating is one of the basic
activities of human beings, and speaking while eating is very com-
mon human behaviour in real life [8]. In this work, we focus on
the food likability classification based on the audio modality, i. e.,
recognising the subjects’ food likability rating from speech signals.

In the literature, there are merely a handful of studies on this
research [7, 8]. For example, in [8] and [7], the acoustic features
were extracted over the whole frequency bands, with an assumption
that all frequency bands hold an equal importance. However, some
research in the speech domain suggest that different frequency sub-
bands indeed contribute differently for certain speech processing
tasks, such as speech enhancement [1] and emotion recognition [4].
Motivated by these studies, we aim to decompose the original audio
signals into five sub-audios covering from high to low frequency
subbands by means of a 4-level Double Tree Complex Wavelet
Transformation (DT-CWT). Then, we select the most informative
sub-audio for a consecutive feature extraction.

Inspired by the effectiveness of deep scalogram representation
for sound event classification [19], we further extract deep repre-
sentations [19] as a new feature set, which is obtained by feeding
the SliCQ-nonstationary Gabor transformation (SliCQ-NSGT) and
cochleagrammaps [30] that are transformed from sub-audio signals
into pretrained Convolutional Neural Networks (CNNs) [15].
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Figure 1: Flowchart of the proposed model.

Figure 2: DT-CWT of a 1-D audio signal. h0(n) and h1(n) de-
note the low-pass and high-pass filter pair for the upper fil-
ter bank, respectively; д0(n) and д1(n) represent the low-pass
and high-pass filter pair for the lower filter bank, respec-
tively.

2 METHODOLOGY
Figure 1 illustrates the pipeline of our proposed model. Firstly, the
original audio is decomposed into five sub-audios by DT-CWT
approach. Then, the high-level deep representations are distilled
by feeding the SliCQ-NSGT and cochleagram maps of remarkable
sub-audio into a pre-trained Resnet50 CNN model. Meanwhile,
traditional functional-based features are extracted on the sub-audio
signals as well. Above two features sets as well as BoAW extracted
on the original audio signals are finally fused and fed into SVMs
for prediction. More details of the framework are described in the
following sections.

2.1 Dual-Tree Complex Wavelet Transform
Wavelet-based features have already been applied successfully for
many acoustic signal analysis tasks such as [3, 18, 25], because
of their ability to better localise transients and higher common
time-frequency resolution. Along with several further advantages,
such features potentially suffer from some deficiencies such as lack
of time invariance and directionality for two and higher dimen-
sional signals, as well as oscillatory behaviour. Similarly, Wavelet
packet transformation (WPT) [28] also suffers from two main prob-
lems [12]: 1) The shift-invariance of WPT is completely fulfilled
only in a particular case, so it becomes obvious that theWPT cannot

achieve shift-invariance; 2) the order of the packet is not the same
as the order in the frequency area. That is, the features based on
WPT are not always as robust and stable as expected. Even more,
the greater effort for calculating wavelet coefficients is considered
not worth the extra effort if gains are not outstanding. In order
to cope with the above problems, complex wavelet transforma-
tion (CWT) has been proposed [11]. DT-CWT, which is a specific
case of CWT proposed by Kingsbury in 1998, can be realised by dif-
ferent low-pass and high-pass filters based on two parallel Discrete
Wavelet Transformations (DWT) [22]. Thus, it is shift-variance, and
provides a low-directional selectivity in high dimensions [27], as
well as a perfect reconstruction and an efficient computation. The
wavelet function with a dual-tree complex wavelet is expressed as:

ψ (t) = ψh (t) + iψдz(t) , (1)

where ψh (t) and ψдz(t) indicate two real wavelets, i denotes the
complex unit, andψh (t) andψдz(t) are a pair of Hilbert transforms.
The complex function guarantees its better performance for non-
stationary signals.

Figure 2 exhibits the DT-CWT decomposition of an audio signal,
it can lead to twice the number of DWT wavelet coefficients and
these wavelet coefficients are almost shift invariant. This means that
a small change on the input signal cannot change the distribution
of the energy of DT-CWT coefficients at different scales [29], so
it holds promises for audio feature extraction [5]. In this work,
we recommend 1-D DT-CWT for the food likability sub-task. The
specific process is to divide the original audio into several frequency
bands and let the audio information uniformly distribute at different
sub-audios, effectively avoiding the flooding of useful information.

2.2 SliCQ-nonstationary Gabor Transform
As often observed, constant-Q non-stationary Gabor transform (CQ-
NSGT) usually outperforms the state-of-the-art implementations
of the ‘classical’ constant-Q transform for audio signals [13, 26],
but it requires a super-linear complexity. The SliCQ transformation
greatly improves the efficiency of the CQ-NSGT for sufficiently
long signals, especially for audio signal processing, which was
demonstrated in [27] by many experiments, we name this compet-
itive transform as SliCQ-NSGT 1. It is assumed that SliCQ-NSGT
1http://www.univie.ac.at/nonstatgab/slicq
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coefficients can enhance the acoustic representations at a certain
degree.

2.3 Cochleagram
Motivated by [23], cochleagram images are introduced in our model.
A cochleagram is similar to a spectrogram, but it is built based on the
human auditory model, so it is supposed to have potentially a better
representation of auditory phenomena than other representations.
It is a gamma-tone filter that determines the centre frequencies and
bandwidth, which is expressed as [17]:

д(r ) = Ar j−1e−2πBr cos(2π fcr + ϕ), (2)

where A denotes the amplitude, B is the filter bandwidth, j stands
for the filter order, r denotes the time, fc and ϕ represent the centre
frequency and phase respectively.

2.4 Extraction of Deep Representations
To extract the proposed deep representations from sliCQ-NSGT
and cochleagram maps, transfer learning [16, 19, 24] is our choice,
which can provide a trade-off between time and performance. Here,
a pretrained ResNet50 [9, 10] model is introduced to extract deep
representations because of its excellent feature extraction perfor-
mance for images. The architecture of ResNet50 [14] is illustrated
in Figure 3. Herein, we are interested in the outputs of the fully
connected layer of ‘fc1000’ with 1 000 attributes. The final deep
representations are the concatenation of most ‘distinguished’ sub-
audio deep features in the SliCQ-NSGT and Cochleagram domains.
The details on how to determine the ‘distinguished’ sub-audios can
be found in Section 3.2.

2.5 Functional-based Features and
Bag-of-Audio-Words

To obtain the segment-level functional-based features (aka OS fea-
tures), we firstly extract the 35 frame-level Low-Level Descriptors
(LLDs) on the sub-audio signals, including 3 temporal-domain fea-
tures (i. e. zero crossing rate, energy, and entropy of energy), 19
spectral-domain features (i. e. Spectral & Spectral Centroid, Spec-
tral Spread, Spectral Entropy, Spectral Flux, Spectral Roll-off, Har-
monic Ratio, Fundamental Frequency, Chroma Vector, and etc.), 13
cepstral-domain features (i. e. Mel Frequency Cepstral Coefficients
[MFCCs]). After that, four types of functional (i. e., mean, variance,
skewness and kurtosis) are applied to the sequential frame-level
LLDs, leading to 140 dimensional statistic features. Therefore, the
final functional-based features contain 700=140*5 dimensional at-
tributes given an audio segment.

Different from the functional-based feature extraction process,
the BoAWextraction is performed on the original audios rather than
the decomposed sub-audios. For the sake of comparison, we kept in
line with the BoAW extraction procedure with the benchmark [7].
In more detail, the toolkit of openSMILE [6] is firstly utilised to
extract the acoustic attributes (i. e., LLDs). After that, our another
open toolkit openXBOW [20] is used to generate BoAW based on
the sequential LLDs, with the codebook size of 1 200.

3 EXPERIMENTS
In our work, the deep representations, the functional-based features
as well as the BoAW features were fed into SVM models. Before
the training phase, the original features values were standardised.
Furthermore, to reduce the feature dimension and select the most
effective features, a feature selection approach called Chi-Squared
test [2] was performed, and the feature selection information of
the training set was applied to the test set. To keep in line with the
benchmark [7], we used the linear kernel SVMs with the complexity
of [1e−4, 1e−3, . . . , 1e+2] SVMs. Furthermore, Leave-One-Speaker-
Out Cross-Validation (LOSO-CV) strategy was utilised to evaluate
the model performance.

To evaluate the system performance, the UAR was officially rec-
ommended as the metric for the Likability Sub-Challenge because
it is meaningful for highly unbalanced distributions of instances
among classes compared with the weighted average recall (i. e.,
accuracy).

3.1 Database
In this challenge, the audio tracks of the audio-visual iHEARu-EAT
database [21] were used, in which 30 subjects were recorded includ-
ing 15 female and 15 male, with a mean age of 26.1 years (standard
deviation: 2.7 years). Before the recording process, subjects per-
formed practice trials to familiarise themselves with the recording
procedure [7]. For the sub-task2 (i. e. Likability Sub-Challenge), the
likability labels have been mapped to two discrete categories (i. e.,
‘Neutral’, ‘Like’) considering the range of the individual subjects’
ratings. For more details of this database, please refer to [7].

3.2 Experimental Results and Discussion
To select well-behaved sub-audios for the deep representation ex-
traction, we separately collected the experimental results for SliCQ-
NSGT and Cochleagram maps in Figures 4 and 5. Here, sub1-sub5
denotes the sub-audios with the frequency range from high to low;
the bold values denote the highest UARs over the evaluated com-
plexities of SVMs. From this table we can see that, not only for
SliCQ-NSGT maps, but also for cochleagram maps, the sub-audio
sub1 can reach the higher UAR values in all cases, and the other
subbands appear to follow no discernible at all. Based on this ob-
servation, we use the combination of sub1 deep representations
learnt from the SliCQ-NSGT and Cochleagram maps respectively
as final deep-learnt representations. The results shown in the two
figures explicitly tell us that not all the sub-audio signals hold the
equal importance. In contrast, the most distinguished characteristic
description might occur at a certain subband.

Table 1 shows the performance of three feature sets (i. e., BoAW
features, functional-based features, and the deep representations)
and their combinations based on a linear kernel SVM model with
seven complexities. Notice that the BoAW features results deliver
the best results in terms of UAR, yielding the highest UAR of 76.2 %.
The performance gain demonstrates the effectiveness of the Chi-
Squared feature selection method. However, the functional-based
features based on sub-audios are not good enough, just reaching
61.6 % of UAR. However, when they are combined with BoAW,
the obtained UAR can be up to 79.1 %, getting almost 3.0 % gain.
Moreover, the proposed deep representations can only deliver 59.5 %
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Figure 3: The ResNet-50 [14] architecture is shown with the residual units, the size of the filters and the outputs of each
convolutional layer, and the ‘fc1000’ layer is our interest.

Figure 4: The obtained UARs with Cochleagram maps over
five decomposed sub-audios in a variety of SVMs complexi-
ties.

Figure 5: The obtained UARs with SliCQ-NSGT maps over
five decomposed sub-audios in a variety of SVMs complexi-
ties.

in term of UAR, whereas it also achieves 3.0% improvement when
combined with BoAW. The best performance of 79.2% is obtained
where three kinds of features including functional-based features,
deep representations, as well as BoAW are fused, which is 12.7%
absolutely higher than the baseline of 66.5 %.

Although the prediction result of our model is higher than the
baseline, it is the selected BoAW features that contribute most to
the prediction results. According to above analysis, it seems that
the proposed sub-audio-based features (i. e. the functional-based
features and the learnt deep representations) in DT-CWT domain
just can be regarded as the auxiliary features, rather than the core
features, to improve the system performance for the food likabil-
ity rating. Several reasons might lead to these findings. First, the
employed Resnet50 CNN model is specifically trained on natural

Table 1: The obtained results in terms of UAR when using
different feature types and their combinations. A: BoAWfea-
tures; B: functional-based features; C: deep representations;
‘+’: feature fusion, best results are highlighted.

Feature types complexity
UARs [%] .0001 .001 .01 .1 1 10 100

A 67.9 74.7 76.2 76.0 75.6 75.1 75.0
B 49.9 52.2 59.4 60.3 61.6 60.9 60.0
C 54.9 59.2 59.5 58.1 59.0 58.7 55.9

A+B 68.9 75.9 77.7 79.1 78.3 78.5 78.5
A+C 68.6 76.1 79.1 79.0 78.1 78.2 78.2
B+C 57.7 59.7 62.1 62.0 59.1 58.2 59.0

A+B+C 68.8 75.8 78.6 79.2 78.8 78.9 78.9

images and is designed to classify images into 1 000 object cate-
gories, e. g. the keyboard, mouse, pencil, and many animals, which
is different from our task of a binary problem on audio data. Second,
limited audio data are provided in this challenge, just 945 instances
of the training set. Thus, it is really difficult for us to get robust
representations through deep neural networks. Third, many pa-
rameters of the model need to be adjusted, and various parameters
setting can make a great difference in the system performance.

With regard to above dilemmas, on the one hand, the multimodal
method should be considered to improve our model; after all, the
video can provide complementary information, and the facial ex-
pression that is very important to Likability Sub-Challenge. On
the other hand, some burgeoning optimisation methods such as
particle swarm optimisation and cat swarm optimisation algorithm
should be introduced to overcome the parameter setting dilemma.
Besides, re-investigating our model by combining some augmented
data before training might lead to better system performance.

4 CONCLUSIONS
In summary, we have performed both an experimental and theoreti-
cal study of a food likability rating task. Several feature sets as well
as their combinations are evaluated, and the experimental results
have shown the effectiveness of the proposed features. The highest
UAR is achieved at 79.2 %, which is 12.7 % absolutely higher than the
baseline. From this challenge, we also find that it is very necessary
to train CNN models based on audio and speech databases, because
almost all the mature CNN models are designed and trained on
natural images. Therefore, these CNN models might be not suitable
for audio data upon most scenarios. Besides, parameters setting and
feature selection methods should be further optimised in future.
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