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Abstract 

Human state–of-mind (SOM; e.g.: perception, cognition, 

attention) constantly shifts due to internal and external 

demands. Mental health is influenced by the habitual use of 

either adaptive or maladaptive SOM. Therefore, the training of 

conscious regulation of SOM could be promising in self-help 

(e- and m-health), blended care and psychotherapy. The 

presented study indicates that SOM can be influenced by telling 

personal narratives. Furthermore, SOM and narrative sentiment 

(positive vs. negative) can be predicted through word use. Such 

results lay the groundwork for the development of applications 

that analyse text and speech for: i) the early detection of mental 

health; ii) the early detection of maladaptive changes in emotion 

dynamics; (iii) the use of personal narratives to improve 

emotion regulation skills; iv) the distribution of tailored 

interventions; and finally, v) the evaluation of therapy outcome. 

Index Terms: self-reported affect, language use, positive 

narrative, negative narrative, Linguistic Inquiry Word Count  

1. Introduction 

Continuous and adaptive regulation of SOM is pivotal for 

mental functioning and behaviour regulation [1]. One key 

aspect of the human experience are our emotions, as they affect 

our attention [2], perception [3], cognition [4] decision making 

[5], judgement [6], memory storage [3], memory retrieval [7] 

and regulate behaviour [8]. 

According to Russell´s theory of a core affect (CA) [9], 

every emotional state is a combined value of valence and 

arousal. Valence represents the hedonistic continuum from 

negative to positive, while arousal reflects the physical agitation 

component of emotional experience. These aspects of the CA 

follow the general principle of mood congruency; i.e., a positive 

CA shifts attention to positive material while a negative CA to 

negative material [6]. Furthermore, high arousal facilitates 

access to high-arousal stimuli and vice-versa [2].  

In an embodiment approach to cognition (see [7]) this 

bidirectional relationship can be used to willingly influence CA 

and, furthermore, all previously mentioned aspects of SOM. 

Although the majority of individuals state that they are at the 

mercy of their emotions, there is a strong body of evidence that 

indicates that emotions regulation can be trained [10]. 

Maladaptive emotion regulation is associated with diminished 

well-being [1], interpersonal problems [10], psychiatric 

conditions [1], and overall morbidity [11].  

Psychotherapy is a method to change ones SOM through 

the use of language and a corrective therapeutical relationship. 

To date, there is proof of both common (e.g. relationship) and 

specific (e.g. used methods, setting, etc.) factors of change that 

result in a therapy outcome [12]. Depending on the exact 

theoretical conceptualisation about human nature, diverse 

therapy schools (e.g. behaviour therapy, psychoanalysis, and 

systemic therapy) state diverging specific factors of change 

[12]. Conventional therapeutic approaches focused on the recall 

of past and negative narratives (NN) about oneself, while more 

modern therapy schools focus on the presence, the future and 

the development of skills and resources through the 

construction of positive narratives (PN) about oneself. 

The following study explores if CA can be influenced by 

the personal narratives we tell ourselves and others. This 

principle could be used in e- and m-health intervention or in the 

classical psychotherapeutic setting to enhance individuals’ 

emotion regulation abilities. Earlier research in this regard has 

mainly focused on written language and it´s positive effect on 

health and well-being [13] . Word use has been associated with 

personality [14], academic outcome [15], longevity [16] and 

psychopathology [17]. In regards to SOM, the LIWC categories 

of interest in the above-mentioned literature are positive 

emotion words, negative emotion words, social words and self-

referencing words. Positive emotion and social word use is 

correlated with longevity [16] and health [13]. Negative 

emotion and self-referencing word use on the other hand, is 

associated with depression [17], suicide and neuroticism [14]. 

From a neurological perspective, the brain is constantly 

regulating behaviour and behaviour in turn shapes the brain. 

This dynamic interaction is the neural basis of emotion, 

cognition and plasticity, or in other words SOM [18]. Individual 

differences in neuroanatomy affect perceptual and cognitive 

abilities. Studies could show that psychotherapy alters brain 

structure [19]. Based on these assumptions, it is possible that 

the habitual use of PN could lead to more time spent in 

functional SOM through altering brain structure and vice versa. 

In the same manner, SOM, operationalized via CA could be 

predicted through word use. When focusing on valence and 

arousal the potential biological pathways that moderate the 

correlation between morbidity and affect [20] could be 

illuminated. Possible pathways could be the cardiovascular 

system [21] and the immune system [22]. 

This study aims to provide the groundwork for the detection 

of PN and NN through word use in speech. Subsequently, 

transcribed therapy protocols could be analysed and the amount 

of time spent in PN and NN associated with a therapy outcome. 

Using the Ulm State-of-Mind in Speech (USoMS) corpus, we 

herein explore three research questions: 1) that the reporting of 

a PN or NN affects SOM operationalized via CA; 2) that word 

analysis can predict the category of a narrative (PN vs. NN); 

and, 3) that SOM can be predicted by word analysis.  
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2. Methods 

The study took place at the Department of Clinical Psychology 

and Psychotherapy, at the University of Ulm and was approved 

by the local Ethics Committee. Data was collected in two waves 

in June/July and November/December 2017. Participants were 

recruited online and were reimbursed for their time. Parts of this 

dataset have been released for the Interspeech 2018 challenge 

named as Ulm State-of-Mind in Speech (USoMS) [23].  

A total of 127 speakers were recorded. Audio was captured 

in Stereo, converted to mono, at 44.1 kHz, 32 bit, and manually 

cleaned.  Three speakers had to be excluded due to technical 

failure. One participant withdrew from the study due to 

personal reasons. Therefore, in total 123 recordings have been 

manually transcribed. 

All speakers gave written consent to participate in the study 

and were seated in front of a white wall facing the interviewer 

and a camera. At first, they reported their age, gender, 

educational level and mother tongue. Mean age was m = 22.43 

(sd = 3.66). All participants had German language skills on 

native speaker level. The demographic characteristics of the 

sample are presented in Table 1. 

2.1 Procedure 

Data collection started with a baseline assessment of CA (t0) on 

a 10 point likert scale for both arousal and valence. As emotions 

fluctuate over time due to internal and external demands [24], 

[1], the participants reported their CA pre and post every spoken 

narrative. We assessed two positive and two negative 

narratives, each approximately 5 minutes. The introduction for 

negative narratives was: "Please remember a time in your life 

when you were facing a seemingly unsolvable problem and 

report as detailed as possible over the next five minutes". The 

wording of the positive narrative task was: "Please report of a 

time in your life were you found a solution, where you felt 

powerful, happy and content. Describe that story in-depth over 

the next five minutes". The participants were given no 

preparation or rehearsal time. 

In summary, the study protocol was as followed: t0 affect, 

negative narrative1, t1 affect, negative narrative2, t2 affect, 

positive narrative1, t3 affect, positive narrative2, t4 affect.  

2.2 Self-reported affect 

Russel’s model of a CA [9] states that every emotional 

experience can be categorized on the scales valence (negative-

positive) and arousal (enervated-energized). This model´s 

advantage lies clearly the universality; it is not language or 

culture bound. CA can be used to assess conscious emotional 

states via self-report once or over a certain period of time [25]. 

Repeated measurements of emotions are crucial because 

emotions nature is to change over time [1]. Means and standard 

deviations of CA in the sample on all measurement points can 

be seen in Table 2. 

2.3 Word Analysis  

Linguistic Inquiry Word Count (LIWC, [26]) is a widely used 

software in psychology and it is available for German language 

in the version 1.0 [27]; it has been widely used in speech 

analyses for tals such as depression [28] and autism detection 

[29]. It checks each word of a document against a predefined 

dictionary of more than 2.300 words and word stems. Each 

word is assigned to linguistic categories and the percentage of 

total words in each category is reported. For example, the word 

smile falls into four categories: happiness, positive emotion, 

cognitive processing, social orientation and psychological 

distancing. Our analysis focused on four linguistic indicators: i) 

self-referencing words; ii) social words; iii) positive emotion 

words; and, iv) negative emotion words. There is a vast body of 

evidence on the influence of those four categories on mental 

and physical health (see the introduction section for detailed 

description)  [14], [16], [17], [13]. In the following statistical 

analyses, the categories self-referencing, positive emotional, 

negative emotional and social words were used. The descriptive 

characteristics of general word use are summarized in Table 3. 

2.4 Statistical Analyses 

Before being our analysis all speech recordings were manually 

transcribed. For the analysis it was assumed, that measurement 

points (Level 1) of a person are nested within a person (Level 

2). Multilevel models (MLM) were then used to represent this 

hierarchical structure. For the multivariate analyses we 

followed the procedure described by Goldstein [30] was applied 

(see [31] for further introduction). 

To test Research Question 1, a multivariate MLM with 

random intercept and random slope was defined (herein 

referred to as Model 1). The random intercepts and slopes were 

assumed to represent the variance across individuals. The 

valence and arousal scores were z-standardized. The category 

of narrative (positive or negative) was used as an effect coded 

(positive 1, negative 0) predictor and restricted maximum 

likelihood was used as the estimator. 

For Research Question 2, logistic MLM with random 

intercept and random slopes were used (herein referred to as 

Model 2a and 2b). Random intercepts and slopes were assumed 

to represent variations across individuals. The narrative 

category was dummy-coded (negative: 0, positive: 1) and used 

Table 1: Demographic characteristics of the sample. 

Variable Label Label 

Gender 
Male 

N=18 (14.63%) 

Female 

N=105 (85.37%) 

Age 
Male 

M = 22.71, sd = 2.78) 

Female 

M = 22.38, (sd = 3.75) 

Education 

level 

A-level 

 96 (77.42%) 

Bachelor degree 

28 (22.58%) 

Language 

skills 

German 

113 (92.62%) 

Bilingual 

9 (7.38%) 

Table 2: Means and standard deviations of valence 

and arousal. 

Measurement 

point 
Valence Arousal 

0 M = 6.94 (sd = 1.48) M = 5.62 (sd = 1.54) 

1 M = 5.83 (sd = 1.69) M = 6.60 (sd = 1.37) 

2 M = 5.70 (sd = 1.74) M = 6.50 (sd = 1.47) 

3 M = 7.50 (sd = 1.10) M = 6.82 (sd = 1.35) 

4 M = 7.89 (sd = 1.14) M = 6.92 (sd = 1.32) 

Table 3: Means and standard deviations of characteristics 

of general word use. 

Category Positive Narrative Negative Narrative 

self M = 14.09 (sd = 4.19) M = 15.34 (sd = 4.24) 

positive M = 5.98 (sd = 1.66) M = 3.58 (sd = 1.12) 

negative M = 1.37 (sd = 0.77) M = 3.42 (sd = 1.42) 

social M = 1.57 (sd = 1.07) M = 1.58 (sd = 1.10) 
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as the outcome variable. Percentages of word use for the 

categories: self-referencing, positive emotional, negative 

emotional and social words were used as the predictors, and 

maximum likelihood with Lapalce approximation was used as 

the estimator. 

Research Question 3, was tested analogous to Research 

Question 1, with the exception that the LIWC word categories 

were used as predictors. Analyses for Research Question 1 and 

3 were conducted in Statistical Package for the Social Sciences 

(SPSS) Version 24 [32]. Logistic MLM was carried out using 

R [33] and the packages lme4 [34] and lmerTest.[35].  

3. Results and Discussion 

3.1 Reporting a personal narrative is affecting state of mind 

Model 1 was used to assess the effect of narratives on CA. The 

intraclass correlations (ICCs) indicate the suitability of using 

MLM (ICCvalence = .33, ICCarousal = .72). The intercepts of 

valence and arousal are zero (p = .944, p = .946). Results of the 

statistical analysis indicates that valence and arousal are indeed 

influenced by narrative (negative or positive) with a fixed 

estimate of .61 (95 % CI: .53 to .69) and beta = .10 (95 % CI: 

.05 to .15). Interestingly, the influence on valence and arousal 

appears to vary across individuals (varvalence = .14, 95 % CI: .10 

to .21; vararousal = .03, 95 % CI: .01 to .06). The intercepts of 

valence and arousal are correlated r = .38, 95 % CI: .20 to .54). 

Further, the intercepts of valence (r = -.54, 95 % CI: -.69 to -

.34) and arousal (r = .33, 95 % CI: .12 to .52) are correlated 

with the influence of the narrative on valence. No other 

significant correlations were observed. An overview of the full 

analysis is given in Table 4. 

These findings indicate that individuals can influence their 

SOM/CA simply by telling a personal PN or NN. Arousal and 

valence were correlated and varied across individuals, 

implicating that there are inter-individual differences in the 

effect of storytelling on CA. While arousal rose after telling 

personal stories, valence decreased after telling NN and 

increased after telling PN. Arousal was correlated positive with 

the influence of narrative on valence, valence was correlated 

negative.  

By showing, that a simple practice like telling a PN can 

positively influence SOM/CA numerous applications could be 

tested. Given the implications of positive and negative affect on 

mental health, physical health, and psychosocial functioning 

[22] it is very promising to use personal story telling as a 

therapeutic tool (e.g.: in e- and m-health interventions) to 

improve individual health and quality of life.   

3.2 Sentiment of narrative (PN vs. NN) can be predicted 

through word use 

Model 2a and 2b test whether sentiment of narrative can be 

predicted trough word use in personal narratives. The initial 

logistic MLM achieved no convergence. However, 

convergence was achieved if only the intercept and the 

influence of positive emotional words (Model 2a), or the 

intercept and the influence of negative emotional words (Model 

2b) were defined as random slopes. The likelihood ratio tests 

for both models indicate, that random slopes of positive and 

negative emotional words yield significant better fit (model 2a: 

D = 55.67, df = 2, p < .001; model 2b: D = 63.06, df = 2, 

p < .001).  

 

Model 2a showed, that self-referencing words (Odds 

ratio = .74, p < .001) and negative emotional words (Odds 

ratio = .06, p < .001) decrease the odds for a positive narrative. 

Vice versa was also observed, positive emotion words increase 

the odds for a positive narrative (Odds ratio = 32.35, p < .001). 

Our analysis indicates that social words have no influence 

(p = .941). The variance of intercepts was var = 161.11 and of 

positive emotional words var = 7.24. The correlation between 

intercept and positive emotional words was r = -.94 

Model 2b on the other hand indicates that self-referencing 

words (Odds ratio = .80, p < .001) and negative emotional 

words (Odds ratio = .03, p < .001) increase the odds for a 

negative narrative, while positive emotional words reduce the 

odds (Odds ratio = 7.10, p < .001). Social words had no 

influence (p = .869). The variance of intercepts was var = 41.19 

and of negative emotional words var = 7.225. The correlation 

between intercept and emotional words was r = -.89. 

A systematic review shows that psychotherapy alters brain 

structure [19]. One effect of psychotherapy is the change of a 

persons´ default SOM. In line with that, the habitual use of a 

PN could lead to more time spent in functional SOM through 

altering brain structure and vice versa. Furthermore, an 

automatized use of a positive SOM could lead to a more 

adaptive selection of attention, functional cognition about 

oneself and others, and enhanced behaviour regulation abilities.  

3.3. SOM can be predicted through word use 

Our multivariate MLM using word categories as predictors 

resulted in a non-positive definite Hessian matrix. Univariate 

MLM was used instead. MLM for valence showed that valence 

Table 4: Output of the multivariate MLM on the 

influence on narratives on SOM. 

 Estimate Standard 

error 

P 

Modelfit    

Restricted -2LL1 2070.515   

AIC2 2092.515   

BIC3 2146.345   

Fixed Part    

Interceptvalence .005 .064 .944 

Narrativevalence .613 .040 < .001 

Interceptarousal -.005 .069 .946 

Narrativearousal .099 .065 < .001 

Random Part    

σ²Intercept(valence) .451 .065 < .001 

σ²Narrative(valence) .144 .026 < .001 

σ²Intercept(arousal) .528 .075 < .001 

σ²Narrative(arousal) .028 .012 .017 

σ²Residuum .236 .015 < .001 

Cor(1,2) -.541 .089 < .001 

Cor(1,3) .380 .088 < .001 

Cor(1,4) -.085 .169 .615 

Cor(2,3) .334 .103 .001 

Cor(2,4) .161 .188 .392 

Cor(3,4) -.093 .167 .577 

Note: 1) log likelihood 2) Akaike information criterion, 3) Bayesian 

information criterion 
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is influenced by positive emotional words (beta = .22, 95 % CI: 

.15 to .31) and negative emotional words (beta = -.17, 95 % CI: 

-.27 to -.06). On the other hand, social words (beta = -.16, 

95 % CI: -.41 to .09) and self-referencing words (beta = -.01, 

95 % CI: -.04 to .02) had no significant influence. The analysis 

indicates that individuals vary in their use of self-referencing 

words (var = .02, 95 % CI: .01 to .03), social words (var = 1.83, 

95 % CI: 1.39 to 2.42), positive emotional words (var = .16, 

95 % CI: .12 to .22) and negative emotional words (var = .25, 

95 % CI: .18 to .34). The univariate MLM for arousal achieved 

no convergence. An overview of the full analysis is given in 

Table 5. 

These models show, that only one parameter of CA, namely 

valence, was associated with type of narrative. There are some 

explanations for this phenomenon: Firstly, arousal rose after 

telling a narrative no matter if it was positive or negative. 

Connecting with yourself through expressing yourself over 

narratives might lead to an altered perception of physiological 

parameters like arousal. Secondly, the change in arousal and the 

variance of arousal was rather small compared to valence. 

Thirdly, the word categories we choose for our models (social 

words, positive emotion words, negative emotion words, self-

referencing words) might fit valence better than arousal. In 

further studies other LIWC categories could be used to predict 

arousal (e.g.: perception, feelings, body, etc.). We choose the 

earlier mentioned categories due to their implications on overall 

psychological functioning and health outcomes [13], [14], [16], 

[17]. Comparison of general or emotion specific dictionaries 

show that the use of the emotion categories of the LIWC is 

sufficiently comparable to the use of general dictionaries [42]. 

Texts produced while using the interventions could be used 

to gain insight into an individual’s SOM. Not only the detection 

of actual SOM is crucial for therapeutic outcome, also the 

changes in SOM over time is an important source of 

information about an individual’s health. Most affective 

disorders are characterized by changed emotion dynamics. 

Emotion dynamics, (e.g. inertia, variability, instability) have 

been associated with the onset of depression [36] and overall 

psychopathology [1]. Therefore, automatized detection of SOM 

and its dynamics could be used to: i) detect the onset of a 

psychiatric condition early; ii) pre-screen individuals in a 

stepped care-approach to deliver tailored-interventions (e.g.: 

standard care, blended care, e-health, etc.); and finally, iii) 

evaluate therapy outcome. The early detection of psychiatric 

conditions is associated with course and treatment outcomes as 

well as a reduced personal and societal burden [37]. A stepped 

care approach would reduce costs for health care providers by 

pre-selecting patients according to their needs, reduce 

emotional burden in individuals caused by long waiting periods 

for treatment, and help foster patient empowerment [38].  

Recently there is considerable research interest in 

automated recognition of affect from speech or written 

language focusing on nearly real-time recognition of emotional 

states [39][40]. Such close to real-time results could be used as 

feedback in a therapeutic embodiment approach to assist 

individuals in learning to regulate emotion willingly. In line 

with that, individuals could be guided to report PN on a regular 

basis and therefore learn to influence their affect willingly. For 

example, the use of PN in e- and m-health interventions 

applications that detect affect through speech in nearly real-

time and give visual feedback could provide an easy useable 

bio-feedback-training. In embodiment research it has been 

shown that maintaining specific body positions can influence 

SOM as well as physiological parameters [41]. If this is 

functioning with body postures, this might also work with the 

modulation of speech. Individuals could learn to change their 

emotion by regulating their voice and modifying their personal 

narratives to maintain or achieve health and well-being. 

4. Conclusion 

The current study gives insight into the effects of reporting a 

personal narrative on SOM. We observed that the reporting of 

negative narratives (NN) leads to more negative valence and a 

minimal rise in arousal, while reporting a positive narrative 

(PN) is related to elevated positive valence and a small rise in 

arousal. This effect might be used to foster an individual’s 

emotion regulation skills over the habitual use of PN. 

Furthermore, the sentiment of narrative could be predicted 

through word use alone. In a neuroplasticity approach this 

correlation could be used to analyse the time spent in PN or NN 

and relate them to health and therapy outcomes. Finally, we also 

observed that valence could be predicted through word use, 

giving the opportunity to monitor individuals affect over word 

analysis. If these findings could be replicated with deep 

machine learning, they could contribute to the development of 

applications that analyse text and speech for automatized 

assessment of mental health, detection of emotion dynamics, 

the use of personal narratives to improve emotion regulation 

skills in self-help, blended-care and therapy and finally the 

evaluation of therapy outcome. 
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Table 5: Output of the multivariate MLM for 

Research Question 3. 

 Estimate Standard 

error 

P 

Modelfit    

Restricted -2LL1  164.599   

AIC2 176.599   

BIC3 205.955   

Fixed Part    

Intercept -.205 .314 .515 

Interceptself -.008 .015 .586 

Narrativepositive .226 .041 <.001 

Interceptnegative -.167 .052 .002 

Narrativesocial -.159 .127 .216 

Random Part    

σ²Intercept 8.450 1.335 <.001 

σ²Intercept(self) .020 .003 <.001 

σ²Intercept(positive) .162 .024 <.001 

σ²Intercept(negative) .250 .039 <.001 

σ²Intercept(social) 1.832 .258 <.001 

σ²Residuum <.001 <.001 <.001 

Note: 1) log likelihood, 2) Akaike information criterion, 3) Bayesian 

information criterion 
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