
Glassy dynamics

P. LUNKENHEIMER, U. SCHNEIDER, R. BRAND and A. LOIDL

We review dynamic processes in supercooled liquids and glasses as studied by dielectric

spectroscopy. It is the only experimental technique which allows one to follow the

tremendous slow-down of diŒusive motion of particles in di sordered condensed matter over

more than 18 decades in frequency or time. The dielectric techniques used are treated in

detai l. As an introduction for non-specialists, the time and temperature evolution of the basic

spectral features associated with various dynamic relaxation processes are di scussed in

detai l. Among them are the structural relaxation, the occurrence of fast processes and the

boson peak. The relevance of these features for glass formation is discussed. The present

article may also serve as a review for recent experimental and theoretical studies on glass-

forming liquids.

1. Introduction

Glasses belong to the oldest materials used by mankind

[1,2]. Already in prehistoric times, our early ancestors used

obsidian, a volcanic glass, to manufacture knives and arrow

tips. Man-made glass is believed to have ®rst emerged in the

Near East, some thousands of years BC in the form of glass

beads. The ®rst glass vessels showed up in Egypt about

1500 BC and the important discovery of glassblowing was

made presumably in Phoenicia in the 1st century BC.

Nowadays glasses are materials of paramount technologi-

cal importance and almost ubiquitous in our daily lives, not

only in the classical ®elds, for example architecture or

packaging, but also in more recent applications, e.g.

communication techniques (optical ®bres ) or medicine

(bioactive implants ). This is especially true considering

the modern de®nition of glass as a non-crystalline solid, i.e.

a state of matter, rather than the silica-based transparent

material associated by everyday language to the term glass.

This de®nition includes the large group of polymers and

glass ceramics, but also more exotic materials such as

amorphous metals which are believed to have a great

technological future. The glass transition also plays an

important role in life sciences. The continuous but dramatic

slow-down of the diŒusive motion of particles plays a

central role in the suspension of desert insect life during

drought or in avoiding freezing when the environmental

temperatures fall well below the freezing point. Some arctic

insects load their body ¯uids with a glass-forming

antifreeze (e.g. glycerol) which allows these insects to

supercool well below Ð 30 8C [3].

Despite the importance of glassy materials in modern

life, from a physical point of view our understanding of this

state of matter is poor and the transition from the liquid to

the glassy state is commonly considered as one of the great

unresolved problems of condensed matter physics [4,5].

However, during recent years signi®cant theoretical devel-

opments and experimental advances have led to a renewed

interest in the physics of glasses and we may be closer to a

breakthrough in the understanding of the glassy state than

ever before in the long history of glass research. Most

recent theoretical and experimental studies focus on the

dynamic behaviour of glasses and their high-temperature

precursors, the supercooled liquids. The importance of

dynamics becomes obvious when considering the usual way

of preparing a glass: a liquid has to be cooled su� ciently

fast to avoid crystallization at the melting temperature Tm ,

leading to a supercooled liquid and ®nally to a glass. In fact

it is almost impossible to distinguish a glass from a liquid

through static properties alone, both being characterized by

the absence of long-range structural order. Nevertheless,

their dynamics are quite diŒerent. Let us characterize the

typical dynamics of the structural rearrangement of the
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molecules constituting the glassÐthe so-called a-relaxa-

tionÐby a relaxation time s. Going from the liquid to the

glassy state, s changes over many orders of magnitude. In

contrast to the behaviour during crystallization, this change

happens continuously, a phenomenon which is a prerequi-

site for the process of glassblowing. It is a major challenge

to researchers to follow this huge change, typically

spanning some 15 decades from the glass to the liquid.

Also the glass transition temperature Tg , where the

supercooled liquid forms into a solid glass, is a dynamic

property: Tg is often de®ned as the temperature where the

relaxation time becomes 200 s, which is a reasonable

maximum time for dynamic experiments (considering the

limited patience of a typical researcher). But this time

certainly depends on the average lifetime (or patience ) of

the observers: Tg would be higher for a species of

`intelligent day-¯ies’ (e.g. honey would be regarded as solid

glass) and lower for extremely long-lived `methuselahs’ that

would consider some of our polymers as liquids because

they lose their form after some centuries (consider the ¯at

spots of tires that have not moved for a long time). Even

window glass may prove `liquid’, i.e. ¯ow out of its frame, if

one waits long enough [6]. The ratio of the characteristic

response time of a material to the time of observation is

called Deborah number, named after the Biblical prophe-

tess Deborah, who said that the mountains ¯ow before the

Lord [7]. The understanding of structural relaxation

processes and of ageing phenomena in glass-forming

materials is also of great technological importance. For

example, most of the modern storage devices (¯oppy discs,

CDs, etc.) are polymer-based. Of course, one does not want

to lose stored information by ageing processes after some

years.

The a-relaxation dynamics can be investigated by a

variety of techniques (e.g. mechanical measurements, ac

speci®c heat or dielectric spectroscopy ) and a vast amount

of data has been collected over the years. Various

phenomenological and theoretical approaches have been

developed to describe the experimental ®ndings. The

comparison of the temperature dependence of the a-

relaxation time with theoretical predictions states an

important test for any model of the glass-transition. For

most glass formers the continuous increase of the a-

relaxation time during cooling deviates signi®cantly from

thermally activated behaviour and can often be parameter-

ized using the empirical Vogel-Fulcher-Tammann (VFT )

equation [8]:

s 5 s0 exp
DTVF

T 2TVF
(1)

Here D is the so-called strength parameter (see section 4.1 )

and s0 is a prefactor. Thermally activated behaviour is

obtained for TV F = 0. The divergence of s at the Vogel-

Fulcher temperature TV F cannot be observed in real

experiments. For low temperatures, the relaxation time

becomes longer than the time scale of the experiment, e.g.

set by the cooling rate, and the sample falls out of

equilibrium. In this region s(T ) deviates from equation (1 )

and so-called `ageing’ phenomena show up, i.e. the dynamic

response depends on the thermal history of the sample (see

e.g. [9] ).

The divergence of the relaxation time at TV F , implied by

the VFT equation, suggests the assumption of a phase

transition at a temperature below Tg . The glass transition

may be then closely connected to this phase transition

which itself is inaccessible. This notion is supported by the

so-called Kauzmann paradox relating to the entropy

determined by measurements of the speci®c heat [1,10,11]:

If the entropy of the supercooled liquid is extrapolated to

low temperatures, at a temperature TK , it seems to become

identical to that of the crystal and even smaller for T < TK .

This seems very unlikely and it can be assumed that

`something happens’ at TK which is often found to be of

similar magnitude as TV F . Many theories follow this notion

of a low-temperature phase transition underlying the glass

transition, the most prominent ones being the Adams-

Gibbs theory [12,13] and the free volume theory [13 ± 15].

Obviously, in this view of the glass transition, the low

temperature region, where the glass dynamics is slow, is of

great interest and consequently many early experimental

studies were concerned with the slow dynamics near T g.

However, during recent years the attention of many

workers has switched to the fast dynamics of glass-forming

materials. This was mainly stimulated by the mode

coupling theory (MCT) [16 ± 18] which is currently the

most controversially discussed theoretical approach to the

glass transition. MCT explains the glass transition in terms

of a dynamic phase transition at a critical temperature Tc,

signi®cantly above the glass temperature Tg . In the relevant

temperature region, the a-relaxation dynamics are rather

fast (s » 10
Ð 10

± 10
Ð 6

s). In addition, for the 10
Ð 12

±

10
Ð 9

s time window, MCT predicts an additional con-

tribution, now commonly termed the fast b-process. It can

be visualized as a `rattling’ movement of a particle in the

transient `cage’ formed by its neighbours. In contrast, the a-

relaxation is associated with the forming and decay of the

cage, involving the cooperative movement of many

particles. What makes MCT (and especially its simplest

form, the idealized MCT ) so attractive for the experimen-

talist is the large range of rather simple predictions,

covering almost all aspects of the dynamic response of

glass-forming materials. This should allow for rigid

experimental tests of its validity. MCT stimulated a large

variety of experimental investigations, especially of the fast

dynamics of glass-forming materials, the most prominent

methods used being neutron and light scattering [19 ± 21].

But also a variety of competing theories have appeared, e.g.

the coupling model (CM ) [22], the frustration-limited
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domain (FLD ) model [23] and the model of dynamically

correlated domains (DCD ) [24]. Fast processes are also

predicted in the CM and in a recent extension of the DCD

model using the Weiss mean-®eld theory [25] and they are

also suspected to play a role in the FLD model [23].

Dielectric spectroscopy is one of the most commonly

used techniques for the investigation of the dynamic

response of glass-forming materials. Essentially, the sample

is subjected to an ac electrical ®eld and the response is

measured in form of a frequency-dependent complex

dielectric permittivity (see section 2.1 for details ). An

exceptionally broad frequency range is accessible with this

method, which makes it an ideal tool to follow the a-

relaxation dynamics during its many decade change from

Tg , deep into the liquid state. Moreover, many additional

contributions that play a role in the dynamics of glass

formers have been detected ®rst with this method, e.g. the

presence of secondary relaxation processes (the slow b-

relaxations) which are most prominent in polymers but also

present in some low-molecular weight glass-formers [26,27].

Unfortunately, until recently, the region of the predicted

fast processes ®nding so much attention during recent

years, lay just at the high-frequency edge (about 10 GHz)

of the range available in the best dielectric laboratories (but

see [28] ). First results [29 ± 31] led to the conjecture that

there might be no fast processes detectable with dielectric

spectroscopy, which was alleged as an important point of

criticism concerning the validity of MCT [5,28 ± 30].

However, recent experimental advances in our group

enabled us to obtain continuous dielectric spectra on

glass-forming materials extending well into the relevant

region [32 ± 35] and the detection of fast processes in

dielectric spectra of glass-forming materials is now well

established. By combining classical dielectric spectroscopy,

coaxial transmission, quasi-optic submillimeter and far-

infrared techniques, now spectra covering more than 18

decades of frequency can be obtained extending well into

the THz region [36,37]. This extremely broad dynamic

window allows for the investigation of the large variety of

dynamic processes present in glass-forming materials (see

section 2.2 ) using one experimental probe only. In the

present work we will provide broadband dielectric spectra

on two glass-forming compounds, glycerol and propylene

carbonate (PC ), extending over the whole frequency range

available. These two materials belong to the group of low

molecular-weight organic glass-formers which are often

chosen for the investigation of glass dynamics. They are

relatively simple molecules with no additional side groups

that complicate the relaxation process and their glass

transition lies in a convenient temperature region (glycerol:

Tg » 185 K, PC: Tg » 159 K ). We will compare the data

to those of earlier investigations with dielectric and other

experimental methods. A critical comparison with the

predictions of various theoretical models will be performed.

2. Broadband dielectric spectroscopy

2.1. Basics

The results from dielectric spectroscopy are usually

presented as spectra of the real and imaginary part of the

complex dielectric permittivity e* = e¢Ð ie¢¢.e* can be

de®ned by D* (m) = e*e0E* (m) with D* the dielectric

displacement, E* the electric ®eld and e0 the permittivity

of vacuum. Here the star superscripts denote the use of

complex quantities, a common practice to include phase

information in frequency-dependent quantities [38]. The

real part e¢ is the frequency dependent dielectric constant.

The imaginary part e¢¢ is proportional to the part of D ¢ that

is out of phase with the electric ®eld with a phase diŒerence

of p/2. It is proportional to the `loss’ of energy from the

applied ®eld into the sample (in fact this energy is

dissipated into heat) and therefore denoted as dielectric

loss [38]. These quantities are connected to the polarization

P* and the dielectric susceptibility x* by P* = e0x*E* and

e* = 1+ x* .

By dielectric spectroscopy, dynamic processes can be

detected that involve the reorientation of dipolar entities or

the displacement of charged entities. Relaxation processes

of such entities occur if they are subjected to an electric ®eld

changing with time. In many cases structural rearrange-

ment processes are connected with such electrically active

processes, e.g. the reorientation of a dipolar molecule may

lead to a translational movement of its neighbours and vice

versa. In this way, for instance, information on the

structural a-relaxation can be gained from dielectric

measurements. Let us now consider the reaction of dipolar

non-interacting molecules with a common relaxation time

to the application of an electric ®eld. If we assume that the

time scale of the considered relaxation process is clearly

separated from those of faster and slower processes that

may be present in the material, an almost instantaneous

polarization P` due to the fast processes will occur as

shown in ®gure 1a. It is reasonable to assume that the

dipoles will relax with a rate that is proportional to the

distance from their new equilibrium orientations. For the

relaxation part of the polarization P r this leads to:

 Pr(t)
 t

5
Ps 2P(t)

s
(2)

P s is the `static’ polarization which may change further if

slower processes are present. Solving equation (2 ) results in

an exponential approach of P s:

P :5 Pr 1P ¥ 5 Ps 1(P ¥ 2Ps)e2t/ s (3)

The application of a Fourier transformation leads to the

following expression for the frequency-dependent dielectric

permittivity:

e* 5 e¥ 1
es 2e ¥

1 1i2pvs
, (4)
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shown as a solid line in ®gure 1b. es and e` are the low and

high frequency limits of the dielectric constant, determined

by all slower and faster processes that may be present in the

investigated material, respectively. Equation (4 ) is known

as the Debye equation [39]. Resolving (4 ) into real and

imaginary part leads to a sigmoidally shaped curve for

e¢(log10m) and to symmetric loss peaks with half widths of

1.14 decades for e¢¢(log10m).

For the description of the a-relaxation, the assumption

of dipoles with identical relaxation times, relaxing inde-

pendently from each other, seems unrealistic. Indeed, in

most materials the Debye response, equation (4), is not

su� cient to describe the experimental results and the loss

peaks caused by the a-relaxation (called a-peaks) are

broader and often asymmetric. Various modi®cations of

equation (4) have been proposed to take account of the

observed deviations [38], e.g. in the Cole-Davidson (CD )

equation [38,40],

e* 5 e¥1
es 2e ¥

(1 1i2pvsCD)
bCD

, (5)

the addition of the exponent bC D < 1 takes into account an

asymmetric broadening of the loss curves at frequencies

above the peak frequency mp, as often observed in simple

molecular glass formers (®gure 1b ). For m&mp the loss

calculated from equation (5 ) follows a power law with an

exponent equal to Ð bC D .

The ®nding that in most materials the loss peaks are

broadened in comparison with the Debye response is

usually ascribed to a distribution of relaxation times. Thus

an average relaxation time < s> can be calculated. The

corresponding relaxation rate will be denoted as ms: = 1/
(2p< s> ). For the CD function, < s> = bC D sC D [38]. A

distribution of relaxation times may arise due to the

heterogeneity of the material under investigation, caused by

variations of the local environment of the relaxing entities.

This heterogeneity scenario [41] has been corroborated

recently by four-dimensional NMR experiments [42],

dielectric hole burning [43], and photobleaching experi-

ments [44]. An alternative scenario is that of a homo-

geneous non-exponential response of the relaxing entities in

the time domain. This leads to deviations from Debye

behaviour in the frequency domain, too. Usually the non-

exponentiality is taken into account by the so-called

stretched exponential or Kohlrausch-Williams-Watts

(KWW ) function,

P 5 P s 1(P ¥ 2P s)exp 2
t

sKWW

bKW W

, (6)

with bK W W < 1. A KWW curve with b = 0.5 is shown in

®gure 1a (dashed line). The KWW function was ®rst used

by Kohlrausch to describe the charge relaxation of a

Leyden jar [45] and applied to dielectric relaxation by

Williams and Watts [46]. This, in the beginning purely

phenomenological description has been theoretically

derived in a variety of models [13]. Of course, the use

of the KWW function does not necessarily imply the

homogeneous scenario, as equation (6 ) also can be

transferred into a corresponding distribution of relaxa-

tion times. Fits of dielectric relaxation data in the

frequency domain require a Fourier transformation of

equation (6 ). Quite similar to the CD function, this leads

to loss peaks which exhibit a power law with exponent

Ð bK W W . However, e.g. for bC D = bK W W , both functions

deviate signi®cantly, especially near mp (®gure 1b). In the

authors’ experience, the CD function often describes loss

data in glass-forming materials more accurately than the

Figure 1. (a ) Time dependent relaxation of the polarization in a

glass former after application of an electric ®eld at t= 0. The

solid line shows the theoretical exponential response of dipolar

non-interacting entities with a common relaxation time (equation
(3 )). The dashed line is a stretched exponential or KWW

function (equation (6 )), often used to describe real systems. A

stretching exponent, bK W W = 0.5, was chosen. (b) The solid and

dashed lines are the Fourier transforms of the respective curves

in (a ). For the exponential behaviour (solid line in (a )), a Debye

response (equation (4)) is obtained. The dash-dotted line is a

Cole-Davidson curve (equation (5)), often used for an empirical

description of loss peaks broader than a Debye curve, with

bC D = 0.5. The relaxation times and amplitudes are identical for

all curves.
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KWW response [33,36,47,48] and therefore will be used

in the course of the present paper.

2.2. Dynamic processes

Figure 2 represents a schematic plot of broadband loss

spectra for two temperatures demonstrating the most

common contributions for glass-forming materials. The a-

process leads to dominant loss peaks (indicated yellow in

®gure 2 ), shifting to high frequencies with increasing

temperature. As mentioned in the introduction, in addition

to the a-relaxation, a variety of other features show up in

broadband dielectric spectra of glasses and supercooled

liquids. If mobile charge carriers are present, conductivity

contributions lead to a 1/m-divergence of e¢¢(m) for low

frequencies (not shown in ®gure 2). At frequencies some

decades above mp the empirical functions used for the

description of the a-peak fail and an excess loss shows up

(green in ®gure 2 ). In many glass formers this excess

contribution can reasonably well be described as a second

power law, e¢¢~ m
Ð b

with b < bC D [31,49 ± 51]. This `excess

wing’ was already noted in the early work of Davidson and

Cole [40] and was found in a variety of glass-forming

materials [31,49 ± 52]. Up to now there is no commonly

accepted model for the microscopic origin of the excess

wing in glass-forming materials. Some intriguing scaling

properties of a-peak and excess wing were found by Nagel

and coworkers [52] leading to a master curve for diŒerent

temperatures and even for diŒerent materials. Moreover,

using low-temperature extrapolations based on these

scaling properties, the approach of b = 0 for a temperature

near TV F was proposed [53]. It was argued that this

constant loss behaviour could imply a divergence of the

static susceptibility, again supporting speculations about a

phase transition near TV F [53].

In many glass-forming materials, besides the a-peak,

further relaxation processes lead to additional peaks or

shoulders in e¢¢(m), usually located in the kHz ± MHz region,

as indicated in ®gure 2 (grey). They are termed b-

relaxations (or c, d, . . . relaxations if there are more than

one), sometimes with the addition `slow’ to avoid confusion

with the fast b-process of MCT. Usually, the existence of

two types of slow b-relaxations are assumed: The ®rst type

is ascribed to an internal change of the molecular

conformation, e.g. the movement of a molecular side-

group in a polymer. The second class, the so-called Johari-

Goldstein b-relaxation, seems to be of more fundamental

origin. This notion is based on the work of Johari and

Figure 2. Schematic view of the frequency dependent dielectric loss in glass-forming materials as observed in extremely broadband

measurements. Two curves for two diŒerent temperatures are shown. DiŒerent characteristic features, not necessarily all simultaneously

present in a single glass former are marked by diŒerent colours: The a-relaxation peak (yellow), a possible b-relaxation peak (grey ), the

excess wing (green), the minimum with the possible contribution of an additional fast process (orange), the boson peak (blue) and the

infrared bands (violet ).
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Goldstein [26,27] who have demonstrated that secondary

relaxation processes are a rather universal property of glass

formers and can show up also in relatively simple molecular

glass formers, where internal conformation changes seem

unlikely. However, the microscopic processes behind this

kind of b-relaxation are still controversially discussed (see

e.g. [51] ). It is commonly assumed that the excess wing and

the Johari-Goldstein b-relaxations are due to diŒerent

processes [52] and in some materials the b-relaxation may

even be superimposed to the excess wing [51]. But it seems

also possible that these two features are due to the same

microscopic process as suggested by recent theoretical

developments within the CM [54,55]. Finally, it should be

mentioned that recent experiments on glass-forming Salol

seem to indicate that the occurrence of a b-relaxation peak

may depend on the thermal history of the sample [56].

For frequencies in the GHz-THz range, a minimum in

e¢¢(m) shows up. The existence of a minimum per se is not

surprising because, after the decrease at m> mp , e¢¢(m) must

start to increase again towards the far-infrared absorptions,

well known for glass-forming materials [57,58]. However,

for various glass-formers it was found that the spectral

form of the e¢¢(m)-m inimum cannot be explained by such a

simple crossover [33 ± 35] and fast processes contribute to

e¢¢(m) in this region (indicated orange in ®gure 2 ). The fast b-

process predicted by MCT provides a reasonable explana-

tion for these contributions [33 ± 35,37] but other explana-

tions may be possible [25,34,59].

At some THz another peak shows up that can be

identi®ed with the so-called boson peak known from

neutron and light scattering [19 ± 21,60] (blue in ®gure 2 ).

The term `boson peak’ is originally de®ned for the

scattering function S which, by means of the ¯uctuation-

dissipation theorem [61], is in good approximation con-

nected to the imaginary part of the susceptibility via

x¢¢= e¢¢~ Sm. But often the term `boson peak’ is also used

for the corresponding peak in x¢¢(m) and this notation will be

followed in the present work. Its name originates from the

temperature dependence of its intensity, observed in the

scattering experiments, which can be explained assuming

boson statistics. It should be mentioned, that often the term

`boson peak’ is used only to denote a high-frequency peak

that is caused by vibrational excitations. In contrast, the

term `microscopic peak’ is applied if the THz-peak is

assumed to originate from the cage eŒect. Unfortunately,

there is no consistent use of either expression in the

literature and in the present work only the term `boson

peak’ will be used.

The boson peak is a universal feature of glass-forming

materials and corresponds to the commonly found excess

contribution in speci®c heat measurements at low tempera-

tures [11]. A variety of explanations of the boson peak have

been proposed [62 ± 65] but up to now there is no consensus

concerning the microscopic origin of this phenomenon.

Finally, in the infrared region various resonance-like

features can be expected (violet in ®gure 2 ) which are due

to phonon-like modes and vibrational and rotational

excitations of the molecules.

2.3. Experimental techniques

In order to obtain dielectric spectra in a broad frequency

range, a variety of diŒerent experimental techniques has to

be combined. Figure 3 gives an overview of the techniques

used in our laboratory. In principle, 21 decades of

frequency can be covered. The broadest spectra on glass-

forming liquids, obtained until now in this laboratory,

cover more than 18 decades [36,37].

At low frequencies, up to several tens of MHz, essentially

the capacitance and conductance of the sample are

measured directly. The sample has to be prepared as a

capacitor, as schematically indicated in ®gure 3. At the

lowest frequencies, from lHz up to some kHz, time-domain

techniques are best suited. Here the time-dependent

charging or discharging of the sample capacitor is

measured after excitation with a short voltage pulse or

step [66]. A Fourier transformation leads to the frequency-

dependent quantities. In this way a relatively broad

frequency spectrum can be obtained with one measurement

only. In the region of some lHz up to several MHz the so-

called frequency response analysis can be applied. Here the

sample voltage and the sample current are measured

directly with a frequency response analyser using lock-in

Figure 3. Overview of the experimental techniques and

corresponding frequency ranges, employed in the dielectric

laboratory at the Augsburg University. The sample geometries

and the set-ups of the spectrometers are schematically indicated

in the ®gure. The sample material is always indicated in black.

Below the abscissa typical time scales and frequency bands are

indicated.
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techniques. In our laboratory an impedance analyser

SI1260 (Solartron, Farnborough, Hampshire, UK ) in

conjunction with a dielectric interface (Dielectric Instru-

mentation, Holt Heath, Worcestershire, UK ) or an alpha-

analyser (Novocontrol, Hundsangen, Germany) are avail-

able. Between several Hz and some tens of MHz

autobalance bridges can be used (HP4284A (20 Hz ±

1 MHz) and HP4285A (75 kHz ± 30 MHz) by Hewlett±

Packard, Palo-Alto, USA, in our case).

Between 1 MHz and about 10 GHz, the coaxial re¯ection

method is best suited. Here the sample is connected to the

end of a coaxial line, thereby bridging inner and outer

conductor. The devices (impedance or network analysers )

measure the complex re¯ection coe� cient or perform a

direct current-voltage measurement. To correct for the

contributions caused by the coaxial line and connectors, a

proper calibration using at least three standard impedances

is necessary. In our laboratory, the Hewlett-Packard (Palo-

Alto, USA ) impedance analysers HP4191A (1 MHz ±

1 GHz) and HP4291A (1 MHz ± 1.8 GHz) and the network

analyser HP8510B (45 MHz ± 40 GHz) are used. The design

of the sample holder and of the coaxial line, which connects

the sample within the cryostat (or oven ) to the measuring

device, is essential in order to reach high frequencies. A

variety of sample con®gurations for the measurement of

dielectric properties with the re¯ection technique has been

reported [67,68]. For a description of a typical coaxial line

used in our laboratory, see [68].

For higher frequencies, about 100 MHz ± 40 GHz, the

coaxial transmission technique can be used. Here the

sample material ®lls the space between inner and outer

conductor of a coaxial line. From the transmission

properties of this line, measured with a network analyser

(e.g. HP8510B), the dielectric properties can be calculated.

The method is based on that developed by Nicholson and

Ross for time domain measurements of dielectric materials

[69]. The transmission depends exponentially on the

dielectric loss. Therefore, for diŒerent temperature regions

lines of various lengths between 10 and 300 mm have to be

used to keep the transmission within the resolution window

of the network analyser.

As mentioned above, investigations of glass-forming

materials in the frequency region GHz ± THz are of special

importance in the light of recent theoretical developments.

This region can partly be covered by coaxial methods and

far-infrared spectroscopy, but between some 10 and some

100 GHz measurements are di� cult with these techniques.

In this region resonant cavity systems can be used, but with

one cavity, only a single frequency can be investigated. An

alternative is given by the free-space technique where the

electromagnetic wave, generated by a monochromatic

source, propagates through `free space’ (i.e. is unguided)

and is detected by a suitable detector after passing (or being

re¯ected by ) the sample. In principle, setups as known from

optical spectrometers can be applied. In our laboratory, a

quasi-optical spectrometer developed in the group of A. A.

Volkov [70] is used. Its experimental arrangement is similar

to that of a Mach-Zehnder interferometer. This setup allows

the measurement of the frequency dependence of both the

transmission and the phase shift of a monochromatic

electromagnetic beam through the sample. The frequency

range up to 1.2 THz is covered continuously by ten tuneable

narrow-band backward-wave oscillators (BWOs). The

signal is detected by a Golay cell or a pumped He bolometer

and ampli®ed using lock-in techniques. The sample is put

into specially designed cells made of polished stainless steel

with thin plane-parallel quartz windows; depending on the

range of frequency and temperature the thickness of the

sample cell has to vary between 1 mm and 30 mm. The data

are analysed using optical formulae for multilayer inter-

ference [71] with the known thickness and optical para-

meters of the windows in order to get the complex dielectric

permittivity of the sample.

In the frequency region between several hundreds of GHz

and optical frequencies, commercially available infrared

spectrometers can be used. In our laboratory a Fourier-

transform spectrometer (IFS 113v by Bruker, Karlsruhe,

Germany) is employed. Fourier-transform spectrometry

does not allow the determination of the phase shift caused

by the sample and usually a Kramers-Kronig transforma-

tion has to be applied to deduce the complex dielectric

permittivity from the measured transmission (or re¯ection )

data [72]. This can lead to considerable errors. However, if

patterns caused by standing waves are observed in the

spectrum, it may be possible to obtain information on both,

real and imaginary part of the permittivity. For this

purpose, the data can be analysed with standard formulas

for optical multilayer interference [71].

For cooling and heating of the samples, various cryostats

and ovens can be used. For ease of sample preparation it is

preferable to use glass-forming materials that are liquid at,

or somewhat above room temperature. In this case the use

of a N2-gas cryostat is best suited where the sample is

subjected to a stream of cold N 2-gas, heated to tempera-

tures between 100 K and 600 K. In order to avoid

crystallization during the course of the measurement

polished sample cells should be used, preferably made

from stainless steel. Also the cooling rate should be

su� ciently large, especially in temperature ranges where

the tendency to crystallize is enhanced. In some cases it may

be necessary to perform the measurements after heating the

sample up to Tm and directly cooling it to the measurement

temperature with a fast rate.

To cover the complete frequency range, a single e¢¢(m)-

curve at a given temperature is composed, using results

from diŒerent setups. For some techniques the absolute

values of e¢ and e¢¢ are not always well de®ned. Possible

sources of error are, for example, stray capacitances, ill-

              21



de®ned sample geometries or a incomplete ®lling of the

capacitors and sample holders. Except for the transition

between the HP8510B network analyser and the submilli-

meter wavelength spectrometer, the frequency ranges of the

diŒerent devices overlap. This facilitates the matching of

the curves from diŒerent devices by the application of

scaling factors. In general, only one scaling factor per

measurement series (with one sample, sample holder,

calibration etc.) should be applied. Overall, a su� cient

number of measurements, overlapping in frequency and

temperature, have to be collected to minimize the errors in

the composition of broadband spectra.

3. Broadband dielectric spectra of glass-formers

Figure 4 shows e¢(m) and e¢¢(m) of glycerol for various

temperatures in the whole frequency range investigated

[36]. The typical asymmetrically shaped a-relaxation peaks

shifting through the frequency window with temperature

are observed in e¢¢(m) (®gure 4b ). They are accompanied by

relaxation steps in e¢(m) as seen in ®gure 4a. For clarity

reasons, for each temperature the spectra are shown down

to about 1.5 frequency decades below the a-peak only.

For lower frequencies, conductivity contributions, most

probably due to impurity ions, lead to a strong increase of

e¢¢. The a-peak can be described by the Cole-Davidson

(CD ) function, equation (5), as shown by the solid lines in

®gure 4. For comparison, a ®t with the Fourier transform

of the KWW function, equation (6), is shown for 204 K

(dashed line) exhibiting somewhat larger deviations at

high frequencies. A detailed discussion of the a-process

will be given in section 4. At frequencies m> mp , e¢¢(m)

follows a power law e¢¢~ m
Ð b (®gure 4b ). At higher

frequencies deviations from this power law occur: For

low temperatures an excess wing develops (see section 2.2)

showing up as second power law, m
Ð b

with b < b before

the minimum region is reached. The exponent b increases

with increasing temperature and at high temperatures,

T>273 K, the excess wing seems to have merged with the

a-peak. The excess wing is accompanied by an additional

decrease in e¢(m) as can be inferred from ®gure 4a. The

excess wing will be discussed in detail in section 5.

In the GHz to THz frequency range the e¢¢(m)-minimum,

®rst reported in [33], shows up (®gure 4b ). With decreasing

temperature, its amplitude and frequency position de-

creases and it becomes signi®cantly broader. Finally, near

2 THz a peak is observed. The peak frequency is

temperature independent within experimental error and

its amplitude increases with temperature. This peak is

located at the same frequency as that found in light and

neutron scattering experiments [73] and hence can be

identi®ed with the boson peak (section 2.2 ). Corresponding

to the peak in e¢¢(m), e¢(m) exhibits a decrease near 1 THz

(®gure 4a ).

In ®gure 5 the loss spectra for glycerol and PC [37]

are shown in a three-dimensional representation. In

both materials the spectra show the same overall

behaviour with the succession of a-peak, excess wing,

minimum and boson peak. The lines in ®gure 5

indicate peak positions and transition points between

diŒerent characteristic regions in the spectra. For both

materials the dramatic increase of the a-relaxation time-

scale at low temperatures leads to a strong shift of the

a-peak towards low frequencies. In contrast the boson

peak position seems to be nearly constant. The

shallowness of the minimum region is clearly seen in

these plots. The slope of the excess wing, constituting

the low-frequency wing of the minimum, increases with

temperature. For high temperatures (T>273 K for

glycerol and T>193 K for PC) it merges with the a-

peak. But also a qualitative diŒerence of both materials

shows up in ®gure 5, in the region between minimum

and boson peak: For glycerol the minimum is followed

Figure 4. Frequency dependence of the dielectric constant (a)

and the dielectric loss in glycerol at various temperatures [36].

The solid lines are ®ts with the CD function (equation (5)) the

dashed lines are ®ts with the Fourier transform of the KWW law
(equation (6)) both performed simultaneously on e¢ and e ¢¢ (for

clarity the latter is shown for one temperature only, see [49]).

The a-response, well described by the CD function, is seen

shifting over many decades of frequency with temperature. In

addition, in the loss (b ), the excess wing, minimum and boson

peak show up. Note that the boson peak (near 1 THz) seems to

be superimposed on the shallow minimum.
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by a shallow increase to which a much steeper increase

towards the boson peak seems to be superimposed. In

contrast, in PC the high-frequency wing of the

minimum simultaneously forms the low-frequency wing

of the boson peak and e¢¢(m) increases much weaker

towards the boson peak (see section 6.3 ).

4. The a-process

4.1. Relaxation time

The most signi®cant result of an analysis of the a-relaxation

process is the temperature dependence of the a-relaxation

time. For glycerol and PC, vast number of measurements of

Figure 5. Three-dimensional plot of the dielectric loss of glycerol (a) and PC (b ) in dependence of temperature and frequency. The lines

guide the eyes connecting characteristic points of the loss curves: the a-peak, the change of slope at the transition to the excess wing, the

minimum, the onset of the steeper increase towards the boson peak (for glycerol only ) and the boson peak (tentatively, because actually

measured at four temperatures for glycerol and at room temperature for PC, only ). The black dotted lines show a reasonable

extrapolation of the boson peak at the lowest temperature, based on the room temperature measurements. The dramatic slowing down of

the a-relaxation shows up in the strong shift of the a-peak towards low frequencies with decreasing temperature. In contrast the boson

peak seems to be nearly temperature independent. It is obvious that the excess wing merges with the a-peak at high temperatures. The

amplitude and frequency of the minimum increases with temperature. Note the diŒerent behaviour of glycerol and PC in the transition

region between minimum and boson peak.
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the a-relaxation time have been reported in literature. The

s(T )-results from various dielectric investigations

[26,29,31,40,58,74 ± 81] have been digitized and are shown,

together with the results of the present work, in an

Arrhenius representation (®gure 6 ). If available, the

average relaxation time < s> is plotted. In most other

cases, s was calculated from the peak frequency, which for

most spectral forms is a good estimate for 1/(2p< s> ). In

Kudliks work [74], < s> was obtained from ®ts with a

modi®ed CD function that takes account of the excess

wing. Payne and Theodorou [77] obtained s(T ) by assuming

a Debye behaviour and making certain assumptions for the

relaxation strength. Overall, the data agree rather well but

some deviations of the data sets from diŒerent sources,

typically up to a factor of 2, are present. As commonly

found for most glass-forming liquids, for both materials the

s(T ) curves deviate signi®cantly from simply thermally

activated behaviour leading to a pronounced curvature in

the Arrhenius representation of ®gure 6.

The lines in ®gure 6 are ®ts of the s(T )-curves of both

materials with a VFT law, equation (1 ). For glycerol,

TV F = 129 K, m0 = 1.1 ´10
14

Hz and D = 17.9. For PC,

TV F = 136 K, m0 = 4.1 ´10
11

Hz and D = 5.1 (the ob-

viously erroneous point of Payne and Theodorou [77] at

1000/T » 5.1 K
Ð 1

was not used for these ®ts ). The strength

parameter D can be used to classify glass formers according

to the deviation of their s(T ) curves from thermally

activated behaviour [82]: The so-called `fragile’ glass

formers reveal small values of D (typically D < 10), with

large deviations; the `strong’ glass formers (D > 10) follow

an Arrhenius law more closely. The strength parameters

resulting from the ®ts in ®gure 6 indicate that glycerol

(D = 17.9) is a rather strong and PC (D = 5.1 ) is a fragile

glass former. This classi®cation scheme has proven very

useful as many properties of glass-forming materials are

correlated with their strength or fragility. Only small

deviations from the empirical VFT formula show up for

glycerol at high temperatures (®gure 6a) in accord with

earlier investigations [31,81,83]. In contrast, for PC the

deviations are greater. A similar behaviour was seen in

earlier works [29,79] where a low-temperature VFT

behaviour with a transition to thermally activated beha-

viour above a temperature TA was suggested. TA was

interpreted as the temperature below which the potential

energy landscape in con®guration space becomes important

[80]. However, it must be stated that alternative descriptions

are also possible, for example using VFT behaviour at high

temperatures, and a thermally activated behaviour at low

temperatures; or a combination of VFT functions [84].

To resolve these ambiguities, Stickel et al. [79,85]

proposed a derivative analysis method. Plotting

d :5
2d log10 vs

d(1/T)

Ð 1/2

(7)

vs. T leads to a linearization of the VFT equation while for

the Arrhenius case a constant is obtained. These `Stickel

plots’ for glycerol and PC are shown in the insets of ®gure

6. To take advantage of the large database available in

glycerol and PC, Stickel’s method was applied to a high-

order polynomial ®t of all data of ®gures 6a and b. This

signi®cantly reduces the large scattering of data points

generated by the calculation of derivatives
²
. The solid lines

in these plots are the transferred VFT-curves of the main

Figure 6. Arrhenius representations of the temperature depen-

dent relaxation times of glycerol (a ) and PC (b ) as reported from

various dielectric measurements including the present work (solid

circles). For glycerol (a), data from the following references are

included: [31] (diamonds), [40] (crosses ), [58] (stars), [74]
(triangles ), and [81] (pluses). For PC (b) data from [29] (open

diamonds), [26] (®lled triangles), [74] (open triangles), [75] (®lled

squares), [76] (®lled diamonds), [77] (stars), [79] (open squares)

and [80] (crosses) are shown. The solid lines are ®ts with a VFT

behaviour, equation (1). The insets show the derivative plots of

the ms(T ) data of glycerol as suggested by Stickel et al. [79,85]. d

is de®ned in equation (7). Stickel’s method was applied to a

polynomial ®t of all data of the main frames. This kind of plot

makes a VFT curve linear and for thermally activated behaviour

a constant is obtained. The solid lines are calculated with the

same parameters as the VFT ®ts in the main frames.

²A 7
th

-order polynomial was used, but also higher order polynomials were

tested to exclude possible artefacts due to the choice of the fitting function.

Except for some small deviations at the highest temperatures the

qualitative behaviour is independent of the fitting function.
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frames. The deviations, seen only weakly in the conven-

tional plot, become more pronounced in this representa-

tion. For glycerol (inset of ®gure 6a) a linear region for

T < 285 K (1000 /T » 3.5 K
Ð 1 ) is observed, similar to the

®ndings in [86]. It indicates a good description with the

VFT law in this region, in agreement with the ®t in the

main frame. However, above this temperature the beha-

viour becomes complicated and no further signi®cant VFT

or Arrhenius regions can be identi®ed. For PC (inset of

®gure 6b ), signi®cant deviations from linear behaviour are

detected in the whole temperature region and clear VFT

and Arrhenius regions are not observed. This is at variance

with the suspected succession of two VFT and an Arrhenius

region in [85], where, due to the stronger scattering of the

data the continuous curvature revealed by the present

results was not detected.

Overall, for both materials the VFT function is not able

to describe the data in the whole temperature range and the

Stickel-plots suggest a rather complex behaviour with a

crossover between various regions of diŒerent temperature

characteristics of s(T ). One has to mention that the

signi®cance of the results of Stickels method is not quite

clear. For example, for glass-forming Salol an analysis with

Stickels method [79] and an alternative analysis with the

VFT function in a sliding frequency window [84] yielded

inconsistent results. It was argued [87] that a test of ®tting

formulas and theories using the derivatives of measured

quantities may not be justi®ed.

Aside from the above more or less phenomenological

descriptions of the temperature dependence of the a-

relaxation time, there is a variety of predictions from

diŒerent competing microscopic theories. However, the

experimental results often can be described with nearly

equal quality by quite diŒerent theoretical models and it

has proven extremely di� cult to arrive at a ®nal decision

in favour or against a speci®c model from ®ts of s(T )

alone. For example, the present data on PC have been

demonstrated [37] to be adequately described by an

extended free volume theory [15] and by the FLD theory

[23], despite both models involving very diŒerent transi-

tion temperatures near Tg and above Tm , respectively. In

the present work we therefore refrain from providing an

extensive analysis of our data with microscopic ap-

proaches.

4.2. Width parameter

Besides the relaxation time, the a-response is character-

ized by its relaxation strength De and a width parameter.

For the latter usually an exponent b (e.g. bC D or bK W W )

is used, determined from ®ts of the a-peaks as mentioned

in section 2.1. Obtaining precise values of b(T ) is a

di� cult task as there are various sources of error in its

determination (e.g. b depends critically on the choice of

the frequency region used for the ®ts ). In addition, when

the loss peaks shift towards the high frequency limit of

the available frequency window, the error for b is

enhanced as successively fewer data points are available

at the high-frequency side of the a-peaks. Concerning the

high-temperature behaviour of the shape parameter b,

there is some dispute in the literature, caused mainly by

inconsistent results from dielectric spectroscopy and other

methods as for example light scattering [see

29,30,52,78,88]. The high-temperature behaviour of b is

of interest as the MCT makes distinct predictions for

b(T ): Above Tc, b(T ) should reveal a temperature

independent value, smaller than unity. This is in contrast

to the plausible notion that b(T ) should approach unity,

deep in the liquid state because, due to the fast thermal

¯uctuations, each relaxing entity `sees’ the same environ-

ment, leading to a Debye response. From various

investigations, most of them performed by light scattering

[e.g. 78,88 ± 91], a nearly constant b(T ) was deduced. But

also the contrary was found [92], especially in dielectric

experiments [e.g. 29 ± 31] and considered as evidence

against the validity of MCT. In contrast to the present

results, the dynamic region accessed in these dielectric

experiments was restricted to frequencies below about

10 GHz.

In ®gure 7 the temperature dependence of bC D of

glycerol and PC is shown. For comparison, the results

from a variety of dielectric investigations of glycerol

taken from literature are included [29,40,74 ± 77,80,81,93].

At low temperatures the data match reasonably well.

For b(T ) a linear increase up to about 300 K for

glycerol and up to about 200 K for PC can be stated.

Based on the data from the present work, at higher

temperatures b(T ) tends to level oŒ at b » 0.75 for

glycerol and b » 0.9 for PC. This ®nding seems to be in

contrast to the results from other dielectric investigations

[29,31] but at high temperatures their data points have a

large uncertainty as there the a-peak approaches the

high-frequency limit of their experimental setup (about

10 GHz). In contrast, the value of bC D = 0.904 at 298 K

deduced by Barthel et al. [75] for PC (square in ®gure

7b ) was obtained from high-frequency dielectric measure-

ments at 0.95 ± 89 GHz.

Overall, in both glycerol and PC, a tendency of bC D (T ) to

level oŒ at a constant high-temperature value, smaller than

unity, is observed. This ®nding agrees at least qualitatively

with the MCT-prediction of a constant non-Debye

behaviour at high temperatures. One has to note that the

observed saturation of b(T ) seems to occur at temperatures

somewhat higher than the Tc determined for these materials

(252 K for glycerol and 187 K for PC, section 6.1 ).

However, a reasonable description of the a-peaks for

T > T c is also possible with a constant bC D = 0.63 for

glycerol [47] and bC D = 0.8 for PC.
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The third parameter characterizing the a-relaxation is its

relaxation strength. In dielectric spectroscopy it is mea-

sured by De: = es Ð e` . However, its temperature depen-

dence is often dominated by dipolar interactions or

correlation eŒects and an unambiguous comparison with

theoretical predictions is di� cult. Therefore it will not be

considered further in the present work and the reader is

referred to [36,37].

5. The excess wing

A well developed excess wing shows up in the spectra of

glycerol and PC (®gures 4 and 5 ). Besides the scaling

approach, noted in section 2.2, a variety of alternative

descriptions of this feature were proposed. Recently, some

phenomenological functions have been developed that are

able to take account of both the a-peak and the excess wing

[51]. In addition, it is possible to describe the a-peak

including the wing at least partly using the FLD model [23]

and the DCD model [24]. Recently it was shown that the

spectra of glycerol, presented here, can be ®tted well up into

the minimum region, by a combination of the DCD and the

Weiss mean-®eld theory [25]. Finally, it was shown

[31,55,94] that the excess wing can also be described by a

b-relaxation process, nearly masked by the dominating a-

process. This notion may ®nd an explanation within the

framework of the CM [54,55]. However, overall there is no

commonly accepted explanation for this feature and it is

still considered as one of the great mysteries in the

properties of glass-forming materials.

The (purely phenomenological ) description of the excess

wing, ®nding most attention, is given by the so-called

Nagel-scaling [30]. Nagel and coworkers found that the

e¢¢(m)-curves for diŒerent temperatures and even for

diŒerent materials, including the wing, can be scaled onto

one master curve by plotting

Y :5 w 21
log10

e¢¢vp

D ev
vs. X :5

w21

1 1w21
log10

v

vp

. (8)

Here w denotes the half-width of the loss peak, normalized

to that of a Debye-peak, mp is the a-peak frequency and De
the relaxation strength.

In ®gure 8 the present data for glycerol and PC are

shown, scaled according to equation (8 ). To maintain

readability, for each material curves for three diŒerent

temperatures only are shown. In addition, only data points

up to the onset of the e¢¢(m) minimum are included and no

corrections for conductivity contributions have been

performed (for some discussions concerning this point,

Figure 7. Temperature dependence of the a-peak width-

parameter bC D of glycerol (a) and PC (b ) as determined from

simultaneous ®ts of e ¢(m) and e¢¢(m) with the CD-function,

equation (5) (®gure 4 and [37]). In addition to the present results
(circles ), the following results from earlier dielectric investiga-

tions reported in literature are included. (a) [31] (crosses), [40]
(diamonds), [74] (triangles ). (b ). [29] (crosses), [74] (triangles),

[75] (square). The b(T ) of Kudlik [74] was determined from ®ts

with a modi®ed CD function that takes account of the excess

wing. The dashed lines are drawn to guide the eye. Note the

tendency of b(T ) to saturate at high temperatures.

Figure 8. Frequency dependent dielectric-loss (e¢¢(m)) of glycer-

ol at 195 K, 223 K and 363 K (circles) and PC at 158 K, 173 K

and 253 K (triangles), scaled according to Nagel and coworkers

[52] (equation (8)). w denotes the half-width of the loss peaks,

normalized to that of a Debye-peak, mp is the a-peak frequency

and De the relaxation strength. For abscissa values X < 9, the

data fall onto one master curve. For higher values of X, some

small deviations from a single master curve are seen (see inset for

a magni®ed view of the high-X region).
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see [95] ). The present plot reveals a good scaling of the data

at not too high values of X. At very high values of X small

deviations from a single master curve show up (see inset)

which, however, are just at the edge of the experimental

resolution. Overall it is very intriguing to see such diŒerent

spectra from diŒerent materials collapse onto one curve.

During the last years some criticism of the Nagel-scaling

arose concerning its universality and accuracy [96 ± 98] and

minor modi®cations of the original scaling procedure have

been proposed [98]. However, it is still commonly believed

that the Nagel-scaling is of signi®cance for our under-

standing of glass-forming liquids and many eŒorts have

been made to check for its validity in a variety of materials

[81,96 ± 101].

At this point it may be mentioned that the Nagel scaling

is not a universal property of disordered systems in general,

in contrast to previous assumptions [99]. Recently it was

shown [100] that the excess wing is absent in various `plastic

crystals’, a class of materials which are characterized by

disorder with respect to the orientational degrees of

freedom of the translationally ordered molecules. Plastic

crystals are often considered as model systems for

`conventional’ glass formers and, except for the absence

of the excess wing, their properties resemble that of glass-

forming liquids in many respects.

The Nagel scaling strongly suggests a correlation of a-

peak and excess wing parameters, especially of b, the

power-law exponent at m> mp, and b, the wing exponent. It

was proposed [50,53] that b should become zero for a

limiting value of b* » 0.38 or w = 2.6
³
. As the static

susceptibility is proportional to the area under the a-peak,

it was argued that this possible constant loss behaviour

would imply a divergence of the static susceptibility. By a

low-temperature extrapolation of w(T)-curves of various

glass-formers, Nagel and coworkers suggested that this

limit is reached near the Vogel-Fulcher temperature TV F

[53]. This ®nding supports speculations about a phase

transition from the liquid to the glass state, underlying the

glass transition. In addition, a divergent susceptibility was

also deduced directly from an extrapolation of b to low

temperatures, which for various glass formers indeed seems

to approach zero near TV F [50].

Figure 9 shows the temperature dependence of bC D for

glycerol and PC. TV F is indicated by the dashed lines. A

linear extrapolation of bC D (T ) leads to values of b(TV F )

clearly larger than b* and a change of the temperature

characteristics at low temperatures has to be assumed to

obtain b(TV F ) = 0.38.

The above procedure enables an investigation of the

excess wing exponent by the more simple determination of

the a-peak width parameter b. A more direct way to check

for a divergent static susceptibility is the investigation of

the temperature dependence of the exponent b itself.

However, an unambiguous determination of b is di� cult,

especially at higher temperatures, where a-peak, wing, and

the minimum strongly overlap in frequency. For this

purpose, a parameterization using the sum of two power

laws, e¢¢~ cbm
Ð b

+ cbm
Ð b

was used in [50]. In order to take

into account the additional contributions in the minimum

region and the increase towards the boson peak, a constant

loss and two power laws can be added [59] which enables to

obtain information on b(T ) up to relatively high tempera-

tures. The resulting b(T ) (®gure 9 ) can be reasonably well

extrapolated to zero at TV F , similar to the ®ndings in [50].

While for glycerol the signi®cance of this extrapolation is

low, the results for PC indeed seem to support the approach

Figure 9. Temperature dependence of the a-peak width-

parameter bC D (open circles) and b (squares) for glycerol (a)

and PC (b ). b is obtained from ®ts with a phenomenological

ansatz comprising a sum of two power laws for the high-

frequency wing of the a-peak and some additional contributions

for the e¢¢(m)-minimum [59]. The solid lines demonstrate a

possible extrapolation to b(TV F )= 0 which may indicate a

divergent susceptibility at TV F . TV F (from the VFT ®ts in ®gure

6) is indicated by the dashed lines. The insets show the prefactor

of the power law cbm
Ð b

used for the description of the excess

wing. The dotted lines demonstrate that it is not possible to draw

de®nite conclusions concerning a non-zero value of cb at TV F .
³ For some rem arks concerning the justification of this assumption, see

[101].
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of a constant loss at TV F . However, as already noted in [50],

even if b becomes zero, a divergent susceptibility will only

be reached, if the prefactor cb(T ) does not approach zero

for T ®TV F . cb(T ) for both materials is shown in the insets

of ®gure 9. As indicated by the dotted lines, a de®nite

statement concerning this point is not possible. The same

conclusion can be drawn from the results on cb shown in

[50]. Overall, no clear evidence for a divergent susceptibility

at low temperatures can be deduced from an investigation

of the temperature evolution of the excess wing.

6. The fast dynamics

6.1. e¢¢(m) minimum

In ®gure 10, a magni®ed view of the high-frequency region

of e¢¢(m) is shown for both materials. The most naive

assumption for the spectral form of the dielectric loss in the

minimum region is a simple crossover from the a-peak or

the excess wing to the boson peak. For the low frequency

wing of the boson peak a linear or superlinear increase is

commonly found for a variety of glass-formers [19,20,57].

Indeed, for the lowest temperatures investigated, where the

boson peak contributions can be assumed to become

dominant, a linear increase for PC and even a superlinear

increase of e¢¢(m) for glycerol is approached (for further

comments, see section 6.3 ). Therefore in the inset of ®gure

10 the simple postulate

e¢¢ 5 cbv2b 1cnv
n (9)

with b < 1 and n = 1 is used to analyse the data; b was

chosen to match the power law seen in e¢¢(m) between 1 GHz

and the minimum. Clearly there is no way to obtain a

reasonable ®t of the rather shallow e¢¢(m)-minima in this

way. Independent from any model assumptions, this

empirical result provides clear experimental evidence that

in the region of the e¢¢(m)-minimum additional fast processes

contribute signi®cantly to the dynamics of the investigated

glass-forming materials. We consider this ®nding as the most

important outcome of our high-frequency dielectric investiga-

tions. Similar ®ndings were obtained for a variety of glass-

formers [20,33,34,37,48].

It was shown that it is possible to take account of the

excess contributions in the minimum region by adding

further constant-loss or power-law terms to equation (9 )

[33,34,59]. However, the development of a theoretical base

for these contributions [102] is in its beginning stages only.

In the frustration-limited domain (FLD ) model by

Kivelson, Tarjus, and coworkers [23] a `narrowly avoided

critical point’ at a temperature T* above the melting point

is postulated. The theory is based on the assumption that

there is a locally preferred structure (LPS) which, however,

is not able to tile space periodically. Without this

geometrical constraint the system would condense into

the LPS at T* . In real systems somewhat below T* ,

frustration-limited domains with the LPS are formed. Such

a scenario is intuitive for the simple system of spherical

molecules. Here the LPS is an icosahedral short-range

order but one cannot tile space with this structure. In the

FLD model [23] the a-relaxation is identi®ed with the

restructuring of the FLDs and occurs on a length scale

given by their characteristic size. Within the FLD frame-

work there is a second length scale, the correlation length n

of the locally preferred structure. It was argued [23] that the

experimentally observed fast b-processes may be ascribed

to fast relaxations taking place on this smaller length scale

of the FLD model. However, up to now a theoretical

elaboration of the fast processes within FLD theory is

missing.

Figure 10. Dielectric loss of glycerol (a ) and PC (b ) in the

minimum and boson peak region. The solid lines are ®ts with the

MCT prediction, equations (10), with a= 0.325, b= 0.63 for

glycerol and a= 0.29, b= 0.5 for PC. For the lowest tempera-

tures, the increase towards the boson peak approaches power

laws e ¢¢~ m3
for glycerol and e¢¢~ m for PC as indicated by the

dashed lines. Note that, in contrast to PC, the boson peak seems

to be superimposed to the shallow minimum in glycerol. The

dotted line in (b ) is drawn to guide the eyes. The insets

demonstrate for two temperatures each, that the simple super-

position ansatz, equation (9), is not su� cient to explain the

shallow minimum.
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Another model predicting fast processes is the CM of

Ngai and coworkers [22]. Within this framework, the

molecular units are predicted to exhibit a transition from

an exponential fast relaxation to a slower KWW

relaxation due to the onset of cooperative motion at a

crossover time tc. Continuity of the relaxing function (e.g.

the polarization ) at tc implies a correlation of the

relaxation times of both processes and the relaxation

time of the fast process can be calculated from the KWW

parameters of the a-process. For glycerol and PC [37],

the fast process inherent in the CM is located at much

lower frequencies than the e¢¢(m)-minimum and therefore

cannot be invoked for the explanation of the excess

intensity in this region.

Recently, a model was proposed considering a low-

frequency relaxation-like part of the vibration susceptibility

function, assumed to be responsible for the boson peak

[103]. This relaxation-like response was shown to arise from

anharmonicity of vibrations and invoked to explain the

quasielastic line seen in light and neutron scattering. This

quasielastic contribution corresponds to the fast b-relaxa-

tion region seen in the susceptibility spectra. Within this

framework, the fast process should show up as peak with

e¢¢~ m
a

and e¢¢~ m
Ð 1

at its low and high frequency side,

respectively. For the absolute value of the exponent a,

reasonable values ranging between 0.375 and 1 were given

in [103], depending on the system. No peak is seen between

a- and boson peak in the spectra of glycerol and PC (®gure

10 ), but the m
Ð 1

-w ing of the fast b-process may be obscured

by the dominating boson peak at higher frequencies.

Indeed, the spectra in glycerol give the impression of a

boson peak with a steep (~ m3 ) low-frequency wing,

superimposed to a shallow minimum (see section 6.3 ). In

contrast, in PC a smooth transition of e¢¢(m) from the

minimum to the boson peak with only one power law (~ m
n
,

n<1) is observed, which seems unlikely to result from the

superposition of the ma
-wing of the fast b-process and the

low frequency wing of the boson peak (steeper than m
1
, see

above).

Very recently, by extending the Weiss mean-®eld theory

to ®nite systems (clusters) and combining it with a model

for the size dependence of the relaxation rate [24], it was

possible to explain a considerable part of the present

spectra of glycerol, including the e¢¢(m)-m inimum [25,104].

Within this framework it is assumed that the basic

thermodynamic units, the so-called aggregates, are sub-

divided into strongly interacting clusters which are statis-

tically indistinguishable. From the distribution of the

aggregate sizes and the size dependence of the relaxation

rate of particles in an aggregate, a non-Debye a-peak and

an excess wing are predicted. In addition, peaks or

shoulders can arise at high frequencies due to the fact that

only integer values of m, the number of molecules per

cluster, are possible. That is, these high-frequency features

re¯ect the dynamic response of dimers, trimers, quad-

rimers, etc. [104].

The prediction of non-trivial additional contributions in

the region of the e¢¢(m)-m inimum is one of the main

outcomes of the MCT. Within idealized MCT, for T above

but near Tc, the minimum region can be approximated by

the sum of two power laws [18]:

e¢¢ 5
emin

a 1b
a

v

vmin

2b

1b
v

vmin

a

(10)

mm in and em in denote position and amplitude of the

minimum, respectively. The power law m
Ð b

is often referred

to as the von-Schweidler law, the power law m
a

as the

critical law. Within MCT, the temperature independent

exponents a and b are both related to each other by the

exponent parameter k [18] and the exponent a is restricted

to values below 0.4. Thus a signi®cantly sublinear increase

of e¢¢(m) at frequencies above the minimum is predicted.

Within MCT, the minimum region is denoted as the b-

relaxation window. This is somewhat confusing as conven-

tional relaxation contributions lead to peaks in e¢¢(m). In

addition, some confusion may arise with the (slow ) Johari-

Goldstein b-relaxations (section 2.2) and therefore often

the term fast b-relaxation is used for the MCT process.

For PC, a consistent description of the e¢¢(m)-m inima at

T>193 K is possible with k = 0.78 (a = 0.29, b = 0.5 )

[34,37] (solid lines in ®gure 10b ). The obtained k agrees

reasonably with the results from other measurement

techniques [78,105,106] and a very recent analysis of the

present results in PC using a schematic two-correlator

model within the framework of extended MCT [107]. The

®ts in ®gure 10b provide a good description of the data

from 1 ± 2 decades below mm in up to the boson peak

frequency. The critical law clearly shows up between mm in

and the boson peak frequency. In contrast, the von-

Schweidler law is less well developed. The deviations of

data and ®ts, seen at low frequencies in ®gure 10b, can be

ascribed to the growing importance of the a-relaxation. The

simple interpolation formula, equation (10 ), is only valid in

vicinity of the minimum. In contrast to PC, in glycerol

(solid lines in ®gure 10a) the critical law is not well

developed. Instead the MCT ®ts [33,34] are limited at high

frequencies by the additional steeper increase towards the

boson peak, not taken into account by the MCT expression

(10 ). In PC this contribution seems to be of lower

importance (see section 6.3). However, from ®gure 10a it

seems reasonable that in glycerol position and height of the

minimum determined from the ®ts is only weakly in¯u-

enced by these contributions. Also the von-Schweidler law

seems to extend nearly down to the a-peak frequency. For

glycerol an evaluation of the light and neutron scattering

results with idealized MCT is hampered by the much

stronger boson peak contribution (see section 6.2 ). How-

ever, in [65] light scattering results [73] were analysed using
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a more sophisticated MCT approach including the boson

peak. The value k = 0.73 (a = 0.314, b = 0.591 ) obtained

from this analysis is of similar magnitude as k = 0.705

(a = 0.325, b = 0.63 ) deduced from the present dielectric

results. The critical temperature T c should manifest itself in

the temperature dependence of the e¢¢(m)-minimum. For

T > T c, the idealized MCT predicts the following relations:

vmin ~ (T 2Tc)
1/ (2a)

(11)

emin ~ (T 2Tc)
1/2

(12)

But also the a-relaxation timescale should exhibit critical

behaviour:

vs ~ (T 2Tc)
c

with c 5
1

2a
1

1

2b
. (13)

In ®gure 11, the temperature dependencies of em in , mm in

and ms (same data as in ®gures 7 and 8) are shown. Here

representations have been chosen that, according to

equations (11 ), (12 ) and (13), should lead to straight

lines extrapolating to Tc. Indeed, for both materials all

three data sets can be described consistently with a

Tc » 187 K for PC [34,37] and T c » 262 K for glycerol

[33,34] as indicated by the solid lines. But clearly, only

the plots em in
2(T ) for glycerol and ms

1 /c(T ) for PC are

really convincing. For PC, T c lies within the range of

Tc = 176 ± 200 K, determined from various other techni-

ques [78,89,106,108 ]. Also the recent, more sophisticated

analysis of the present results in PC revealed a Tc of

179 K [107]. For glycerol, from an analysis of light

scattering results [73], in [65] a Tc lying between 223 and

233 K was stated, clearly lower than the present value.

For temperatures near T c, especially for glycerol the data

partly deviate from the predicted behaviour (®gure 11 ).

Within MCT this can be ascribed to a smearing out of

the critical behaviour due to hopping processes which are

considered in extended versions of MCT [17,18]. While

somewhat above Tc the relations (11), (12 ) and (13 )

should hold, critical laws are well known to fail too far

above Tc. Therefore the proper choice of the temperature

range to be used for the determination of Tc is di� cult

which may lead to some uncertainties concerning the

value of Tc.

Finally, it should be mentioned that idealized MCT

predicts a signi®cant change in the behaviour of e¢¢(m) at Tc.

For T < Tc, e¢¢(m) should exhibit a so-called `knee’ at a

frequency mk [18]. This knee should show up as a change of

power law from e¢¢~ ma
at m> mk to e¢¢~ m at m< mk . The

quantities mk and the amplitude at the knee, ek ¢¢, should also

exhibit critical behaviour. Using neutron and light scatter-

ing, various glass-formers were inspected for the presence

of this unusual feature and there was considerable

controversy in literature concerning its presence or absence

[30,109,110]. In the present results for glycerol no indica-

tion of a knee is observed. The slight curvature seen, e.g. in

the 183 K curve of PC near 10
11

Hz (®gure 10b ) is not of

su� cient signi®cance to give evidence of a knee in this

material. In [110] the absence of the knee was ascribed to

hopping processes which are not included in idealized

MCT.

6.2. Comparison with other methods

There is a variety of experimental investigations of the

high-frequency response (in the GHz ± THz region ) of

glass-forming materials using neutron and light scattering

techniques [see e.g. 19±21,60,73,78]. The ¯uctuation-dis-

sipation theorem [61] relates the measured intensity spectra

to the imaginary part of a corresponding susceptibility, x¢¢.
The present high-frequency dielectric results for the ®rst

time allowed for a comparison of the dielectric suscept-

ibility with that determined from the scattering experiments

[32,33,36,37,47,111].

In ®gure 12 the dielectric loss spectra of glycerol and PC

are compared with the imaginary part of the susceptibility,

determined from neutron and light scattering data

[73,78,112]. With the succession of a-peak, minimum and

boson peak the dielectric and light scattering results are

qualitatively similar. The frequency range of the neutron

scattering results is somewhat restricted but the minimum is

seen nicely. As the scattering results give no information on

the absolute magnitudes of x¢¢, the data sets have been

Figure 11. Temperature dependence of the amplitude em in (a, d)

and position mm in (b, e) of the e ¢¢(m)-minimum and of the a-

relaxation rate ms (c, f) of glycerol and PC. em in and mm in have

been taken from the ®ts with equation (10), shown in ®gure 10.

Representations have been chosen that should result in straight

lines according to the predictions of the MCT, equations (11),
(12) and (13). The solid lines demonstrate a consistent

extrapolation for all three quantities to a Tc of 262 K for

glycerol and 187 K for PC.
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approximately scaled to yield a comparable height of the a-

peak. It should be mentioned that there is no rationale for

this and a scaling, aiming at an equal height of the THz

peak may be justi®ed as well.

In ®gure 12a the a-peak from light scattering and

dielectric spectroscopy can be compared directly for

glycerol at 363 K. It is located at the same frequency for

both methods. In contrast, for PC it becomes obvious from

®gure 12b that the a-peaks from dielectric spectroscopy are

located at a signi®cantly lower frequency. For both

materials the a-peak determined from light scattering is

broader and exhibits a larger asymmetry. For glycerol it is

well established that diŒerent methods as dielectric spectro-

scopy, speci®c heat spectroscopy, ultrasonics, and light

scattering lead to very similar a-relaxation times [83,113].

This may be rationalized by considering the presence of

hydrogen bonds between neighbouring molecules in this

material which should lead to a strong coupling of

reorientational and translational motions of the molecules.

In contrast, in the van-der-Waals bonded glass-former PC

there is a diŒerence in the absolute values of the a-

relaxation times determined from diŒerent experimental

methods [78] indicating a decoupling of reorientational and

translational degrees of freedom. However, the diŒerent

relaxation times exhibit a common temperature behaviour,

i.e. can be transferred into each other by a temperature

independent factor [78]. This ®nding is in agreement with

the prediction of MCT that in equation (13 ) only the

prefactor should depend on the experimental probe.

For both materials, the increase towards the boson peak

and its frequency position is almost identical for all

experimental methods (®gure 12 ). However, the ratio of

the amplitudes of a- and boson peak is much higher for the

dielectric results. A similar behaviour was also found in our

experiments on Salol [47] and in numerical molecular-

dynamics simulations of various glass-forming systems

[114 ± 116]. Also the results from a very recent neutron

scattering study of PC [106] indicate a much smaller ratio of

a- and boson peak amplitude than found in dielectric

spectra. In addition, the position of the minimum diŒers

between the diŒerent methods, also in accordance with

results from molecular dynamics simulations [115,116]. An

explanation for the diŒerences between the dielectric and

the light scattering susceptibilities was given by considering

the diŒerent tensorial properties of the experimental probes

[116].

It is one of the main predictions of MCT [18] that the

same parameters Tc and k should arise from all observables

coupling to the density ¯uctuations. This is indeed the case

for PC and may be also ful®lled for glycerol (see section

6.1 ). In addition, in contrast to the ®ndings of ®gure 12, the

position of the e¢¢- and x¢¢(m)-m inima should be the same,

independent of the experimental method. MCT in its

original form does not take account of non-spherical

molecules and orientational degrees of freedom (ODF).

However, dielectric spectroscopy and also light scattering

experiments [117] primarily probe the orientational dy-

namics of the molecules and it may be suspected that ODFs

play a role in the observed diŒerences of the spectra from

diŒerent methods. In this context it is of interest that for the

ion-conducting glass-former [Ca(NO3 )2 ]0 .4[KNO3 ]0 .6 a

rather good agreement of the minimum position from

diŒerent experimental methods was found [111]. Here

ODFs are not important and all experimental methods

can be assumed to couple to translational modes. Recently

some generalizations of MCT incorporating ODFs were

proposed [118,119]. Indeed the larger ratio of a- and

microscopic-peak amplitude for e¢¢ in comparison to x¢¢
from scattering experiments (®gure 12) can be explained in

this way [119]. However, this is not the case for the diŒerent

positions of the minimum. But very recently an analysis of

the present results and those from light and neutron

Figure 12. Frequency dependence of the the imaginary part of

the susceptibility, determined from dielectric (black symbols,

present work, identical with e¢¢), light scattering (red lines, from

[73,112] for glycerol, from [78] for PC ) and neutron scattering

measurements (blue diamonds, from [73,112] for glycerol only).

The light and neutron scattering data sets have been vertically

shifted to give a comparable intensity of the a-peak. Note the

diŒerent ratios of a-peak and boson peak intensity and the

diŒerent minimum positions.
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scattering, using a schematic two-correlator model within

the framework of extended MCT, revealed that the

hopping processes considered in extended MCT can lead

to diŒerent minimum positions [107].

6.3. Boson peak

A variety of explanations of the boson peak has been

proposed, e.g. in terms of the soft potential model [62],

phonon localization models [63], or a model of coupled

harmonic oscillators with a distribution of force constants

[64]. Also MCT includes contributions leading to a peak at

THz as was shown using a schematic two-correlator model

[65]. While it seems likely that vibrational excitations are

responsible for the boson peak, until now no consensus on

a detailed microscopic explanation of this feature has been

achieved. In the light of the restricted database in the THz

frequency region it cannot be within the scope of the

present work to compare the experimental results with the

various model predictions. However, some interesting

experimental facts shall be emphasized. As mentioned in

sections 3 and 6.1, there is a signi®cant diŒerence of the

spectra of glycerol and PC in the region between the

minimum and the boson peak (®gures 5 and 12 ): Here for

PC only one power law, e¢¢~ ma
, is seen forming simulta-

neously the high frequency wing of the minimum and the

low frequency wing of the boson peak. For T ®T g , a linear

behaviour is approached as indicated by the dashed line in

®gure 10b. In marked contrast, for glycerol two regimes can

be distinguished: Just above mm in , there is a rather shallow

increase of e¢¢(m) which at high temperatures can be

described by the critical law of MCT (®gure 10a ). But at

higher frequencies a very steep increase appears, approach-

ing e¢¢~ m
3

for T ®T g (dashed line in ®gure 10a ). A similar

characteristic is also seen in the light-scattering suscept-

ibilities of both materials (®gure 12 ). It seems that in

glycerol the shallow minimum in e¢¢(m) is obscured at high

frequencies by a strong boson peak contribution and this is

not the case for PC. This reasoning seems to be in accord

with the empirical ®nding by Sokolov et al. [120] of a higher

amplitude-ratio of boson peak and fast process for stronger

glass formers (section 4.1 ). However, it has to be noted that

in the present results, at least near Tg , this ratio, e.g.

measured by comparing boson peak and minimum

amplitude, is quite similar for both materials.

As mentioned in section 6.1, for glycerol, the presence of

two distinct regions below the boson peak might be in

accord with a model by Novikov [103], ascribing them to

the relaxation-like and the main part of the vibrational

excitations. DiŒerent relative boson peak strengths also

explain the good ®ts with MCT up to the boson peak

frequency in PC and the restricted validity of these ®ts at

high frequencies in glycerol (®gure 10). Interestingly, the

light scattering results in glycerol, showing quite similar

characteristics as the dielectric data (®gure 12 ), were

successfully described using a schematic two-correlator

MCT model [65]. Further theoretical work is necessary to

show if MCT is able to provide an explanation for all

diŒerences of the glycerol and PC dielectric spectra.

7. Summary and conclusions

The combination of a large variety of dielectric and optic

techniques allows us to obtain spectra of the dielectric

permittivity of glass-forming materials covering more than

18 decades of frequency. In the presented dielectric-loss

spectra of two prototypical molecular glass formers, four

diŒerent contributions can be clearly distinguished: the a-

peak, the excess wing, the minimum, and the boson peak.

Only by dielectric spectroscopy is it possible to follow the

development of all these features, starting from the glass

region, near Tg , well up to temperatures deep in the liquid

state.

It is an astonishing property of glass-forming materials

that a dynamic process (the a-relaxation ) changes its time

scale continuously over many decades with temperature

(more than 15 decades in the present materials ). Conse-

quently, most theoretical approaches of the glass transition

have concentrated on the description of the a-relaxation

time. Indeed the present results can be well described by

various, partly very diŒerent, phenomenological and

theoretical models [37]. The extension of the spectra to

exceptionally high frequencies allows for a reliable deter-

mination of the high-temperature development of the a-

peak width parameter, which is a measure for the

microscopic heterogeneity of the considered glass former

[42 ± 44]. For both glass formers investigated, it has a

tendency to saturate at a ®nite non-Debye value at high

temperatures. This result is of relevance concerning

theoretical predictions of the MCT [18] and may help to

resolve the apparent discrepancy of the results from

dielectric and other measurements. However, overall it

has to be concluded that it is di� cult to arrive at a ®nal

decision in favour of or against a speci®c model on the

dynamics of glass-forming materials from an evaluation of

the a-relaxation alone.

The excess wing, well developed in glycerol and PC,

follows the scaling, demonstrated by Nagel and coworkers

[52] to collapse dielectric spectra of various glass formers,

collected at diŒerent temperatures, onto one master curve.

At the highest frequencies some small deviations from a

single master curve may be suspected, a ®nding which

deserves further investigation. If a general failure of the

Nagel-scaling should show up, the excess wing may be not

so intimately related to the a-relaxation as thought up to

now and the view of the excess wing as independent

process, e.g. a b-relaxation, may be corroborated. In

addition, the data were checked for a possible crossover
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to a constant loss at low temperatures which could imply a

divergence of the static susceptibility, proposed recently

[53]. Indeed, the experimental data, especially the wing

exponent b(T ) seem to be consistent with this assumption.

However, in our opinion the present dielectric data and

those reported in literature are far from providing a

convincing proof for a divergent susceptibility at low

temperatures.

Possibly the most important outcome of these broad-

band dielectric experiments is the presence of additional

intensity in the region of the e¢¢(m)-minimum, in the GHz ±

THz frequency range. Clearly, fast processes have to be

invoked to explain its spectral form. The minimum can well

be described by the sum of power laws and a constant loss

[59], but possible theoretical explanations for these

contributions are still in their beginning stages. The model

by Novikov [103], considering the fast b-processes as

relaxation-like part of vibrational excitations, seems to be

in qualitative accord with the results in glycerol but in

disagreement with the spectra of PC. The MCT provides a

microscopic explanation for the fast b-processes in both

materials. A quantitative agreement of the model predic-

tions of idealized MCT and the spectra in the minimum

region is found for high temperatures, however, restricted

in glycerol to frequencies below the additional steep boson

peak contribution. For low temperatures, towards Tg , at

least a qualitative agreement with MCT predictions can be

stated, but more work is needed for a quantitative

comparison. Indeed, very recently a great step forward

was made in the quantitative theoretical explanation of the

complete spectra in PC within the framework of MCT

[107].

In contrast to PC, in glycerol the shallow minimum

seems to be superimposed by a very steep boson peak,

which may be correlated with the smaller `fragility’ [82] (see

section 4.1 ) of this glass former [120]. It can be speculated

that the `boson peak’ seen in PC may be of diŒerent origin

than the boson peak in glycerol. Interestingly, in some

materials there are indications for two superimposed peaks

in the THz region [e.g. 20,60].

In summary, in the present dielectric results many of the

characteristic, so far unexplained, properties of glass-

forming materials show up: the non-Arrhenius a-relaxation

time, the excess wing with its intriguing scaling property,

the additional intensity in the minimum region, and the

boson peak. None of the presented theories is able to take

account of all of those experimental observations. How-

ever, in our judgement MCT provides the most consistent

picture providing explanations for the largest variety of

experimental facts, including the high-frequency processes.

Admittedly, alternative explanations may be possible. Also

many questions need to be addressed in more detail, e.g. the

behaviour below Tc, the diŒerences of dielectric and

scattering results and the qualitatively diŒerent behaviour

of PC and glycerol in the boson peak region. But also more

experimental work is needed, e.g. concerning the boson

peak region and the ®lling of the `gaps’ in the GHz region

at low temperatures. Nevertheless, the recent tremendous

theoretical and experimental progress in the ®eld of glass

physics let us hope that these and other open questions will

be solved in due course, ®nally arriving at a consistent

picture of the glass transition and dynamics in the near

future.
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