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Abstract. The OCL 1.4 specification introduces let-declarations for
adding auxiliary class features in static structures of the UML. We pro-
vide a type inference system and a big-step operational semantics for
the OCL 1.4 that treat UML static structures and UML object models
abstractly and accommodate for additional declarations; the operational
semantics satisfies a subject reduction property with respect to the type
inference system. We also discuss an alternative, non-operational inter-
pretation of let-declarations as constraints.

1 Introduction

The “Object Constraint Language” (OCL) allows to define constraints, like in-
variants and pre- and post-conditions, for models of the “Unified Modeling Lan-
guage” (UML). The language has been extensively employed in the specification
of the UML meta-model itself throughout UML 1.1. However, the meta-model
constraints rely on the possibility of declaring auxiliary (meta-)class features,
which was not provided for explicitly in OCL up to version 1.3. For example [12,
p. 2-66], two additional features parent and allParents are declared for the
meta-class GeneralizableElement in order to express the constraint that the
inheritance relationship of a UML model must be acyclic. The OCL 1.4 specifica-
tion [12, Ch. 6] defines the let-construct to introduce so-called pseudo-features
for (meta-)classes, such that the acyclicity constraint could now be recast as:
context GeneralizableElement inv:
let parent : Set(GeneralizableElement) =
self.generalization.parent
let allParents : Set(GeneralizableElement) =

self .parent->union(self.parent.allParents)
in not self.allParents->includes(self)

Though this let-construct is rather different from its conventional usage in func-
tional languages like SML [10], the OCL specification does not provide a pre-
cise semantics, let alone for the whole language. In particular, it is not clear
how let-declarations interfere with inheritance and whether arbitrary recursive
defining expressions are allowed (cf. a comparable requirement on recursive post-
conditions [12, p. 6-59]). Moreover [13], are additional features like allParents
to be interpreted operationally (leading to non-termination when evaluated over
a cyclic inheritance relationship) or should declarations of auxiliary features be
regarded as a constraint?

* Current affiliation: Fraunhofer Institute for Experimental Software Engineering.
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Several formal semantics for OCL have already been presented, in particular
by Bickford and Guaspari [2], Hamie, Howse, and Kent [7], and Richters and
Gogolla [14,16] for OCL 1.1 and by Clark [4] and the authors [3] for OCL 1.3.
The let-construct of the previous OCL versions is neglected by all these seman-
tics, with the exception of [3] where it is treated as an SML-style declaration.
Moreover, these semantics show deficiencies in handling the OCL types 0clAny
and OclType [14,7], the OCL flattening rules [2,7], empty collections [14,4], un-
defined values [7,4], non-determinism [2,7,14], and overridden properties [2,7,14,
4]. Also, several OCL implementations have been provided, most noteworthy
the Bremen USE tool [15], the Dresden OCL tool [8], and the pUML “Meta-
Modelling Tool” (MMT [9]). These differ e.g. in their handling of collections and
oclAsType; the USE tool does not include let, the Dresden tool and MMT also
seem to handle the let-construct as an SML-style declaration.

We provide an improved and more comprehensive formal semantics of the
OCL 1.4 including its main novelty, the possibility of declaring pseudo-features.
We axiomatise UML static structures and UML object models such that the
semantics is parametric in the treatment of declarations. We introduce a type
inference and annotation system for OCL terms (Sect. 2) and define a big-step
operational semantics that evaluates annotated terms (Sect. 3); the operational
semantics satisfies a subject reduction property with respect to the type infer-
ence system. Finally, we discuss an alternative, non-operational interpretation
of declarations as model constraints (Sect. 4). We conclude with some remarks
on future work.

We assume a working knowledge of the OCL syntax and informal semantics.
The concrete syntax of the OCL sub-language that we consider can be found
in Table 1; in particular, we omit navigation to association classes and through
qualified associations, templates, package pathnames, enumerations, the types
OclExpression and OclState, the functions that can be defined by iterate,
pre- and in-fix syntax, and pre- and post-conditions.

Table 1. OCL syntax fragment

Term ::= Constr | Inv | Decl | Ezpr
Constr ::= context Type inv: Inv{inv: Inv}
Inv ::= [Decl{Decl} in| Expr
Decl ::= 1et Name[( Var: Type{, Var: Type} )] : Type= Expr
Ezpr := Literal | self | Var| Type |
(Set | Bag | Sequence) { [Ezpr{, Ezpr}] } |
if Fzpr then FEzpr else Ezpr endif |
Expr->iterate ( Var: Type; Var: Type= Ezpr| Expr) |
Expr . oclAsType ( Type) | Type . alllnstances () |
Ezpr. and ( Ezpr) | Ezpr . or ( Ezpr) |
Expr. Name|[([Expr{, Expr}])] | Ezpr-> Name ([Ezpr{, Ezpr}])
Literal ::= IntegerLiteral | RealLiteral | BooleanLiteral | StringLiteral
Type ::= Name | (Set | Bag | Sequence | Collection) ( Name)
Var ::= Name
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2 Type System

The type of an OCL term depends on information from an underlying UML static
structure, its classifiers, structural and query behavioural features, generalisation
relationship, opposite association ends, &c., and the built-in OCL types and
properties. We abstractly axiomatise this information as a static basis which is
parametric in the classifiers and the generalisation relationship and provides an
extension mechanism by pseudo-features; the axiomatisation also captures the
declaration retrieval of (overloaded) features and properties that is only vaguely
described in the UML specification by full-descriptors [12, p. 2-75]. We present a
type inference system for OCL terms over such a static basis that also annotates
the terms for later evaluation of overloaded features and properties and pseudo-
features; the type system entails unique annotations and types.

2.1 Static Bases

A static basis {2 defines types, a type hierarchy, functions for declaration re-
trieval, and an extension mechanism for declarations.

Types. The (compile-time) types Tg, of a static basis (2 are defined as follows:

To == An | S (Ap) = Integer | Real | Boolean | String
Agq = Ap | 0clType == S | Collection
Agq ::=Void | B | Cp | OclAny S 1= Set | Bag | Sequence

Wl ™
i

where the set parameter C', represents a set of classifiers, that does not contain
Integer, Real, Boolean, String, Void, OclAny, and OclType.

The set B contains all built-in simple OCL types, the basic types. The type
Void is not required by the OCL specification; it denotes the empty type. The
set A, comprises Void, the basic types, the classifier types, and 0clAny, which
is the common super-type of all basic and classifier types. The type 0c1lType is
the type of all types (as used in impredicative polymorphism [11]). Finally, the
set S defines the concrete collection type functions yielding, when applied to a
type parameter, a concrete collection type; S adds the abstract collection type
function Collection that yields the abstract collection type.

Each Literal [ has a type, written as type(l), such that type(n) = Integer
if n is an IntegerLiteral, &c. The type parameter of a collection type @ (7) may
be recovered by base( (7)) = T; for simplicity, we set base(r) = 7 if 7 is not a
collection type.

Type hierarchy. The subtype relation <g of a static basis {2 is defined as the
least partial order that satisfies the following axioms:

1. forall T € T, Void <o T
2. forall o € Ap, a < 0clAny
3. Integer < Real
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4. for all (1, ¢ € Cq, if ¢ <c¢,, G2, then (1 <o ¢
5. foralloc e Sand@e Ag, o(a@) < Collection(a)

6. for all o € S and @1, 2 € Ag, if &1 < @a, then 7(a1) < (@)

where the partial order parameter <¢,, denotes the generalisation hierarchy on
the classifier types Cl,.

In particular, 0c1Type £, OclAny (in contrast to [9]) and o (7) £, OclAny.
According to [12, p. 6-54] collection types are basic types, following [12, pp. 6-
75f.] these types are not basic types (cf. [1]). We choose the second defini-
tion (in contrast to [14]), avoiding the Russell paradox that could arise from
Set(0clAny) < OclAny (see [2]); however, note, that thus none of the prop-
erties of OclAny, like inequality or oclIsKind0f, is immediately available for
collections. Moreover, 7 <, base(r) if, and only if 7 € Ag,.

We denote by | |,{71,..., 7} the least upper bound of types 7i, ..., 7, with
respect to <; simultaneously, when writing | |, {71, ..., 7,} we assume this least
upper bound to exist (which may not be the case in the presence of multiple
inheritance). Note that | |, = Void.

Declaration retrieval. The retrieval of (overridden) properties, features, pseudo-
features, and opposite association ends in a static basis §2 is defined by two
suitably axiomatised maps yielding declarations in

Do :=Tqo . Name:To | To . Name : T — To .

Given a name a and a type 7, the partial function fd, : Namex Ty, — Dy, yields,
when defined, a declaration 7’.a : 7 such that 7 < 7’. The type 7’ represents
a type that shows a structural (pseudo-)feature or an opposite association end
with name a of type 7”. If fd,(a, 7) is defined, then fd,(a,7") is defined for all
7' <o 7, i.e., a is inherited to all subtypes of 7.

Analogously, given a name o, a type 7, and a sequence of types (7;)1<i<n the
partial function fd, : Namex T xT{, — Dy yields, when defined, a declaration
7.0 ¢ (T))1<i<n — 7§ such that 7 <o 7" and 7, < 7/ for all 1 < ¢ < n.
The type 7/ represents a type that shows a query behavioural (pseudo-)feature
or a property with name o, parameter types 77,...,7,, and return type 7. If
fdg(o,7, (i) 1<i<n) is defined, then fd, (0, 7', (7;)1<i<n) is defined for all 7/ <g, 7.

Table 2 shows some sample axioms for OCL properties, where o, @’ € Ag and
a,a’ € Ag; all other OCL properties [12, Sect. 6.8] may be added analogously.
We require these axioms for all static bases f2.

Ezxtensions. We require that a static basis {2 be extendable by a declaration of a
structural pseudo-feature (.a : 7 with ¢ € Cgp, if fdy(a, () is undefined, and by
a declaration of a behavioural pseudo-feature (.0 : (7;)1<i<n — 7o With { € Cp,
if fd(0,¢, (7i)1<i<n) is undefined. Such an extension (2 of {2 must again be
a static basis. For the extension by a declaration § = (.a : 7 we require that
fdoi(a,¢) = d and that fd (a’,(’) is the same as fd,(a’,(’) if a’ # a; and by
a declaration § = C.0 : (7;)1<i<n — 7o that fdg(0,¢, (1i)1<i<n) = d and that
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Table 2. Typing of sample built-in OCL properties

fdg(= a, Oé,) = a.=: o — Boolean
fd 5(0c1IsKindOf, o, 0c1Type) = .oc1IsKindOf : Oc1Type — Boolean

(

(
fd,(first, Sequence(@)) = Sequence (@) .first : —»> @
fdg(including, 0 (@), @) = o (@).including : &@ — o (||, {& @'}
(

fdg(union, o (@), 0 (@) = o (@) .union: o (@) — o (|, {@,a'})

fdg (0, ¢, (T])1<i<n) is the same as fd,(0', (', (7] )1<i<n) if o' # 0. Moreover, we
must have T_Q/ = T_Q and <o =<g.

These requirements only weakly characterise possible extension mechanisms
for declarations. We assume that some scheme of extending static bases is fixed
and we write §2,0 for the extension of a static basis {2 by the declaration 0
according to the chosen scheme.

2.2 Type Inference

The type inference system on the one hand allows to deduce the type of a given
OCL term over a given static basis. On the other hand, the inference system
produces a normalised and annotated OCL term adding type information on
declarations and overridden properties for later evaluation.

The grammar for annotated OCL terms transforms the grammar in Ta-
ble 1 by consistently replacing Term, Constr, Inv, Decl, and Ezpr by A-Term,
A-Constr, A-Inv, A-Decl, and A-Ezxpr, respectively; furthermore, the original
clauses

let Name[( Var: Type{, Var: Type})]: Type= Expr
Ezxpr . Name[([Ezpr{, Ezpr}])] | Expr-> Name ([Expr{, Expr}])

are replaced by

let Name Type[( Var: Type{, Var: Type})] : Type= A-Expr
A-Ezpr . Name Type [([A-Expr{, A-Ezpr}])] |
A-Ezpr-> Name Type ([A-Expr{, A-Ezpr}])

The annotations by Type for let and €.a record the defining class, the anno-
tations for €.0(...) and é->0(...) the expected return type. Annotations are
written as subscripts.

A type environment over a static basis {2 is a finite sequence I of variable
typings of the form xy : 71,...,%, : T, with 2; € VarU {self} and 7; € Ty, for
all 1 <i <mn; we denote {x1,...,z,} by dom(I"), and 7; by I'(z;) if z; # z; for
all i < j < n. The empty type environment is denoted by ), concatenation of
type environments I" and I by I, I".

The type inference system consists of judgements of the form ;' Ft>¢: 6
where 2 is a static basis, I" is a type environment over {2, t is a Term, ¢ is an
A-Term, and 0 € T U Dg. When writing such a judgement, we assume that
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self, oclAsType, allInstances, and, and or are reserved names and that Var
and T, C Type are disjoint. The empty type environment may be omitted.

The judgement relation I is defined by the rules in Tables 3-4; a rule may
only be applied if all its constituents are well-defined. The meta-variables that
are used in the rules and which may be variously decorated range as follows:
lELiteml;aeAQ,aGZQ,CECQ7U€S,§E§,TET9,5€DQ;a:e Var,
a,o0 € Name; e € Expr, é € A-Expr, d € Decl, d € A-Decl, p € Inv, p € A-Inv.

The rules follow the OCL specification [12, Ch. 6] as closely as possible.
The (Inv™) and (Decl]-Decl}) rules in Table 3 treat let-declarations as being
simultaneous; dependent declarations may be easily introduced (cf. [10]). The
rule (Coll™) provides a unique type for the empty concrete collections (in contrast
to [4]) and for “flattening” nested collections; for a motivation see [12, p. 6-67],
though the least upper bound is not directly justified by the specification (in
particular, Schiirr [17] suggests to employ union-types instead; [4,15] require
homogenous collections; the typing rules of [8] depend on the expression order;
[9] shows no flattening). The type of a conditional expression, as given by the
(Cond™) rule, differs from what is stated in [12, p. 6-83]: there, independently of
the type of ez, the (evaluation) type of e is assumed to be the type of the whole
expression ([14] requires comparable types, [4] a single type). For the casting
rule (Cast™) see [12, pp. 6-56, 6-63f., 6-77] ([14] requires that the new type is
smaller than the original type; not present in [7,4]); note, however, that this rule
does not allow for arbitrary expressions resulting in a type as the argument for
oclAsType, since this would imply term-dependent types as, for example, in

5.0clAsType(if 1.=(2) then Real else Integer endif) .

By the same argument, (Inst™) does not allow allInstances to be called on ar-
bitrary expressions, but only type literals. The annotation in (Feat]) in Table 4
accounts for the retrieval of an overridden structural feature or opposite associ-
ation end [12, pp. 6-63f.] (not present in [14,4]); the annotations in (Feat}) and
(Prop™) are necessary, since we do not require any return type restrictions for
query behavioural features and properties (in contrast to [4]). The rules (Sing]—
Sing?) in Table 4 are the so-called “singleton” rules, see [12, pp. 6-60f.], allowing
to apply collection properties to non-collection expressions (not present in [14,
4]). The (Short]—Short]) rules define the shorthand notation for features on
members of collections [12, p. 6-71] combined with flattening [12, p. 6-67] (not
present in [2,7,14,4]). There is no subsumption rule; such a rule would interfere
with the overriding of properties and features (cf. e.g. [5]).
The type inference system entails unique annotations and types:

Proposition 1. Let {2 be a static basis, I' a type environment, and t a Term.
If2:'Htot:7and ;0 -t t' 7' for some A-Term’s t and t' and types T

and 7', thent =1 and 7 =1'.
Proof. By induction on the term t.

We also write £2; '+t :7if 2, Ft>1: 7 where t € Term is obtained from
t € A-Term by erasing the annotations; ¢ and ¢ are called well-typed.
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Table 3. Type inference system I

(£2;I'yself : ( F p; > P; : Boolean)i<i<n

(Ctxt™)
£2; " context ¢ (inv: p;)i<i<n >
context ¢ (inv: P;)i<i<n : Boolean
(2,0)1<j<n; T di > di 2 6i)1<i<n
.Q, (5j)1<j<n§ I'Fe>peée: T
(Inv™) == <
;I + (di)lgign ineb> (di)1§¢§n inée: T
2;'Fevé: 7
(Decl?)
2;'tletx : T=edletac :T7=€:(x:T
if 7' <o 7 and where ¢ = I'(self)
;0 (z; : i)1<i<n Fe>é: 7
(Decl3) (@i : T)1<ic
;'Flet x(x1 : 71, ooy T 2 Tn) : T=€D
let we(xy : T1, ooy Tn 2 To) 2 T=€:02: (Ti)i<i<n = T
if 7' <o 7 and where ¢ = I'(self)
(Lit™) ;"1 1 type(l) (Self™) §2;T" I self > self : I'(self)
(Var™) ;x> x: I'(x) (Type™) 2;I'F 71> 7 :0clType
(Q;F}—eibéi 5Ti)1<i<n .
(Coll™) == where o = | |,{base(m:) | 1 <i < n}
;' o{er, ..., enrp>
ofér, ..., én}:0o(a)

;"' e é:Boolean
;0 Fei>é:Ti)i<i<2
(Cond™) (& i> & Tiiic where 7 = | |,{m1, 72}
;' if e then e; else ey endif >

if € then €; else €5 endif : 7

2;F'Feveé:o@) 2;r'-éevé 7

(Tter™) 2 Nx:o,x 7' e’ 1" ifa’ <o @ and
er
;T e->iterate(z : a; 2’ : 7=¢ | &) > " <aorT
é->iterate(x :a; o’ :7=¢€1¢é&"):7
2;'-eveé:T . , ,
(Cast™) ifr<otrorm <orT

;T - e.oclAsType(7') > &é.0clAsType(7') : 7/
(Inst™) £2;I'F 7.allInstances() > 7.allInstances() : Set(base(T))

(2, e; > é; : Boolean) <i<2 (2; T+ e; > é; : Boolean)i<i<2

(And") (Or7)
;' e;.and(e2) > ;' ej.or(ez) >

€1.and(é2) : Boolean €1.0r(€2) : Boolean
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Table 4. Type inference system II

(Feat]) 2;'-evé:T it fd,(a,7) , "
ea i a,m)=T1.a:T
! 2;F'+e.a>é.ay: 7" «
;'Fevé:T
(Feat?) ({57 F e > &t Ti)i<i<n if fdg (o, 7, (Ti)1<i<n) =
2:I'Fe.oler, ..., en) > 70 (T])1<i<n = T0
é.oTé(éh coes Er) i T
2;'+evé:o(a)
(Prop”) (1 ei> & Ti)i<i<n if fdg, (0,7 (@), (Ti)1<i<n) =
;T Fe->0(er, ..., en) > 70 (T])1<i<n = T0
é->0.r (€1, ..., &) 1 TH
2;Feveé:a 2;r-éevé 7
(Sing) 2;Nx:o,x’ :7He’ e 7" if o’ <o @ and
! ;T e->iterate(z : a; 2’ : 7=¢ | &) > 7" <aT
Set{é}->iterate(z : a; ' : 7=¢€ &) :r
2;'Feveée:a
(Sing}) (257 Feiv & :Ti)i<i<n if fd,(0,Set (@), (Ti)i<i<n) =
2 ;' e->o(e1, ..., en) > 7o (T{)lgign — 74
Set{é}->0.r6 (€1, ..., én) : Té
2;I'teve:o(@)
(ShortT) - -
2;I'Fe.ap> é->iterate(i : a@; a: o(@) =o{} |
a->union, @ (0{i.a:}) : o (@)
if fdy(a,@) = 7.a : @ and
O #* Sequence, 0 = Bag) or (0 = 0 = Sequence
q g q
or fdo(a,@) = T.a: o (@)
(Sho t;T) 2;'Fevé:o(@ (Q;F Fe >é;: Ti)lgign
Tt

2;I'Fe.oler, ..., en) >
é->iterate(i : @; a : o (@) =of{} |
a->union, g (o{1i .07 (€1, ..r EDD)) 0@
if fd(0, @, (Ti)1<i<n) = T.0: (T )1<i<n — & = 73 and
(T # Sequence and o = Bag) or (0 = & = Sequence)

or fdo(a, @, (Ti)1<i<n) = T.0: (1)) 1<i<n — o(@') =7
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3 Operational Semantics

The result of an OCL term depends on information from an underlying UML
object model, the instances and their types, the values of structural features, and
the implementations of query behavioural features of instances, as well as the
implementations of the built-in OCL properties. We abstractly summarise this
information in a dynamic basis which is the dynamic counterpart of static bases
and is axiomatised analogously. We define a big-step operational semantics for
annotated OCL terms and a conformance relation between static and dynamic
bases, such that the semantics satisfies a subject reduction property with respect
to the type system of the previous section.

3.1 Dynamic Bases

A dynamic basis w defines values, results, a typing relation, implementation
retrieval functions, and an extension mechanism for implementations.

Values and results. The values V,, and results R, of a dynamic basis w are
defined as follows:

R,:=V,| L
V., == N, | (Set | Bag | Sequence) { [N, {, N,}|}
N, == Literal | T, | O,

The (run-time) types T, are defined as Ty, for a static basis {2 in Sect. 2.1, but
replacing Cy, by a set parameter C,,, again representing classifiers. The finite set
parameter O, represents the instances in a model, disjoint from Literal and T,,,.

The result L represents “undefined”. Values of the form ¢{...} with o €
S = {Set,Bag,Sequence} are collection values, the values in N, are simple
values. We assume suitably axiomatised arithmetical, boolean, &c. functions
and relations on values such that, e.g., 1 + 1 = 2, false A true = false,
Set{1,2}=Set{2,1, 1} 1<2, &c.

For collection values, we use a function flatten, : V,, — N}, to sequences
of simple values, stipulating that flatten ,(c{vi, ..., v,}) = v1 -+ v, and
that flatten,(v) = v, if v € N,. Collection values are constructed by a map
make,, : S x V¥ — V,, such that make,(o,v1 -+ v,) = o{vy, ..., v,y ifoc €S
and v; € N, for all 1 < i < n, and, if v; € V, \ N, for some 1 < i < n then
makey,(o,v1 -+ vn) = makey (o, flatten,,(v1) - - flatten,(vy,)); if 0 = Set, repe-
titions in flatten(v1) - - - flatten,(v,,) are discarded, such that only the leftmost
occurrence of a value remains. If n = 0, we write make, (o, ); more generally,
for a set M = {v1,...,v,}, we let make, (o, M) denote make,(o,v1 - - vy).

A collection value v = o{v1, ..., v,} has a sequence value representation v’,
written as v ~ o', if make,(Sequence, flatten,(make, (o, flatten ,(v"")))) = v’
for some v = v. In general, a collection value has several different sequence
value representations; e.g. Set{1, 2} ~» Sequence{1, 2} and also Set{1, 2} ~
Sequence{2, 1}; but not Set{1, 2} ~» Sequence{l, 1, 2}.
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Typing relation. We require a relation :,, C V, x T, between values and types
defined by the least left-total relation satisfying the following axioms:

1. For v € Literal, v :,, type(v) 6. Ifv; :, @ € A, for 1 <i<mn,

2. Forv eT,, v:, 0clType then o{vy, ..., v} o(@)

3. ForveO,,ifv:p, T thenv:, 7 7. Ifv:, o(@)

4. 0{} :, c(Void) then v :,, Collection (@)

5. If v :, Integer then v :, Real 8. Ifv:, a€ A, then v :, OclAny

where the left-total relation parameter :p, C O, x C,, denotes the typing relation
between instances and classifiers.

In particular, by rule (6), we have that if v :, 7 and flatten,(v) = vy --- v,
then v; : base() for all 1 <14 < n. Note, however, that there is no v € V,, with
v i Void and no type 7 € T, such that Set{1, Boolean} :, T.

We write 7 <, 7/ if, and only if v :, 7 implies v :, 7 for all v € V,,. Given a
type 7 € C,U{Void,Boolean, 0c1Type} we denote the finite set {v € V,, | v :, 7}
by w(7); for all other types 7, w(7) is undefined.

Implementation retrieval. The retrieval of implementations of (overridden) prop-
erties, features, pseudo-features, and opposite association ends in a dynamic basis
w is defined by two partial maps yielding implementations in

I, =T, .Name = (A-Ezpr| R,) | T.,. Name( Var*) =(A-Ezpr| R.): T, .

Given a name a, a type 7 (the annotation), and a value v, the partial function
impl, : Name x T,, x V, — 1, yields, when defined, an implementation 7.a =
with v i, 7, representing the implementation of a structural (pseudo-)feature or
an opposite association end with name a, defined in 7, as required by the an-
notation. If ¢ € A-Fzpr\ R, then 7 € C,,, accounting for class pseudo-features.
If impl(a,7,v) is defined, then impl (a,7,v’) is defined for all v’ such that
v i, 7' implies v’ :,, 7/, i.e., a is present for all values with the same types as v.

Analogously, given a name o, a type 7 (the annotation), a value v, and a
sequence of values (v;)1<i<n, the partial function impl, : Namex T, x V, x V5 —
I, yields, when defined, an implementation 7/.0((x;)1<i<n) = ¢ : T with v 1, 7/,
representing the implementation of a query behavioural (pseudo-)feature or a
property with name o, defined with a return type as required by the annotation.
If v € A-Expr\ R, then 7" € C,. If impl (0, T,v, (vi)1<i<n) is defined, then
impl,, (0, 7,0, (vi)1<i<n) is defined for all v’ such that v :, 7" implies v’ :, 7'

Table 5 contains some sample axioms for the retrieval of the implementation
of built-in OCL properties. Generally, we write the types for impl, as subscripts
and omit the types and name for implementations that do not show an annotated
expression.

Ezxtensions. We require that a dynamic basis w be extendable by an implemen-
tation .a = ¢ with ¢ € C,,, if impl,(ac,v) is undefined for all v :,, ¢, and by
an implementation C.o((x;)1<i<n) =¥ : 7 if impl, (07, v, (v;)1<i<n) is undefined
for all v :,, ¢ and all v1,...,v, € V,. Such an extension w’ of w must again
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Table 5. Semantics of sample built-in OCL properties

impl (Zpootean, v, V") = (v =)

impl (0c1IsKindO0fpoo1ean, UV, T) = U iw T

impl, (£irstsequence(@ , Sequence{vy, ..., vp}) =01
impl$, (including, @), v,v') = makey (o, v v')

impl, (union, @y, v, v') = makey, (o, v v")

be a dynamic basis. For the extension by an implementation ¢ = (.a = ¥ we
require that impl,, (ac,v) = ¢ for all v :, ¢ and that impl, (af;,,v) is the same
as impl,,(ag,, v) if @’ # a; and by an implementation ¢ = C.o((#i)1<i<n) =¥ : 7

that impl, (oT,v (vi)i<i<n) = ¢ for all v :, ¢ and some vq,...,v, € V, and
that @mpl,, (oL, v, (v;)1<i<n) is the same as impl, (o], v, (vi)1<i<n) if 0’ # 0.
Moreover, we must have T,,, =T, and :,, = :,.

As the requirements for extensions of static bases, the constraints on exten-
sions of dynamic bases only weakly characterise possible extension mechanisms
for implementations. We assume that some scheme of extending dynamic bases
is fixed and we write w, ¢ for the extension of a dynamic basis w by the imple-
mentation ¢ according to this scheme.

3.2 Operational Rules

The operational semantics evaluates annotated OCL terms in the context of a
dynamic bases and some variable assignments.

A wariable environment over a dynamic basis w is a finite sequence v of
variable assignments of the form 21 — v1,..., 2, — v, with z; € VarU {self}
and v; € V,, for all 1 < i < n; we denote {z1,...,2,} by dom(v) and v; by ()
if #; # x; for all i < j < n. The empty variable environment is denoted by 0,
concatenation of variable environments v and v’ by ~v,7’.

The operational semantics consists of judgements of the form w;y = ¢ | p
where w is a dynamic basis, v is a variable environment over w, t is an A-Term,
and p € R, UI,. The empty variable environment may be omitted.

The judgement relation F is defined by the rules in Tables 6-7; a rule may
only be applied if all its constituents are well-defined. The meta-variables range
as follows: | € Literal; o € Ay, ¢ € C,, 0 € S, 7 € T, v € Ig; v € Van
a,0 € Name; v € V,,, U € R,; é € A-Expr, d € A-Decl, p € A-Inwv.

We additionally adopt the following general strictness convention that applies
to all rules with the single exception of the rules (And%Andﬁ) and (Or%forﬁ)
in Table 6: if 1 occurs as a result in a judgement of a premise of some rule, the
whole term evaluates to L.

The operational rules are presented in close correspondence to the typing
rules in Tables 3-4. All rules, except the rules (Andj-And}) and (OréfOrJ?;) in
Table 6 require of all sub-terms to be fully evaluated and to result in a value
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Table 6. Operational semantics [

(w;y,self = v Pi | Viw)i<i<nvew()

(Ctxt})
w;y I context ¢ (inv: pi)i<i<n + A, , Vi
(w;y Fdi | ti)i<i<n
(Invh) w, (ti)1<i<n;yFEL v

w;y (di)lgign inélw

(Declt) wiykletaxs : 7=élCax=¢

(Decly) wiyblet zc(xy = Ty ooy T 2 ) 2 7 =& ) Ca((xi)icicn) = €: 7
(LitY) w;y k1)1 (Self*) w;~y F self | y(self)
(Vart) wiy kx| y(z) (Type') wiyb7TlT

(Coll" _ (wiy F & vi)i<icn

wyykFofér, ..., éx} | makey(o,v1 -+ vp)
wi;ykFélw
(Cond*) (Wi & L vii<izo if v = true and v’ = v; or
w;y - if € then é; else é; endif | v’ v = false and v’ = v
wiykFélv wiyFé L
wiv, T v, v Fél L v))i<i<n
(Iteri) (w;y i 1 Lvii<i<
w;y - é->iterate(z : a; o’ : 7=¢& | &) L),
if v ~» Sequence{vi, ..., vp}
wiykéelw if v : dv =
(Cast™) ] ¥ 1 _ ifv:o T an vf_vor
w;y F €é.oclAsType(7) | U v /oTandv =1

(Inst”™) w;vyF 7.allInstances() | make, (Set,w(base(T)))

(wiy F & L vi)icico (w;y & L vi)icize
(Andy) - - (Ory) . .
w;y F €1.and(€2) | v1 A ve w;yké1.0r(é2) | v1 Vo
w;v k& | false w;y k€& | true
(And}) - . (Or3) . -
w;y F €1 .and(é2) | false w;y F é1.or(é2) | true
where ¢t =1 or ¢ = 2 where : =1 or ¢ =2

(And$) (w;y 'i & iﬁizlgigz (1) (wiy & L Ti)i<izo
w;yF ér.and(é2) | L w;ykér.or(éz) | L

if U1 # false and U2 = L or if U1 # true and v2 = L or
71 = 1 and Uy # false 71 = 1 and U2 # true
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Table 7. Operational semantics 11

wiyykFélw
wiykFeélwv w;y,self s ovké& | v
(Featf) ’Y~—, (Featﬁ) il — -
wiykFé.ar LU wiykFé.ar LU
if impl,(ar,v) =7’ if impl,(ar,v) = (a=¢
wiykFélw
w; = éi (1 i
(Featﬁ) ( ;Y — ¥ )19?” —if impl, (07, v, (vi)i1<i<n) = 7
wiykFé.or(é1, ..., €x) 1T
wiykFeélw (Wi F & L vi)i<i<n
L wivsself = v, (T = vi)i<i<n EE LT i dmpl,, (0r, v, (Vi)1<i<n) =
(Featy) - ==
wiyF€é.0, (1, ..., E) LT Co((zi)i<i<n) =€ i 7
w;ykFelw
w; = éi Vs i
(Prop*) (wiy v )19?71 if impl (or,v, (vi)i<i<n) =70

Wiy é=>0,(1, ..., En) LV

in V,, in order to deliver a result for a term. In particular, this makes for a
strict conditional; on the other hand, the (And*) and (Ort) rules yield parallel
Boolean properties and and or; see [12, Sect. 6.4.10] (not treated in [2,14,4]).
The only rules that introduce the undefined result | are the (Cast') rule in
Table 6 (cf. [12, p. 6-56]) and, possibly, (Feat}), (Feat), and (Prop*) in Table 7.
The (Itert) allows for considerable non-determinism if applied to a collection
value that is not a sequence (in contrast to [14,16]; not present in [2]).

3.3 Subject Reduction

We define a relation between dynamic and static bases ensuring that, on the one
hand, the compile-time and run-time types and type hierarchies are compatible
and, on the other hand, that implementations respect declarations. A dynamic
basis w conforms to a static basis 2 if T =T, and < = <, and

1. for every a € Name such that fdg(a,7) = 7".a : 7, impl(a,,v) is defined
for all v € V,, with v :, 7. If impl(a,,v) is 7".a = v' with v' € V, then
v T i impl,(arr,v) is 7 .a = Ethen $2;self : 7 Fé 7 with 7" < 7.
2. for every o € Name such that fd (0,7, (Ti)1<i<n) = 7.0 : (T])1<i<n — T)»
implw(oré,v, (vi)1<i<n) is defined for all v,vy,...,v, € V,, with v :, 7 and
v; i, T foralll <i<n.If implw(oTé,v7 (vi)1<i<n) is T".0((xi)1<i<n) =V :
74 with v’ € V,, then v : 7{; if implw(oTé, v, (V3)1<i<n) 18 7".0((2:)1<i<n) =
é: 74 then 7 <o 7’ and §2;self : 7/, (z; : 7/ )1i<i<n € : 7 with 7 <o 7.

Even when typing and annotating an OCL term over a static basis and
evaluating the annotated term over a dynamic basis that conforms to the static
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basis, the operational semantics turns out to be not type sound in the strict sense,
i.e., converging well-typed terms do not always yield a result of the expected type.
For example,

Set{1l, 1.2}->iterate(i : OclAny;
a : Sequence(OclAny) = Sequence{} |
a->including(i))->first.oclAsType(Integer)

may evaluate (after annotation) to 1, if Set{1, 1.2} is chosen to be represented
by Sequence{l, 1.2}; or it may evaluate to L, if Set{1, 1.2} is represented
by Sequence{1.2, 1}.

However, if the operational semantics reduces an OCL term of inferred type 7
to some value then this value is indeed of type 7, i.e., the operational semantics
in Sect. 3.2 satisfies the subject reduction property with respect to the type
inference system in Sect. 2.2. In order to state and prove this result, we say that
a variable environment v over w conforms to a type environment I over {2 if
dom(y) D dom(I") and vy(z) :, I'(z) for all z € dom(7).

Proposition 2. Let {2 be a static basis and w a dynamic basis conforming to
2; let I' be a type environment over {2 and v a variable environment over w
conforming to I'; let t be a Term and t an A-Term; let 7 € T, and v € V,,. If
Q:I'+tot:7andw;yFtlv, thenv:y 7.

Proof. By induction on the proof tree for 2; 't t: 7.

4 Constraint Semantics

The operational semantics, as detailed in the previous section, suggests that an
(annotated) OCL constraint ¢ = context ¢ (inv: P)i<;<, OVer a static basis {2
is satisfied by a dynamic basis w conforming to {2 if, and only if w; F ¢ | true;
and thus, that ¢ is not satisfied by w if either w; - ¢ | false, or w; ¢ | L, or
when the operational evaluation of ¢ over w does not terminate.

The possibility of non-termination can be tracked down to the introduction of
recursive pseudo-features in OCL 1.4: When the operational evaluation of a con-
straint ¢ does not involve applications of rules (Featy) or (Feat}), the evaluation
will always terminate and yield a result. In fact, it may even be shown [3], that
expressions of either OCL 1.3 or OCL 1.4 over empty UML static structures,
that is, where no additional features other than built-in OCL properties are
available, represent exactly all primitive recursive functions. Thus, when eval-
uated operationally, the declaration of pseudo-features increases the expressive
power of OCL 1.4 over OCL 1.3 considerably.

Non-termination is illustrated by the acyclicity constraint on the generalisa-
tion relationship stated in the introduction: Assuming two classes A and B, such
that A is the parent of B and, vice versa, B is the parent of A, the operational
evaluation of allParents on A or B will loop. However, declarations may be
interpreted differently, when taking the acyclicity constraint to be read as
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context GeneralizableElement inv:
self.parent = self.generalization.parent
and self.allParents = self.parent->union(self.parent.allParents)
and not self.allParents->includes(self)

over an extended static and dynamic basis, where GeneralizableElement shows
the features parent and allParents. This reading would only require constraints
on the implementation of parent and allParents. For the cyclic generalisation
relation above parent of A must yield B, parent of B must yield A; the imple-
mentations of allParents for A and B are only required to result in a fix-point,
e.g., both could yield Set{A, B} or both could yield L.

More generally, we call a dynamic basis w a result dynamic basis if all im-
plementation retrieval functions impl, yield only implementations showing a
result in R,. Given an annotated declaration of a structural pseudo-feature
let a¢ : 7 = € we say that a result dynamic basis w has a fiz-point for a if

w;self — vk e | impl,(ac,v)

for all v € w((); and likewise for an annotated declaration of a query behavioural
pseudo-feature let oc(xy : 71, ..., Tp ¢ Tp) : T =E.

The constraint semantics interprets a constraint over result dynamic bases
showing fix-points for all declarations occurring in the given constraint: Let
¢ = context ¢ inv: (d;)i1<i<n in € be a constraint annotated and typed over a
static basis {2 such that ;self : ( F czi : 0; for all 1 < ¢ < n for the static
basis 2’ extending 2. Then ¢ holds in a dynamic basis w conforming to {2 with
respect to the constraint semantics if, and only if w’; self +— v - € | true for all
result dynamic bases w’ conforming to {2/, which extend w and show fix-points
for all declarations d; with 1 < i < n, and all v € &'(().

This constraint semantics employs all fix-point dynamic bases; it may be
desirable to restrict attention only to least fix-points.

5 Conclusions

We have presented a type inference system and a big-step operational semantics
for the OCL 1.4 including the possibility of declaring additional pseudo-features;
the operational semantics satisfies a subject reduction with respect to the type
inference system. The corrections and additions to previous formal approaches to
OCL 1.1/3 are pervasive. We have also discussed an alternative, non-operational
interpretation of the declaration of pseudo-features as model constraints.

On the one hand, the semantics may form a new, more comprehensive basis
for the treatment of OCL pre- and post-conditions, cf. Richters and Gogolla [16];
global pseudo-feature declarations using the def: stereotype may be easily in-
corporated. On the other hand, we have abstractly axiomatised UML static
structures and UML object models, stating only some sufficient conditions such
that OCL terms can be typed uniquely and evaluated type-safely. In particular,
we have not treated the more complex UML template types, which have been in-
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vestigated by Clark [4] though making additional assumptions on the inheritance
relationship and contra-variance. However, this axiomatisation may contribute
to the necessary clarification of the overall UML type system.

Acknowledgements. We thank Hubert Baumeister for pointing out the con-
straint interpretation of let-declarations and careful proof-reading.
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