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Abstract The development of anticipatory user interfaces
is a key issue in human-centred computing. Building sys-
tems that allow humans to communicate with a machine in
the same natural and intuitive way as they would with each
other requires detection and interpretation of the user’s af-
fective and social signals. These are expressed in various
and often complementary ways, including gestures, speech,
mimics etc. Implementing fast and robust recognition en-
gines is not only a necessary, but also challenging task. In
this article, we introduce our Social Signal Interpretation
(SSI) tool, a framework dedicated to support the develop-
ment of such online recognition systems. The paper at hand
discusses the processing of four modalities, namely audio,
video, gesture and biosignals, with focus on affect recogni-
tion, and explains various approaches to fuse the extracted
information to a final decision.

Keywords Social signal processing · Human-centred
computing · Affective computing · Multimodal fusion ·
Machine learning · Real-time recognition

1 Introduction

Today’s human computer interaction (HCI) still requires the
user to adapt to the computer, e.g. using a keyboard to type

J. Wagner     F. Lingenfelser · N. Bee · E. André
Lab for Human Centered Multimedia, Augsburg University,
Universitätsstraße 6a, 86159 Augsburg, Germany
e-mail: johannes.wagner@hcm-lab.de

F. Lingenfelser
e-mail: florian.lingenfelser@hcm-lab.de

N. Bee
e-mail: nikolaus.bee@hcm-lab.de

E. André
e-mail: elisabeth.andre@hcm-lab.de

commands or using a mouse to steer an application. Often,
this hampers the interaction with a system, especially for
non-skilled users. Moving towards a more intuitive interac-
tion is therefore an important aim of next-generation HCI.
Intuitive interaction requires the computer to correctly in-
terpret and understand signs of human behaviour, which are
the foundation of human communication. In other words, an
intelligent system should adapt to the communication style
of the user, rather than the other way round [23].

During interaction with another human being we use our
visual and audible senses to mutually express our needs and
goals. In order to achieve a more human-like communica-
tion, we need to equip machines with the ability to recognize
and interpret the different types of human generated signals,
including language, gestures, mimics, emotions, etc. This is
a challenging task as human expressions do not follow the
precise mechanism of a machine, but are tainted with a high
amount of variability, uncertainty and ambiguity. In addi-
tion, for most applications a prompt reaction to a user’s be-
haviour is required, which means that processing and inter-
pretation of the captured signals must be done on-the-fly.

Automatic sensing of affective and social signals in real-
time systems can generally be reduced to three main tasks:
(a) Data segmentation is the process of detecting on- and
offset of actions, which carry relevant information about the
user’s intention and goals. (b) Feature extraction relates to
the reduction of a raw sensor stream to a set of compact
features—keeping only the essential information necessary
to classify the observed behaviour. (c) Classification de-
scribes the mapping of observed feature vectors onto a set of
discrete states or continuous values. This may also include
a so called garbage model, which collects observations that
do not fit to the current classification model. The collection
of representative samples to train the classification model is
in fact an important pre-step. Usually, this requires separate
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recording sessions during which users are either asked to
show certain actions or interact with a system that has been
manipulated to induce the desired behaviour. Afterwards,
the collected data is observed by annotators, who label the
observed user actions.

In the following, we present our Social Signal Interpre-
tation (SSI) tool, a framework dedicated to support the de-
velopment of online recognition systems [28]. SSI covers
the tasks necessary to assemble a complete machine learn-
ing pipeline, ranging from live sensor input and real-time
signal processing, to model training and online classifica-
tion. Even though SSI is not limited to the task of emotion
recognition it has been developed with a focus on sensing of
affective and social signals. In the following sections we il-
lustrate the functionality of SSI by discussing the extraction
of affective cues from four modalities, namely speech, face,
gestures and biosignals. Afterwards, we explain the differ-
ent approaches SSI offers to fuse the extracted information
to a final decision.

2 Modelling Affect

In order to build a machine that is able to recognize the affect
state of a user we need to define an emotional model that can
be computed by a machine. Hence, we will shortly introduce
the categorical and the dimensional model as two prominent
ways to conceptualize the phenomenon of emotion.

Within the categorical model, emotions are described as
discrete categories, such as happiness, sadness, fear or anger.
Researchers like Ekman have tried to define sets of basic
emotions, which are universally valid among all humans [8].
An advantage of a category representation is that the terms
are adopted from daily life and hence a common under-
standing about their meaning exists. An alternate representa-
tion of emotion are dimensional models, which define emo-
tions in terms of dimensions. Mehrabian [22], for instance,
suggests to characterize emotions along three axes, namely
pleasure, arousal and dominance. While this representation
is less intuitive, it allows continuous blending between af-
fective states.

Both models are simplified representations of emotions
that do not cover all their aspects. Nevertheless, they are
useful tools to model emotions in the computational world
of a machine. If we group samples by assigning them to
discrete categories, we can apply supervised learning tech-
niques to categorize unseen data. A trained classifier asso-
ciates an unknown sample with the category it fits best. Di-
mensional models, on the other hand, suit the fusion of com-
petitive decisions from different components well and hence
can be used to combine the cues from different modalities to
a global decision.

In addition to categorical and dimensional models, ap-
praisal models have been employed to model affect in com-
putational systems. Prominent examples include EMA [12]
and ALMA [9]. However, in most cases, they have been used
to simulate how an agent appraises situations and events and
apart from a few exceptions [7] not been used for recogni-
tion tasks. In SSI categorical and dimensional models are
used.

3 Affective Recognition

In the following we will describe some of the feature ex-
traction and fusion algorithms that have been incorporated
in the SSI framework to derive the affective state of a user.
Note that described methods can be plugged to a recognition
pipeline that processes live input from a single or multiple
sensor devices. SSI automatically handles synchronization
between the components of a pipeline and allows several
pipelines to run in parallel and share data streams [28].

3.1 Speech

Since we are interested in the affectiveness of the user’s
voice, we only analyse parts of the audio signals where
speech is present. For every speech segment we compute
information on the prosody of the voice. Since all features
need to be extracted fully automatically and in near real-
time, we calculate only acoustic features related to the par-
alinguistic message of speech (see [26] for more details re-
garding the extraction of acoustic features). The resulting
feature vector is passed to a classifier which assigns a dis-
crete class label to it.

In a previous study the feature set was evaluated on the
Berlin Database of Emotional Speech [3] that is commonly
used in off-line research (7 emotion classes, 10 professional
actors) and achieved an average recognition accuracy of
80%. On the FAU Aibo Emotion Corpus as part of the IN-
TERSPEECH Emotion Challenge 2009 [24], we were able
to slightly exceed the baseline given by the organizers for
a 5 class problem (anger, emphatic, neutral, positive and
rest) [25]. Both corpora have been intensively studied in the
past by many researchers working on emotion recognition
from speech and serve as a kind of benchmark in this area.
In both studies we adopted Naive Bayes as classification
scheme.

3.2 Face

To analyse the facial expressions of a user we use the
SHORE library [19] (provided by Fraunhofer1), which has

1http://www.iis.fraunhofer.de/en/bf/bv/ks/gpe/demo/.

http://www.iis.fraunhofer.de/en/bf/bv/ks/gpe/demo/
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been integrated into the SSI framework. For each image
frame, SHORE reports the bounding of found faces. It
additionally extracts a set of features related to a per-
son’s mimic—including position of eyes, nose and mouth.
SHORE already reports scores for different facial expres-
sions, namely happy, angry, sad and surprised.

In contrast to the processing of the audio stream, where
a classification result is received only after a complete utter-
ance was detected, the video is processed per-frame, i.e. a
statement is received for each frame in which a face was de-
tected. In order to smooth the scores and reduce the effect of
outliers, we average score values over several frames. Per-
formance of facial features has been tested on the CALLAS
Expressivity Corpus [5]. The corpus includes 2251 video
samples of 21 users and was recently labelled in terms
of arousal and valence dimensions. By applying a realistic
leave-one-user-out cross validation we observed 50% class-
wise recognition rate for the four quadrants. Again a Naive
Bayes classifier was applied.

3.3 Gestures

To capture a user’s gestural behaviour, we can rely on 3-
axes acceleration sensors by the Wiimote (Wii™). Like with
speech, where we distinguish between what is said and how
it is said, gesture analysis can either aim at recognising cer-
tain pre-defined gesture commands, or extract movement
properties such as relative amplitude, speed, and movement
fluidity. While SSI includes an implementation of the so
called $1 recognizer to recognize discrete gestures [30], we
now focus solely on the analysis of gestural expressivity.

Expressivity parameters were originally defined by Hart-
man et al. for expressive gesture synthesis for embodied
Conversational Agents [13]. Based on their concepts Cari-
dakis and colleagues [4] propose a set of six expressivity pa-
rameters, namely overall activation, spatial extent, temporal,
fluidity, power/energy and repetitivity, which they apply to
hand tracking from video images in order to measure expres-
sivity of gestures. Each parameter captures certain proper-
ties that include information on how a gesture is performed,
e.g. overall activation is considered as the overall quantity
of movement, while fluidity differentiates smooth/graceful
from sudden/jerky gestures.

To extract same features from the acceleration signals,
we first eliminate the influence of gravity by removing the
linear trend from each of the three acceleration axis. After
that, first derivative is calculated and cumulative trapezoidal
numerical integration is applied to deduce velocity and po-
sition. Finally we calculate the power from each signal, as
well as fluidity from position.

3.4 Biosignals

As a further carrier of emotional information, we con-
sider physiological data, including electrocardiography,

electromyography, skin conductance, and respiration. Since
physiological reactions of a person are controlled by the
autonomous nervous system the physiological reactions of
the body are less subdued by the human will and to social
masking, moreover they are permanently present and can be
captured continuously.

In [16], we proposed a wide range of physiological fea-
tures from various analysis domains, including time/fre-
quency, entropy, geometry, subband spectra, etc. To learn
more about the mapping between the observed patterns and
certain emotional states, we conducted several experiments
during which we captured the biosignals from users while
they were put into different affective states. In one, where
music was used to elicit the desired emotions, we were able
to distinguish four emotional states (joy, anger, sadness, and
pleasure) with an accuracy of over 90% [27].

For online analysis we must rely on features that can
be calculated on-the-fly. In order to prove the applicabil-
ity in on-line applications we developed a generic set of re-
cursively calculated real-time features and tested them on
the same database yielding similar results [14]. Based on
the best features we developed an online in-vehicle emotive
monitoring system within the EU project METABO [18].

3.5 Multimodal Fusion

So far signals have been processed independently of each
other. Now, we need a way to combine information extracted
from several sources to a single decision. In the optimal
case, the modalities will carry complementary information
and fusing them improves the robustness of the recognition.

A straightforward way to fuse observed channels is to
merge every calculated feature into a single and high di-
mensional feature set, used for one classifier (feature level
fusion). Accumulated features contain a bigger amount of
information than a single modality, so increased classifica-
tion accuracy can be expected. Alternatively, multimodal
features can be sub-sampled and used for the training of
smaller classification models (e.g. one classifier per modal-
ity). Outputs of these models are combined by means of
decision level fusion. Various combination rules are avail-
able for this task, including weighted and unweighted vot-
ing schemes, algebraic combiners of continuous classifier
outputs, specialist selection algorithms, constructed lookup
tables, etc. Examples of elaborate decision fusion schemes
and comparison to simpler combination rules can be found
in [20]. It is also possible to tailor the fusion mechanisms
to concrete fields of application, e.g. emotion recognition,
as can be seen in [17]. Another way of combining outputs
of several classification models is meta level fusion: Instead
of following predefined rule-sets for fusion, model results
are declared as meta data and used for the training of one or
more meta classifiers.
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Fig. 1 Affective Listener
Alfred: the current user state is
perceived using the SSI
framework (A); observed cues
are mapped onto the PA
space (B); PA-values are
combined to a final decision and
transformed to a set of FACS
parameters, which are
visualized by Alfred (C); a
change in the mood of the user
creates a new set of PA values,
which moves the fused vector to
a new position on the PA
space (D); this finally leads to a
change in the expression of
Alfred (E). A Sketch of the
processing pipeline, which
analysis the user’s speech and
mimics, is also shown

A wide range of algorithms for merging multimodal
information on described levels are available in the SSI
framework. An evaluation and comparison of these methods
in terms of recognition performance in relation to single-
channel classification can be found in [17]. On the tested
corpus we observed an improvement of up to 18% com-
pared to the results from uni-modal classification. In [21] we
applied the same fusion methods to a single-channel prob-
lem by building tailored feature sets for each target class
generated by feature selection. In this way an upgrade on
under-represented classes was achieved, which led to an in-
crease in classification performance by up to 5%. Currently,
we investigate possibilities for handling temporarily missing
modalities in real-time applications, which requires appro-
priate adaptations of the fusion algorithms.

4 Example Application

SSI has been used in international and national projects
as a core component of various affective installations (see
e.g. [6, 11, 15, 18]). Details on the integration of SSI within
these projects can be found here [29].

In the following, we will briefly describe an exemplary
application that was developed with SSI: the Affective Lis-
tener “Alfred”. Alfred is a butler-like virtual character [1]
that is aware of the user and reacts to his or her affective
expressions (see Fig. 1). The user interacts with Alfred via
spoken natural language. It is important to note that Alfred
does not conduct a semantic analysis of the user’s utterances,
but just tries to determine his or her emotional state from the

acoustics of speech and facial expressions. As a response,
Alfred simply mirrors the user’s emotional state by appro-
priate facial expressions2. This behaviour can be interpreted
as a simple form of showing empathy.

In order to recognise the users emotional state, we adopt a
modified fusion mechanism described and evaluated in [10].
It is based on a dimensional emotion model, as mentioned
in Sect. 2. For the moment, we simplified the model to the
pleasure (P) and arousal (A) axis and merge input from only
two channels, namely audio and video. If we consider the
audio pipeline described in Sect. 3.1 we get as output dis-
crete categories like ‘positive-low’ or ‘negative-high’. Such
labels can be directly mapped onto appropriate PA vectors
in the according pleasure-arousal quadrant. In case of the
video processing described in Sect. 3.2 we get score values
that express the confidence on the presence of certain emo-
tional states such as happy or anger. If one of the scores
exceeds a certain threshold, we can generate a PA vector of
according strength that aims into the quadrant to which the
according emotion belongs. Further details on the fusion al-
gorithm can be found in [11]. Note that Gilroy et al. generate
one vector per modality, we generate one vector for each de-
tected event. In this way we prevent sudden leaps in case of
a false detection in one of the channels. Since the strength of
a vector decreases with time, the influence of older events is

2In order to illustrate the use of SSI which focuses on emotion recogni-
tion tasks, we present a basic version of Alfred here which simply mir-
rors the user’s emotion. Thus, we do not integrate an appraisal model to
simulate how Alfred appraises the user’s emotional display, but see [2]
for a version of Alfred based on the Alma model which combines an
appraisal mechanism with a dimensional representation of emotions.
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lessened until the value falls under a certain threshold and is
completely removed.

5 Conclusion

We have introduced our Social Signal Interpretation (SSI)
framework, a tool for the rapid development of online recog-
nition systems to detect social and affective cues from a
user. SSI supports input from multiple sensor devices and
allows developer to implement processing pipelines by sim-
ply plugging together available components. The paper at
hand discusses the processing of different modalities (audio,
video, gesture and biosignals) with focus on affect recog-
nition. Different ways of fusing information from multiple
sensor streams are described, as well. The presented pro-
cessing and fusion methods are part of SSI and most of the
source code is freely available under LGPL.3
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