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EMPIRICAL EVALUATION OF
PEDAGOGICAL AGENTS

§§\\§§§§§§§¥§i§§§§§§?§{§§§§i§i§§ffﬁ§ﬂ§§ii§§€$f§léi(
conducted to investigate the potential
@\i §\\§§§§§\§ of embodied conversational
agents arediscussed. Some general design guide-
lines §§§§§ may be derived from such studies have
also been come up with.

Potential Benefits of Pedagogical
Agents

Most empirical studies emphasize the social role
of pedagogical agents. Studies by Lester et al.
(1997) have shown that the pure presence of an
embodied agent can have a positive effect on the
students’ perception of the learning experience.
The effect was confirmed by Mulken, etal. (1998)
who investigate the attitude of students’ towards
a virtual agent. Subjects who had seen presenta-
tions guided by a virtual agent indicated on a
questionnaire that they found the presentations
themselves and the corresponding tests less dif-
ficult than subjects who had seen presentations
without the virtual agent. In addition, subjects
found these presentations significantly more

entertaining.

Studies investigating the effect of animated
agents on the user’s learning performance did not
provide consistent results. Mulken, André, and
Miiller (1998) investigated the impact of a virtual
agent on understanding and recall, but did not
detect any effect. Similar results were obtained
by Kraemer (2005) who investigated whether the
use of an embodied conversational agent may
improve the effectiveness ofa TV/VCR interface.
In line with Mulken et al., she did not observe a
positive effecton recall in comparison to pure text
and audio. Furthermore, the subjects did not rate
the presentations given by the agent more help-
ful than those conveyed by pure text and audio.
Contrariwise, there are studies revealing a posi-
tive effect of an embodied agent on learning. For
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example, Beun and Witteman (2003) conducted
a memory test which supported their hypothesis
that the presence of embodied conversational
agent may contribute to better recall.

Summing up, it may be said that there is
empirical evidence that pedagogical agents lead
to an increased sense of ease and comfort and
motivate a learner to engage in a learning task
for a longer time. In this way, they may indirectly
also contribute to a better learning performance.
Such an effect has, however, still to be attested
by longitudinal studies. Studies that investigate
whether or not an embodied conversational agent
directly contributes to learning after shorter in-
teractions have led to inconsistent results so far.
A lot of research is still required to investigate in
which cases an embodied agent improves learn-
ing. In any case, creators of agents should make
sure that the agent is more than a decorative fea-
ture, but has a functional role in an educational
setting. Otherwise, there is the danger that that
agent just produces an additional cognitive load
for the learners and distracts them from the actual
contents.

Design Guidelines from Empirical
Studies

There are a number of factors that influence the
user’sattitude towards the agent and the effective-
ness, such as the character’s degree of realism,
its shape, its ethnicity, its gender, and so forth,
and it is difficult to generalize empirical results
to other user groups and interaction scenarios.
Nevertheless, some general findings seem to
crystallize out.

Gulz and Haake (2006) emphasize the impor-
tance of a character’s audio-visual appearance in
educational settings. Subjects in their experiment
preferred stylistic agents over realistic agents.
Based on these findings, the authors recommend
that creators of pedagogical agents should not
necessarily strive for great realism. Baylor and
Kim (2004) found out that more realistic agent
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communication channels. AutoTutor coordinates
speech with facial expressions and body gestures
and is able to display typed text, but the student is
confined to typed input. In the Tactical Language
system by Johnson et al. (2004a), students may
communicate via speech using a microphone and
augment their speech with gestures they consider
as culturally appropriate. However, the gestures
to go along with the speech have to be selected
with a mouse wheel instead of being directly
performed by the learner.

First approaches are being made to analyze
non-verbal communicative cues from the user
with the aim to improve the robustness of mul-
timodal analysis, to recognize the user’s level of
attention, and to regulate the flow of the interac-
tion. For example, the kiosk Mack agent uses
gaze as a deictic device as well as a feedback
and turn-taking mechanism (see Nakano, Re-
instein, Stocky, & Cassell, 2003). Based on an
analysis of human-human conversation, Sidner,
Lee, Kidd, Lesh, and Rich (2005) implemented a
conversational robot that is able to track the face
of the conversational partner and adjusts its gaze
towards him or her. Empirical studies by Sidner
et al. and Nakano et al. indicate that gaze is an
excellent predictor of conversational attention in
multiparty conversations. While the listener em-
ploys gazeto indicate that s/he is paying attention
to the speaker, the speaker monitors the listener’s
gaze to find out whether s/he is still interested in
continuing the conversation. Robust technology
to track the user’s non-verbal cues offers great
promise to educational learning environments
since they provide additional information on the
user’s level of attention and motivational state. In
intelligent learning environments, eye tracking
technology is usually used to assess a learner’s
attentional state (see Qu & Johnson, 2005) or a
learner’s meta-cognitive skills, such as the ability
to learn from free exploration and the ability to
self-explain instructional material (see Merten
& Conati, 20006).

Enhancing Pedagogical Agents by
Emotional Behaviors

There is still an ongoing debate whether it is
necessary to equip computers with emotional
sensitivity. When implementing pedagogical
agents, the representation of affective state to-
gether with a simulation of emotion triggering
seems, however, indispensable. Forexample, Aist,
Kort, Reilly, Mostow, and Picard (2002) showed
that human-provided emotional scaffolding to an
automated tutoring system resulted in increased
student persistence, that is, students were willing
to spend more time on a task, which should lead
to improved learning.

Theavailability of robust methods for emotion
recognition is an important step in the develop-
ment of pedagogical agents that are sensitive to
a learner’s emotional state. Recent research has
concentrated on a large variety of verbal and
non-verbal communicative cues that may provide
information on a learner’s affect state. Cues that
have been investigated include postures and
facial expressions (see Kapoor & Picard, 2005),
acoustic and prosodic features of speech (see
Ai et al., 2006), as well as physiological signals
(see Bosma & André, 2004). Others focused on
features of the interaction history. D’Mello and
Graesser (2005) mine log files of the interaction
history to obtain information about the student’s
affective state in AutoTutor. McQuiggan and
Lester (2006) make use of a combination of log
files of the interaction history and bio sensors to
assess the learner’s confidence to perform well
in a learning situation. Ai et al. (2006) consider
features extracted from the dialogue between
the tutor and the student, such as the prosody of
speech, as well as features relating to user and
system performance, to improve the emotion rec-
ognition process in the ITSpoke tutoring system.
Conati (2002) presents a probabilistic framewor k
to derive a learner’s motivational state both from
their bodily reactions, for example, biometric
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