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Summary The objective to develop more human-centered,
personalized, and at the same time more entertaining interfaces
immediately leads to the metaphor of an embodied conver­
sational agent that employs gestures, mimics, and speech to
communicate with the human user. Looking at past and cur­
rent projects, the current paper discusses an ongoing and
manifold evolution of embodied conversational agents from
conversational settings with single presenters to interactive per­
formances where the user may participate both as an observer
and a presenter. We report on new trends, such as the inte­
gration of characters in mixed realities as well as endeavours
to endow characters with social behaviors. ►►► Zusam-
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1 Introduction
Despite various proposals for
new interfaces and interaction
paradigms, there is hardly one that
matches both at the same time,
richness and naturalness of human­
human communication. During the
last decade research groups as well
as a number of commercial software
developers have started to deploy
embodied conversational charac­
ters in the user interface especially
in those application areas where
a close emulation of multimodal
human-human communication is

needed. This trend is motivated by
a number of supporting arguments.
First, virtual characters allow for
communication styles common in
human-human dialogue and thus
can release users unaccustomed to
technology from the burden to
learn and familiarize with less na­
tive interaction techniques. Then,
a personification of the interface can
contribute to a feeling of trust in
the system by removing anonymity
from the interaction. Furthermore,
well designed characters show great
potential for making interfacing

with a computer system more enjoy­
able.

Adopting the distinction be­
tween mind and body, incarnations
of such characters can differ widely
in type and amount of embodiment
-  starting from simplistic cartoon­
style 2D representations of faces,
fully embodied virtual humans in
3D virtual worlds to physically em­
bodied androids co-habiting the
user’s real world. There is also
a great variation in terms of its in­
ternal or “mental” abilities and skills
-  among other things, a character’s
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ability to engage in a conversation
with humans or possibly other syn­
thetic creatures, and the extent to
which it possesses further human­
like qualities, such as personality
and emotions as well as the ability to
form social relationships with their
human interaction partners.

By means of selected sample
applications, Section 2 of this con­
tribution recalls the yet ongoing
development of animated presenta­
tion agents starting with TV-style
information presenters to highly in­
teractive multi-character scenarios
in which information is conveyed to
the user in the form of multi-party
multi-threaded conversations.

While earlier applications con­
centrated on interactions between Figure 1 Conversational Settings for Embodied Conversational Characters.

characters and humans in the vir­
tual space, more and more attempts
are being made to populate the
user’s physical environment with
virtual characters. Obviously, the
fact that the agents are now an in­
tegral part of the user’s physical en­
vironment also affects the mode of
interaction. Starting from Milgram’s
diagram of “Visual Continuity”,
Section 3 discusses several different
ways of providing synthetic agents
with a body and integrating them
into the physical space. Providing
a character with a body, however, is
only one side of the medal. Rather,
the success of an interface char­
acter in terms of user acceptance
and interface efficiency very much
depends on the character’s ability
to socially interact with the hu­
man user. To this end, Section 4
sketches first attempts to endow em­
bodied conversational agents with
social skills.

2 Face-to-Face
Communication in Virtual
Environments

In the area of embodied conver­
sational agents, we can observe an
ongoing and manifold evolution as
shown in Fig. 1.

2.1 TV Style Presenters
The first class of systems is
used in applications in which

a single character is deployed to
present information. A popular ex­
ample is the virtual news reader
Ananova (www.ananova.com) that
reads news scripts live from ITN,
a British broadcaster producing
news. Further examples include
Noma’s and Badler’s virtual weather
reporter [17], DFKI’s PPP per­
sona [24] as well as virtual product
presenters found on commercial
web pages. From the point of view
of the user, viewing a presentation
appears quite similar to watching
a TV-news speaker or to watching
a video clip because the flow of in­
formation is unidirectional from the
agent to the user and no user-agent
interaction is foreseen at display
time. Therefore, the character’s style
of presentation is similar to a mono­
logue, though multiple modalities
may be deployed.

A great number of contemporary
systems aim to emulate aspects of
a face-to-face dialogue with a char­
acter that is able to converse with
the user. Differences among systems
concern both available input modal­
ities as well as output modalities of
the virtual conversation partner.

Quite a number of commercial
sites try to boost their web presence
by means of virtual sales person­

nel that provide customers with
a more personalized online-shop­
ping experience 24 hours a day, 7
days a week. In most cases the user
can “talk” to the character by typ­
ing NL expressions into a text-input
widget while the character talks to
the user either by voice output
or likewise through speech bub­
bles. However, the conversational
skills of these characters are often
quite limited to that of a pattern­
based chat robot that works similar
to Weizenbaum’s early Eliza sys­
tem [31]. In the best case, such
systems manage to map user input
onto related contents available at
the web site. The virtual chat agent
Cybelle (www.agentland.com/) and
the agent Aisa (www.smart.com)
are examples of this kind. In the
worst case, a conversation with such
a character is neither informative
nor entertaining. Needless to say
that such characters are likely to be
perceived by a user as useless if not
annoying. In contrast, most research
prototypes of embodied conversa­
tional characters are instances of
complex multimodal dialogue sys­
tems, though the focus is usually
on the generation of synchronised
multimodal expression. Prominent
examples include Peedy developed
at Microsoft Research [3], the Inter­
net Advisor Cosmo [14], the Steve
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Agent (Riekel and Johnson 1999),
the real estate agent REA [5], the
GRETA Medical Advisor (Pelachaud
et al. 2002a), the agent MAX [12]
and the animated interface charac­
ter Smartakus that is developed in
the SmartKom project [30]. Most
of these systems rely on sophisti­
cated models for multimodal output
generation. For instance, Smartakus
incorporates a sophisticated spo­
ken dialogue subsystem and has a
“visual sense” that enables it to
recognize and understand pointing
gestures of the user.

There are situations in which dir­
ect agent-user communication is
not necessarily the most effective
and most convenient way to present
information. Inspired by the evo­
lution of TV-commercials over the
past 40 years, DFKI group has pio­
neered role-plays with virtual char­
acters as a promising format for
presenting information. A typical
commercial of the early days of TV
featured a sales person who pre­
sented a product by enumerating its
positive features -  quite similar to
what synthetic characters do on web
pages today. On TV, however, this
format has been almost completely
replaced by formats that draw on the
concept of short entertaining scenes.
Typically, such performances embed
product information into a narra­
tive context that involves two or
more human actors. Episodic for­
mats offer a much richer basis com­
pared to the plain enumeration of
product features, and thus meet the
commercial industry’s high demand
for originality.

Andre and colleagues [1] sug­
gest the use of presentation teams
to convey information about prod­
ucts, such as cars, by performing
role plays. Using this presentation
style, the user receives information
about cars by watching generated
sales dialogues among virtual seller
and buyer agents. The eShowroom
allows the user to specify prior
to a presentation (a) the agents’

roles, (b) their attitude towards the
product, (c) some personality traits
(extravert vs. introvert, agreeable vs.
not agreeable), and (d) their inter­
ests about certain aspects relevant
for cars (e.g., the car’s relation to
prestige, comfort, sportiness, friend­
liness to the environment, costs
etc.). Based on these settings, a var­
iety of different sales dialogues can
be generated for the same product.

Using such a setting actually
means a shift from a face-to-face
character-user setting to a user-as-
observer setting. The shift is mo­
tivated by a number of supporting
arguments: First of all, they en­
rich the repertoire of modalities to
convey information. For example,
they allow a system to convey cer­
tain rhetorical relationships, such as
pros and cons, in a more canoni­
cal manner. Furthermore, they can
serve as a rhetorical device to rein­
force beliefs. For instance, the same
piece of information can be repeated
in a less monotonous and perhaps
more convincing manner simply
by employing different agents to
convey it. Furthermore, the single
members of a presentation team can
serve as indices, which help the user
to organize the conveyed informa­
tion. For instance, characters can
convey meta-information, such as
the origin of information, or they
can present information from dif­
ferent points of view, e.g., from the
point of view of a businessman or
the point of view of a traveller. Last
but not least, multiple characters
allow us to convey social aspects,
such as interpersonal relationships
between emotional characters. Work
in this direction has been done by
Prendinger and Ishizuka [21] and by
Rist and Schmitt [25] in their Avatar
Arena system.

Casting role-plays with characters
that can interact with both other
characters and the user results in
an open multi-party dialogue set­
ting, which supports reactive as well
as proactive user participation. One

basic idea is to provide the user with
the option of taking an active role in
the dialogue if she or he wishes to
do so. If not, however, the charac­
ters will continue the conversation
on their own -  maybe encouraging
the user to give feedback from time
to time.

Traum and Rickel [29] have
addressed the issue of automat­
ically generated multi-party dia­
logues in immersive virtual envi­
ronments. In the context of a mil­
itary mission rehearsal application,
they address dialogue management
comprising human-character and
character-character dialogues. The
characters are based on the Steve
architecture [23] which has been en­
hanced by a multi-modal dialogue
model to handle turn taking in such
a challenging scenario.

Another multi-party application
has been proposed by Isbister and
colleagues [10] who concentrate on
social interaction between several
humans in a video chat environ­
ment which is supported by so-
called Helper Agent. Helper Agent is
an animated, dog-faced avatar that
tracks audio from two-person con­
versations and intervenes if it detects
longer silences.

A number of approaches to
multiparty conversation have been
inspired by research on interac­
tive drama that aims at integrating
a user in a scenario - either as an au­
dience member or an active partici­
pant. An example includes the inter­
active installation CrossTalk [8].

CrossTalk has been designed for
set-up in a public space, e.g., at
a booth of a trade fair. CrossTalk
characters live on two separated
screens which are spatially arranged
as to form a triangle with the user to
stimulate a spatially extended inter­
action experience. CrossTalk takes
Brenda Laurel’s [13] paradigm of
“computers as theatre” a step fur­
ther and introduces a meta-theatre
metaphor to emulate small talk be­
tween the characters which then
becomes yet another performance,
that is “meta-theatre”. The purpose
for introducing “off-duty” activi-
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ties is twofold: Firstly it is a means
to attract and bind the attention
of passers-by, and secondly it gives
the agents the authenticity of hu-
man-like actors, conveying the im­
pression that they are permanently
alive.

Technically speaking the realisa­
tion of interactive performances is
quite challenging as one has to re­
solve on an operational level the
conflict between predestination and
freedom of interaction. Since the
scenario is open-ended, neither the
characters nor the users are able to
tell what exactly may happen next.
Instead the dialogue between the
user and the characters evolves while
time progresses.

3 Face-to-Face
Communication in Shared
Physical and Digital
Environments

Traditional desktop-based applica­
tions are characterized by the fact
that the user and the character share
different realities: the character is
tied to the flat screen while the user
remains in the physical space. Re­
cently, there has been a trend, how­
ever, to integrate synthetic agents in
the user’s physical space. Obviously,
this development has a significant
impact on the mode of interac­
tion between humans and synthetic
agents. In the following, we provide

a number of criteria to characterize
the resulting new interfaces.

Following [15], we classify the con­
tact between synthetic and human
agents according to a “virtuality
continuum”. At one extreme, we
find android agents that are com­
pletely integrated in the user’s phys­
ical world and even allow for phys­
ical contact with the user. Mel,
a robotic penguin developed by Sid-
ner and colleagues [27] (see Image 1
in Fig. 2), is most likely the most
sophisticated physical agent that en­
gages in face-to-face communica­
tion with a human user. At the other
extreme, there are purely virtual
environments that are populated
by human and synthetic agents.
A prominent example is the peda­
gogical agent Steve [23] (see Image
4 in Fig. 2). Steve is aware of the
user’s presence in the virtual space,
monitors her actions and responds
to them, but has no access to the
external world. That is it is only
able to perceive user actions that
are performed in the virtual space.
In between, we find applications in
which projections of virtual char­
acters overlay the user’s physical
environment or projections of real
persons are inserted into a virtual

world. For instance, Cavazza and
colleagues [6] propose a magic mir­
ror paradigm which puts the user
both in the role of an actor and
a spectator by inserting the user’s
video image in a virtual world that
is populated by synthetic agents (see
Image 3 in Fig. 2). The group at
Augsburg University focuses on the
reciprocal problem, namely how to
populate the user’s physical environ­
ment with synthetic agents. In this
application, a synthetic character
called Ritchie jointly explores with
the user a table-top application that
combines virtual buildings of the
city centre of Augsburg with a real
city map being laid out on a real
table. Image 2 in Fig. 2 shows the
character Ritchie entering the Mul­
timedia Lab. Mixed Reality appli­
cations are characterized by a tight
spatial connection between physical
and virtual objects. As shown in the
image, the real door frame partially
covers, for instance, the virtual char­
acter which in turn occludes the wall
in the background.

Most research on embodied con­
versational agents focused on the
realization of expressive behaviours
in the virtual world. In computer
graphics and animation, significant
progress has been made on geomet-

Figure2 Milgram's Diagram of Virtuality Continuum Adapted to Embodied Conversational Characters: the robotic penguin developed by Sidner and
colleagues [27] at MERL (1), the virtual character Ritchie entering the Multimedia Interfaces Lab at Augsburg University (2), Marc Cavazza acting as
"Goldfinger" in an Augmented Virtuality application developed by his team at Teaside University [6] (3), the pedagogical agent Steve developed by
Rickel and Johnson at ISI [23] (4).
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ric face and body modelling and
the development of animation and
rendering techniques. There is now
a broad spectrum of incarnations of
characters differing widely in type
and amount of embodiment -  start­
ing from simplistic cartoon-style 2D
representations of faces, fully em­
bodied virtual humans in 3D virtual
as well as augmented realities.

The question arises of how to
realize expressive behaviours when
considering other character-based
applications along the Milgram di­
agram of virtual continuum. The
robotic penguin developed by Sid-
ner and colleagues is able to track
the face of the conversational part­
ner and adjusts its gaze towards him
or her. Even though the set of com­
municative gestures was strongly
limited, an empirical study revealed
that users indeed seem to be sen­
sitive to a robot’s conversational
gestures and establish mutual gaze
with it. The realization of commu­
nicative behaviours in mixed reali­
ties is limited by the fact that the
correct projection of occlusions be­
tween physical and virtual objects
still remains a great challenge. For
instance, the Ritchie character is not
able to shake hands with the user.

Earlier agents, such as the PPP Per­
sona, were usually tied to the desk­
top and had only limited perceptual
abilities to access the user’s phys­
ical surroundings [2]. The agent’s
knowledge about the users and their
physical environment was primar­
ily based on pre-stored information
and simple text-based interactions.
More recent projects equip ani­
mated agents with a set of sensors to
detect and track people in front of
the screen. An example is the kiosk
agent Mack [28]. Similar to a hu­
man information guide, Mack can
rely on the physical space shared
with a visitor and refer to objects in
the physical world, for example, by
pointing back with its thumb.

In order to come across as be­
lievable, an agent should not just

be equipped with a sensory mech­
anism. Instead it should reflect
psychologically plausible attending
behaviours that combine locomo­
tion, visual search, and response
to peripheral events. For instance,
an agent that continuously stares
at a target while moving towards
it may appear rather unnatural.
A first attempt to automate attend­
ing behaviours of a synthetic agent
has been proposed by Chopra and
Badler [7]. Examples of behaviours
include spontaneous looking, visual
search, and monitoring of events in
a 3D environment.

Only a few characters are able
to perceive a limited set of non­
verbal signals from the user. For ex­
ample, the SmartKom agent is able
to recognize and understand the
user’s pointing gestures on a display
and tries to read a small num­
ber of emotional expressions from
his or her face [30]. Nakano and
colleagues [16] developed a model
of grounding for embodied con­
versational characters. The model
has been tested within the Mack
agent that analyzes the user’s head
movements and gaze to establish
a common understanding between
user and agent of what is being said
and meant. Even though consider­
able progress has been made in the
last decade in multimodal dialogue
systems, the ability of a character
to engage in an unconstrained mul­
timodal conversation will remain
a great challenge for years.

Even though kiosk agents like Mack
have an understanding of the user’s
physical world, they are tied to
a fixed location. Mack shares with
the user an informational reality,
but cannot take on the role of a real
companion since it is not able to fol­
low the user if she moves away from
the information kiosk.

Several options to allow hu­
mans to explore together with an
agent a physical space have been ex­
plored in the Peach project [26].
In this project, a virtual presen­
ter follows the visitors in a mu­

seum and provides advice on both
stationary screens as well as the
user’s mobile device. Unlike station­
ary agents, mobile agents are able
to provide continuous assistance to
the user while she explores the phys­
ical space. To adapt their presenta­
tions to the user’s physical context,
the Peach agents derive knowledge
about the user’s location and orien­
tation from different sensors which
are connected to the mobile device.
Nevertheless, they are still tied to
a specific device and cannot move to
an arbitrary location in the physical
space.

At Augsburg University, we are
currently experimenting with differ­
ent possibilities to provide the user
with a virtual companion in the
real world. First of all, we support
a setting in which the character is
superimposed on a scene and faces
the user (see Fig. 3). In a multi-user
application, this option may create
a higher illusion of privacy in the
sense that the character is embedded
in the user’s personal viewing field
and exclusively visible to him or her
(and not to others). Furthermore,
the character maintains continu­
ous visual contact with the user
no matter where he or she moves.
Technically speaking, different co­
ordinate systems are employed for
specifying the user’s and the agent’s
location.

Striving for a higher degree of
immersion, we also explore a setting
in which both character and user in­
habit a common physical space (see
Image 2 in Fig. 2). A characteris-

Figure 3 Embedding a Virtual Character as a Fore­
ground Object in the User's Camera Space.
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tics of this option is that the user
rather has the feeling that the char­
acter perceives the scene in a similar
way as he or she does and conse­
quently shares experiences with him
or her. The approach is, however,
technically much more challenging
since we have to compute occlusions
between virtual and physical objects
in real-time.

3 J  IVlixed htodes of Interaction
Usually, interaction devices that al­
low the user to interact with dig­
ital objects are significantly differ­
ent from tools and devices humans
employ to manipulate the physical
world. To allow for more continu­
ous ways of interaction, the group
at Augsburg is experimenting with
tangible interfaces for mixed reali­
ties. In the Virtual Augsburg appli­
cation, the user may position a card­
board box in the physical scene to
signal the character where it should
move (see Fig. 4). That is the user
may elicit events in the digital world
by the operation of physical devices.
The synthetic character has, how­
ever, no mechanical effectors and
thus is not able to manipulate the
cardboard box itself.

Another example of an agent­
based interface that allows for the
manipulation of physical objects is
described in [28]. The Mack agent
monitors the user’s interaction with
a paper map and is even able to
make indications on the map itself.
Both applications are characterized

Figure 4 A Tangible Cube Inter­
face to Manipulate Virtual Objects
in the Real Space.

by the fact that interaction with
physical objects has to be restricted
to a small set of domain-relevant
objects in order to make sure that
the characters register the user’s ma­
nipulation of objects. Furthermore,
there is just one representation -  ei­
ther physical or digital -  for each
object at the same time. In case of
multiple representations, a system
has to ensure that the user is able to
recognize potential correlations be­
tween them.

4 Endowing Characters with
Social Competencies

The concept of a virtual charac­
ter promotes the idea that humans,
rather than interacting with tools
prefer to interact with an arte­
fact that possesses some human-like
qualities at least in a large num­
ber of application domains. If it is
true -  as Reeves’ and Nass’ Media
Equation suggests -  that people re­
spond to computers as if they were
humans [22], then there are good
chances that people are also will­
ing to form social relationships with
virtual personalities. That is, a vir­
tual character is not just another
interface gadget. It may become
a companion and even a friend to
the user. A prerequisite for this vi­
sion to come true is that the virtual
characters have a great deal of social
competence that manifests itself in
a number of different abilities.

One of those is the ability to in­
terpret a user’s affective state and

react in an empathetic way. Work
by Picard [20] and others has cre­
ated considerable awareness for the
role of affect in human computer
interaction. Nevertheless, there is
a yet ongoing debate whether it
is necessary for a computer sys­
tem to feel emotions as well. When
striving for believable virtual per­
sonalities, however, the representa­
tion of affective state together with
a simulation of emotion trigger­
ing seems indispensable. In fact,
the modelling of affective characters
has become a major research trend.
Most of the current approaches
rely on the so-called OCC model,
named after its authors Ortony,
Clore, and Collin [18]. The attrac­
tiveness of this model to computer
scientists probably results from the
fact that it defines different types
of emotions in terms of emotion
triggering conditions which can be
easily formalised as rules in a com­
puter-based reasoning system. Most
research on the expression of af­
fective behaviors focuses on vir­
tual agents. An exception is the
work by Breazeal [4] who developed
a robotic agent that integrates a mo­
tor system to mimic certain emotive
signals.

Furthermore, most current ap­
proaches have been designed for
the classical face-to-face setting in
which one user interacts with one
virtual character. When dealing with
socially more complex settings, such
as multi-party conversations, scala­
bility becomes a big challenge since
one has to consider the current
social context, too. Surprisingly lit­
tle attention has been paid so far
to the modelling of social con­
text factors in which a conver­
sation takes place. The work by
Prendinger and Ishizuka [21] de­
serves mentioning here. They allow
a human script writer to specify
social distance and social power
relationships among the charac­
ters involved in an application,
such as a multi-player game sce­
nario.

Another approach has been
taken by Rist and Schmitt [25] who
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Figure 5 Moving from the Real to the Virtual World and vice versa.

aim at emulating dynamic group
phenomena in human-human ne­
gotiation dialogues based on socio-
psychological theories of cognitive
consistency dynamics [19]. To this
end, they consider a character’s at­
titudes towards other characters and
model a character’s social embed­
ding in terms of liking relation­
ships between the character and all
other interaction partners. While
social behaviors are mainly reflected
by the agent’s communicative be­
haviors in the systems described
in [21] and [25], Thalmann and
colleagues [9] concentrate on the
simulation of social navigation be­
haviours in virtual 3D environments
including the social avoidance of
collisions, intelligent approach be­
haviours, and the calculation of suit­
able interaction distances and an­
gles. Completely new questions arise
when dealing with social group dy­
namics between human and agents
in mixed realities. For instance, how
should a virtual character react if
the user approaches it? Should it
move towards the user or rather give
way?

5 Conclusions
Research in the area of embod­
ied conversational characters has
brought about a great variety of
characters that differ widely with
respect to embodiment, observ­
able behaviour and communica­
tion skills, and internal “cognitive
complexity”. In this paper, we iden­
tified three trends. First of all, there
is an evolution from face-to-face

communication between a single
agent and a single user to multi­
party multi-threaded interactions
between several human and syn­
thetic interlocutors and observers.
Secondly, increasing attempts are
being made to integrate embod­
ied conversational agents into the
user’s natural environment. Users
and characters no longer inhabit
separated spaces, but share an infor­
mational and physical reality. Ob­
viously, shared realities bring new
perspectives for humans and syn­
thetic individuals to get in touch
with each other. A lot of empirical
work is required to decide on the
nature of such encounters: Should
individuals meet in the user’s world,
should they get together in the dig­
ital world or remain in their own
worlds and just exchange infor­
mation about virtual and physical
objects? Another intriguing chal­
lenge is the realization of so-called
traversable interfaces [11] that allow
human and synthetic agents to cross
the border from the digital world to
the real world and vice versa. An ex­
ample of a traversable interface is
shown in Fig. 5. When moving from
one space to another, the user has
to correctly correlate different visual
representations of one and the same
object. A hard problem from the
perspective of user interface design
is therefore the question of how to
make the transfer between different
worlds as smooth as possible.

Finally, progress being made in
the embodiment of agents also poses
high demands on the design of ap­

propriate interactions because the
user will expect -  at least in part
-  humanlike verbal and non-verbal
conversational behaviours of such
an agent. In the long run, it is
therefore inevitable to enrich em­
bodied conversational agents with
social competencies to be accepted
by the human user.
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Die einzige in sich geschlossene Darstellung
des gesamten Sprachverarbeitungssystems im
deutschen Sprachraum.

Wie kann ein technisches System genauso selbstverständlich wie der
Mensch den Inhalt gesprochener Sprache erkennen und verstehen?
Ausgehend von der biologischen Spracherzeugung zeigt Wendemuth
einen Ansatz, der aus einem Sprachsignal mit hoher Sicherheit die
gesprochenen Äußerungen ermittelt. Dabei werden vor allem Methoden
aus der stochastischen Signalverarbeitung und der Automatentheorie
(Markov-Systeme) verwendet und im Buch detailliert frkTärt? Viele
anschauliche Abbildungen erleichtern das Verständnis
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