
                                            
                                     

                             

                                           
Classifications in climate research

J. Jacobeit
Institute of Geography, University of Augsburg, Universitaetsstrasse 10, Augsburg, Germany
           

               
                  
                                  
                     
                             

Keywords:
Classifications
Circulation dynamics
Circulation–climate relationships
Dynamical mode analysis
                                            
                             

E-mail address: Jacobeit@geo.uni-Augsburg.de
        

In order to improve the understanding and an appropriate application of classification approaches in cli-
mate research, several steps of considerations are reproduced in this paper. At first some fundamental
lines of advance in the development of classifications will be outlined, especially referring to the increas-
ing application of multivariate statistical techniques and the inclusion of dynamical aspects related to the
atmospheric circulation. Subsequently, the growing field of applications of such classifications will be
addressed, focusing on atmospheric circulation dynamics and circulation–climate relationships. Finally,
classifications in general will be compared with dynamical mode analyses, the other fundamental
approach for studying atmospheric circulation dynamics. Main conclusions may be summarized as fol-
lows: Strict assignments of individual objects to disjunctive groups (as done by classifications) may rep-
resent a serious simplification of complex reality, but are necessary or at least favourable if direct
relations of the atmospheric circulation to individual events (e.g. meteorological extremes) are required
or if internal characteristics of atmospheric circulation patterns have to be determined by means of par-
ticular parameters (e.g. relative vorticity or flow intensity). On the other hand, without such require-
ments mode analyses may be more appropriate for analysing complex data sets since generic
circulation patterns (instead of simple composite patterns) can be derived allowing to represent original
pressure fields as superimpositions of such generic patterns with varying weights.

                                   
1. Introduction

Classifications are an important tool in both general and applied
climatology (see for example Barry and Perry, 1973; El-Kadi and
Smithson, 1992; Yarnal, 1993; Yarnal et al., 2001), since often a
strict assignment of individual objects to disjunctive groups is nec-
essary or at least favourable for achieving clearly structured results
from complex data sets. The derivation and application of classifi-
cations have considerably increased in climate research during the
last decades, but already in earlier times of scientific evolution we
can find prominent and long-lived examples like the well-known
global climate classification from Wladimir Köppen (1923). This
paper does not intend to give a comprehensive review of classifica-
tions that have been developed in climate research until now, since
recently such a paper has been published with focus on the impor-
tant part of the atmospheric circulation (Huth et al., 2008) and
manifold activities concerning the evaluation and comparison of
circulation and weather type classifications for European regions
are presently carried out in context of the EU COST Action 733
(‘‘Harmonisation and Applications of Weather Type Classifications
for European Regions”, see this volume). This paper rather intends
to improve the understanding of methodical approaches in climate
                 
research summarized as ‘‘classifications” since the increasing field
of different applications includes a growing risk that classifications
are not properly used especially in view of other approaches that
might be more appropriate for particular investigations. In this
context several aspects have to be considered: What kind of pro-
gress has taken place in the methodical domain of classifications?
Which fields of research are commonly applying classification ap-
proaches? What kind of requirements might favour classifications
compared to other major approaches? Might the latter even be
superior to classifications under particular conditions? This paper
aims to contribute some principal aspects to these questions and
will proceed in the following way:

– at first some fundamental lines of advance in the development
of classifications since the times of ‘classical climatology’ in
the first half of the 20th century will be outlined;

– secondly, with respect to the domain of atmospheric circulation
dynamics, prominent fields of research questions addressed by
applying particular classifications will be summarized;

– finally, a comparison of classifications in general with dynamical
mode analyses, the other fundamental approach for studying
atmospheric circulation dynamics, will be carried out in order
to clarify which fields of application are the appropriate ones
for classifications in contrast to cases for which mode analyses
should be preferred.
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2. Fundamental lines of advance concerning classifications in
climate research

2.1. Application of multivariate statistical techniques

Early classifications as for example the above-mentioned one
from Köppen (1923) or many other so-called descriptive or effec-
tive climate classifications (e.g. Thornthwaite, 1933; Creutzburg,
1950; Troll, 1958 and more recent approaches of Lauer et al.,
1996; Lauer and Rafiqpoor, 2002) are based on particular prede-
fined threshold values representing the boundaries between dif-
ferent classes (as for example the threshold of 18 �C for the
monthly mean temperature of the coldest month as boundary
between tropical and extra-tropical climates in the Köppen clas-
sification). Such thresholds for climatic variables are often based
on discernible changes in some important components of the
global ecosystem (e.g. vegetation or macro-scale plantsocietal
units). In contrast to such threshold-based classifications, the
implementation of multivariate statistical techniques has al-
lowed to classify climate without predefined thresholds by
grouping individual objects (e.g. meteorological stations) into
self-generating classes according to particular statistical criteria.
An instructive example is the global climate classification from
Gerstengarbe and Werner (2007) generated by a non-hierarchical
cluster analysis with threshold-boundaries between the 32 cli-
matic types resulting from the objective grouping (i.e. thresholds
for temperature and precipitation being the secondary result of
assigning stations with similar characteristics to clusters) thus
avoiding any subjective predefinition (see also Gerstengarbe
et al., 1999). Of course such classifications may also be used to
study climate change, for example by comparing the spatial dis-
tributions of climatic types for different periods thus identifying
corresponding shifts of these types as shown by Gerstengarbe
and Werner (2007) for the last 15 years of the 20th century in
relation to the entire century.

Further progress induced by the application of multivariate sta-
tistical techniques has taken place in the field of regionalizing cli-
mate variables or phenomena. A broad range of different
techniques has been considered, from correlation-based approaches
and analyses of variance up to different clustering techniques (e.g.
Beck, 2000; Jacobeit et al., 1998) and various modes of principal com-
ponent analyses (PCA). Six different modes are described in detail by
Richman (1986) from which the S-, Q-, T- and R-modes are relevant
for regionalization issues. Two examples are given in Figs. 1 and 2.
The first one is based on a R-mode PCA of long-term mean values
for a set of climate variables from stations in Germany published
in a geostatistical textbook of Bahrenberg and Giese (1975). The R-
mode PCA processes a set of different variables resolved in space
but not in time and provides spatial patterns of principal compo-
nents which represent groups of original variables with similar spa-
tial variability. Taking the first two PCs from this analysis which
represent mean conditions for temperature and precipitation,
respectively, and superimposing their spatial score patterns leads
to Fig. 1 which depicts warm/wet, warm/dry, cool/wet and cool/
dry regions in Germany according to above- and below-average val-
ues of the corresponding PC scores. Thus, a climatic regionalization
from a large set of variables (27 in this case) can be derived in terms
of one single distribution map.

Another example does not refer to mean values, but to tempo-
rally as well as spatially resolved data for just one variable (e.g.
temperature). Such data may enter a S-mode PCA with spatial units
(stations or grid points) as variables and time units (depending on
the temporal resolution) as cases. Grouping those spatial units
with the maximum loading on the same PC leads to regions of sim-
ilar temporal variability with respect to the analysed variable.
Fig. 2 gives an example referring to winter (DJ) temperatures with
Mediterranean sub-regions of similar temperature variability. Such
kind of regionalization is often used as starting point for further
investigations on climate and circulation dynamics (e.g. Hertig
and Jacobeit, 2008a,b).

Further approaches combine spatial groupings with synoptic
considerations, based on a larger number of meteorological param-
eters (including sea level pressure, cloud cover, dew point among
others) and leading to so-called spatial synoptic classifications. A
prominent example is the study of Bower et al. (2007) identifying
air-mass seed day criteria for centroid stations from an initial
regionalization and transferring these criteria with adjustments
to other stations thus obtaining generic air masses which are ana-
lysed with respect to their spatial and temporal variation across
western Europe.

These few examples already demonstrate that multivariate sta-
tistical techniques have considerably enlarged potentials and per-
formance of classifications in climate research. This has been
completed by including the atmospheric circulation into applica-
tions and developments of classification approaches as discussed
in the following sub-section.

2.2. Extending classification studies to the atmospheric circulation

This important line of advance in classification studies has
introduced the dimensions of large-scale (so-called) weather pat-
terns and of hemispheric, regional or meso-scale circulation types
which characterize considerable parts of research in synoptic and
dynamic climatology. Besides the well-known subjective or man-
ual classifications which include a high degree of synoptic experi-
ence, but a lack of inter-subjective reproducibility – Lamb weather
types for the UK (1972), Hess–Brezowsky Großwetterlagen with
focus on Central Europe (1952) and many regional classifications
as for example by Pédelaborde (1957) for the Paris basin, by
Schüepp (1959) for the western Alpine region or by Lauscher
(1972) for the eastern Alpine region – quantitative approaches
gained increasing importance. Two different pathways may be
identified in this respect: a first one tries to objectify manual clas-
sifications by defining numerical criteria or distance measures for
the assignment of cases to predefined types as for example auto-
mated versions of the Lamb weather type classification (e.g. Jones
et al., 1993; Goodess and Jones, 2002) or an objective catalogue
determination of Hess–Brezowsky’s Großwetterlagen (James,
2007). Similar methods have been developed by Dittmann et al.
(1995) and by Beck (2000) aiming at objective assignments of indi-
vidual circulation patterns to predefined circulation types. The lat-
ter approach (also described in Jacobeit et al. (1998) and Beck et al.
(2007)) is based on the categories of Großwettertypes defined in
terms of prototypical correlation coefficients with ideal patterns
of zonal, meridional, and cyclonic flow above the study area
(including central low and high pressure types and 8 directional
flow types subdivided according to the sign of the vorticity coeffi-
cient). Individual pressure patterns are assigned to one of these
Großwettertypes by (i) calculating correlation coefficients with
the ideal flow patterns for each individual pressure pattern, (ii)
removing those cases with maximum amount among the three
correlation coefficients for the vorticity coefficient, being assigned
to the central low or high pressure type, (iii) determining the max-
imum similarity (in terms of the Euclidean distance) between the
actual pair of correlation coefficients with the ideal (zonal/meridi-
onal) flow patterns and the pair of prototypical ones for the Groß-
wettertypes, (iv) determining the sub-type according to the sign of
the actual vorticity coefficient. As shown in the above-mentioned
publications, the composites derived from all members of the
resulting sub-samples clearly reflect the characteristics of the pro-
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totypical Großwettertypes. The added value of such objectifying
studies may be seen in the definition of quantitative criteria and
in the achievement of general reproducibility.

The other pathway mentioned above does not refer any more to
predefined circulation types, but implements appropriate tech-
niques which are able by themselves to generate some kind of par-
titions which have been called automated or objective
classifications. These techniques may be grouped into methods
based on correlation analyses, principal component analyses, clus-
ter analyses, fuzzy rules and self-organizing maps. Since this paper
does not intend to give a comprehensive review (like the one pub-
lished by Huth et al., 2008), only some characteristic examples for
these groups of statistical methods will be mentioned.

Correlation-based approaches have been introduced by Lund
(1963) and recently been applied to reconstructed SLP data for his-
torical periods (Schmutz and Wanner, 1998). A prominent example
for PCA-based classifications is published by Huth (1996) applying
the T-mode (time units as variables and grid points as cases) to
geopotential height data and assigning original fields to principal
components (which define the circulation classes) by the maxi-
mum loading (positive and negative). Clustering techniques are
widely used and often combined with a preceding PCA thus reduc-
ing the number of variables for clustering cases (time units in this
context). An example deriving North-Atlantic European circulation
patterns by means of a conventional k-means cluster analysis of
monthly mean SLP grids can be found in Jacobeit et al. (1998)
and Beck (2000). For more complex data sets (e.g. daily fields with
a large number of grid points for an extended study period) this
method has been shown to be sensitive to starting partitions (e.g.
Michelangeli et al., 1995) and the ordering of objects (Philipp
et al., 2007), so that more sophisticated approaches have been
developed for classification purposes. A recent example is the SAN-
DRA clustering (simulated annealing and diversified randomiza-
tion, see Philipp et al., 2007) which enhances the global optimum
approximation (by allowing to leave local optima) and randomizes
starting partitions and ordering of objects for multiple iterations.
This method may also be extended to circulation pattern se-
quences (similar as in Principal Sequence Pattern Analysis, (see
Compagnucci et al., 2001; Jacobeit et al., 2006) thus allowing to
identify dynamical developments in classified circulation patterns
(Philipp, 2008).

Another approach is based on fuzzy rules (e.g. Bardossy et al.,
1995, 2002) which includes multiple memberships (with different
weights) of individual patterns to circulation types and thereby
may be seen as an intermediate state between PCA and strictly
classifying techniques (Huth et al., 2008). Further details can be
found in this volume (Bardossy, 2010). Finally, as the most impor-
tant example for nonlinear methods, self-organizing maps (SOM)
have to be mentioned (e.g. Kohonen, 2001; Hewitson and Crane,
2002; Reusch et al., 2007). They create a spatially organized set
of generalized patterns of variability, allow to represent at the
same time different aspects of variability (e.g. concerning mean
and standard deviation), and include intermediate patterns reflect-
ing smooth transitions between the distinct states of the
classification.

Thus, the extension of classification studies to the atmospheric
circulation combined with the development and application of
multivariate statistical techniques has drastically changed the
state-of-the-art in climate research. However, there are still
remaining some deficiencies which make appropriate analyses
quite difficult. A prominent example is the SOM technique which
projects multidimensional data onto a two-dimensional array of
patterns with the most dissimilar pairs at the opposite ends of
the main diagonals (Huth et al., 2008). This constraint of two-
dimensionality implies that only two basic states with a lot of
intermediate patterns can be derived as for example in the study
of Reusch et al. (2007) with a North-Atlantic monopole and the
well-known NAO dipole for describing North-Atlantic circulation
variability. In contrast to that, each principal component analysis
is able to identify more than two significant modes of circulation
variability as may be seen in studies of long-term SLP data sets
for both the T-mode (e.g. Jacobeit et al., 2001) and the S-mode
(e.g. Luterbacher et al., 2002). For example, both studies include
a major pattern with a strong Russian High and a mid-Atlantic
Low which is well-known from synoptic climatology as a promi-
nent pattern linked with distinct anomalies in regional climates.
No such pattern, however, is found in the SOM study of Reusch
et al. (2007) including the intermediate patterns (which do not
represent some basic state, anyway). Thus, any method which is
constrained by two-dimensionality does not seem to be appropri-
ate for a sufficient representation of large-scale circulation vari-
ability, and further progress in the development of nonlinear
methods is obviously required.
3. Fields of research applying circulation classifications

Classifying the atmospheric circulation is not an end in itself,
but stimulates further investigations in climate research which
may be grouped in two categories: studies of the circulation itself
on the one hand and studies of circulation–climate relationships on
the other hand.

3.1. Atmospheric circulation dynamics

Classifications may be used to study temporal variations of the
atmospheric circulation, most easily in terms of frequency changes
of (individual or grouped) circulation types (e.g. Kysely and Huth,
2006; Philipp et al., 2007). Additionally, investigations on changes
in persistence or mean residence times of circulation types have
been done based on classifications thereby identifying the well-
known increase in westerly-type persistence during the last dec-
ades in winter (Werner et al., 2000; Kysely and Domonkos,
2006). But also changes within particular circulation types have
been addressed as for example in Fig. 3, showing SLP composites
of the same January pattern (Russian High and mid-Atlantic Low)
for different 30 year periods in the first and the second half of
the 19th century (Jacobeit et al., 2001). An important within-type
change from easterly to westerly components above Central Eur-
ope can be seen which has taken place around the mid-19th cen-
tury according to sub-type frequency time series in Jacobeit et al.
(2003) characterizing the transition from Little Ice Age to modern
conditions in climate. Furthermore, analyses of circulation dynam-
ics by applying particular classifications may also be extended to
future climate change as for example done by Huth (1997, 2000)
comparing frequencies and flow configurations of mid-tropo-
spheric circulation types for GCM control and scenario runs.

Of course such results do not depend on the existence and
application of classifications (see the comparison to other kinds
of analyses in Section 4), but they reflect the scientific potential
of classifications for studies on circulation dynamics.

3.2. Circulation–climate relationships

This is a vast area in climate research, and only some particular
examples in connection with circulation classifications can be dis-
cussed in this paper. An important approach is the study of trends
in surface climate elements conditioned by circulation types. By
this way Huth (2001) has shown for the Czech Republic that recent
climate trends in summer have been unrelated to circulation
changes whereas during winter a part of the observed warming
could be explained by trends in the mid-tropospheric circulation.
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Similar seasonal differences arise from estimations of Central Euro-
pean temperature anomalies by composite and regression models
based on seasonal frequencies of cluster circulation types (Philipp
et al., 2007): explained variances increase to nearly 60% for winter
whereas in the other seasons only values well below 40% are
achieved. However, frequency changes of circulation types are only
one factor influencing surface climate, another one are changes
within circulation types (Barry and Perry, 1973; Brinkmann,
1999, 2000), affecting dynamical (e.g. vorticity, intensity) as well
as climatic (e.g. temperature, precipitation) characteristics of these
types (Beck et al., 2001; Jacobeit et al., 2003). Thus, in a study based
on the same circulation types as in Philipp et al. (2007), Jones and
Lister (2009) reveal that warming of some of these types has been a
major factor for general climate warming trends compared to fre-
quency increases of circulation types favouring positive tempera-
ture deviations in regional climate. The importance of within-
type variations for Central European temperature and precipitation
variability has already been shown by Beck et al. (2007) based on
the above-mentioned objectified Großwettertype classification
(Section 2.2.) and on a formula by Barry and Perry (1973) separat-
ing the frequency- and within-type-related variations in surface
climate: except of spring time the larger part is always due to with-
in-type variations reaching up to around 80% for the summer
season.

Special focus in circulation–climate relationships is on dynam-
ics of extremes. Yiou and Nogaj (2004) use so-called weather re-
gimes (classified states of the mid-tropospheric circulation) for
assessing which one of them is the most important for the occur-
rence of temperature and precipitation extremes in different re-
gions of the North-Atlantic European area, concluding that the
Scandinavian blocking regime has a dominant impact on extremes
in much of southern and high-latitude Northern Europe. Jacobeit
et al. (2009) use the SLP cluster classification of Philipp et al.
(2007) for identifying those circulation types being conducive to
the occurrence of Central European precipitation and temperature
extremes. Fig. 4 gives an example referring to negative tempera-
ture extremes (below the 2nd percentile) during summer (JJA)
1850–2003:

In terms of the ratio between the percentages of extreme days
and of non-extreme days (number of extreme (non-extreme) days
for a particular circulation type related to the overall occurrence of
extreme (non-extreme) days), it is just one circulation type (see
Fig. 4) out of six for the summer season for which this ratio is sig-
nificantly (0.01 level) greater than 1 (tested by Monte-Carlo resam-
pling of circulation type time series, i.e. for each circulation type
this ratio is re-calculated for 1000 random circulation type time
series and the actual ratio from Fig. 4 is tested for being greater
than the 99th percentile of all these random ratios). This type in-
cludes cold front penetrations from northerly directions and is
remarkably linked to strong rain-out effects around Greenland
which may be reconstructed on long-term time scales from stable
isotope variability in ice-cores (Rimbu and Lohmann, 2009). A fur-
ther aspect concerning links between circulation and extremes has
been addressed by Kysely (2007) using the Hess–Brezowsky classi-
fication: comparing temperature anomalies from the mean annual
cycle on successive days of heat and cold waves reveals that the
observed intensification of positive temperature extremes is linked
to a higher persistence of circulation types being conducive to the
occurrence of these extremes.

Circulation–climate relationships are furthermore used for
assessing future climate change by statistical downscaling tech-
niques, and in this context circulation classifications have also
been applied (e.g. Goodess and Palutikof, 1998). This may include
that empirical transfer functions between the large-scale circula-
tion and regional or local climate are established in dependence
of classified circulation types (conditional downscaling) thereby
improving explained variances of local weather elements (Enke
and Spekat, 1997). Further developments of this approach (Enke
et al., 2005) have resulted in a statistical regionalisation model
(WETTREG) providing highly resolved climate projections for Ger-
many in the 21st century (Spekat et al., 2007).

Finally it should be mentioned that weather or synoptic types
are also used to study impacts on other quantities like for example
particulate concentrations (Davis and Gay, 1993; Buchanan et al.,
2002) or viticultural potentials (Jones and Davis, 2000).
4. Circulation types versus dynamical modes

For studying circulation dynamics and circulation–climate rela-
tionships scientists are not only using various classifications, but
also – and very extensively – different kinds of EOF or PCA tech-
niques providing basic circulation patterns or modes of variability
or even circulation regimes. In this context we will not continue
the discussion about these different terms (see Stephenson et al.,
2004) and not focus on particular levels of frequency or persistence
which might justify to speak about regimes, but we aim at pointing
out fundamental differences in methods and corresponding fields
of application for classification techniques on the one hand and
EOF or PCA approaches on the other hand (for the latter see for
example the excellent book publication from Jolliffe, 2002).
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At first we have to consider particular modes of analysis (Rich-
man, 1986) being relevant in this context. Since mostly data with
spatial and temporal resolution are processed, S- and T-mode are
the dominant ones. As pointed out by Compagnucci and Richman
(2008), the former provides teleconnection patterns, the latter
atmospheric circulation patterns, due to the basic difference that
principal components represent (with respect to a particular quan-
tity like SLP or geopotential heights) characteristic time series for
spatial centres of variation in the first case (examples in Jacobeit
et al., 1998 or Kysely and Huth, 2006), but spatial distribution pat-
terns being dominant at particular time points in the second case
(e.g. Huth, 1993; Jacobeit, 1993). For a comparison with circulation
type classifications T-mode analysis is therefore the appropriate
candidate. In order to have a clear-cut difference in technical terms
against circulation types resulting from classification approaches,
we will further speak about dynamical modes concerning T-mode
PCA, and this must not be confused with so-called modes of vari-
ability as a result from S-mode analyses.

Dynamical modes are generated by some kind of eigenvector
analysis allowing to derive a set of equations which links these
modes to the original variables (e.g. individual pressure fields) in
the following way:
V i ¼
Xm

j¼1

lij � DMj þ Ri

i = 1, . . ., n, m< = n, Vi is the original variable, DMj is the dynamical
mode, lij is the loadings of DMj, Ri is the residual term, n is the num-
ber of original variables, m is the number of dynamical modes. Thus,
we get for each variable – in our context for a pressure field at each
time point i – a set of indices (li1 ,. . ., lim) describing the multivariate
relation to the set of m dynamical modes. In contrast to that, the re-
sult of a classification is just one figure k for each variable (e.g. for
each pressure field) with k being the current class number. Obvi-
ously, there is less information than in the former case reflecting
a certain degree of simplification. Fuzzy rules including multiple
memberships have already been mentioned as an intermediate
state between these opposite cases (Section 2.2). However, this dif-
ference is not even decisive, since a set of indices for each individual
pressure field could also be generated for a classification into dis-
junctive circulation types, for example by correlation or regression
analysis subsequent to the classification. Furthermore, results from
T-mode analysis are also used in the sense of classifications, for
example when studying within-mode variability (e.g. Jacobeit
et al., 2003) since this may require an unambigious assignment of
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individual pressure fields to one of the dynamical modes (achieved
by the maximum loading as already mentioned for the PCA-based
classification approach, see Section 2.2).

In view of that we may ask for particular advantages of mode
analysis compared to strict classifications. Three aspects should
be considered in this context:

(i) For complex data sets with no ‘natural’ separation into well-
defined sub-sets of elements – as for example daily pressure
fields with a large number of grid points for a long time per-
iod – the determination of an appropriate number of classes
(in this case circulation types) may prove to be ambigious
(e.g. Philipp et al., 2007). Dynamical modes, however, which
do not define a disjunctive separation of the data set but rep-
resent basic states with varying weight in the data set, may
be extracted according to particular criteria being adjusted
to data characteristics and scientific aims. Thus, Philipp
et al. (2007) use a varimax-rotated T-mode PCA to determine
(by a set of particular criteria) the number of orthogonal
modes that fit into the daily mean SLP data set from 1850
to 2003 and take this number as the prescribed number of
circulation types being classified by a simulated annealing
clustering technique.

(ii) In contrast to classification, mode analysis is not constrained
to assign each object to one category, and this might be more
appropriate for complex data sets without ‘natural’ separa-
tion – provided that such an assignment is not necessary
Fig. 5. Leading North-Atlantic European circulation patterns for winter (DJF) 1850–2003
according to the SANDRA classification (modified after Philipp et al., 2007). Lower pa
resulting from a varimax-rotated T-mode PCA.
or convenient (as for example in studies referring to daily
events). Thus, even the SANDRA classification including a
highly effective optimization (see Section 2.2) is not able
to increase the explained cluster variance for daily winter
circulation types beyond 48.3% (Philipp et al., 2007) due to
the large within-cluster differences arising with the com-
plete assignment of individual pressure fields to circulation
types. On the other hand, dynamical modes from a T-mode
analysis of the same data – without using them for classifi-
cation – are not intended to account for the whole variance
in the data set, they do so by a certain percentage (88% in
this case, referring to the original data and not to a classified
structure as above) with the remaining part being negligible
noise.

(iii) A major difference between classification and mode analysis
has to be considered with respect to the resulting circulation
patterns. Fig. 5 reproduces the first ones from both analyses
applied to the daily mean SLP grids from winter (DJF) 1850–
2003. They look very similar both representing a westerly
flow pattern which characterizes the positive phase of the
NAO. However, there is a principal difference in origin: the
centroid pattern from the cluster classification results from
averaging all the different members of the corresponding
cluster, whereas the T-mode scores are not averaged from
individual objects, they represent a generic circulation
pattern, some kind of a prototype with varying degrees of
similarity to the original pressure fields (expressed by the
derived from different analyses. Upper part: SLP (hPa) centroid pattern for Cluster 1
rt: normalized scores of the first principal component (27.1% explained variance)
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T-mode loadings). Thus, these prototypes should not be
replaced by composites with a lot of objects entering which
differ from the prototypes (and this is done by classifica-
tion!). Instead we get the ensemble of individual pressure
fields as a result of varying superimpositions of prototypes,
or in other terms – following the idea that ‘dynamical
modes’ are reflected by these prototypes – individual objects
are composed of a combination of dynamical modes with
varying weights (as expressed in the above-mentioned
equation). This means that more than one dynamical mode
contributes to the actual flow configuration with the dynam-
ical modes themselves remaining undisturbed from classifi-
cation. Furthermore, it is justified to speak of prototype
patterns reflecting these modes, since they are no artefacts
Fig. 6. Normalized scores of principal components 2–4 (explained variances are 26.3%, 1
winter (DJF) 1850–2003.
but well-known from observation (see for example Fig. 6)
with highly correlating representatives among the original
pressure fields (e.g. greater than 0.9 for the PC patterns of
Figs. 5 and 6). If a description of dynamical modes should
still be preferred in terms of original data, these representa-
tives being most similar to the prototypes should be used,
but no composites including more and more dissimilar pat-
terns (corresponding to a classification approach).

Considering these differences between classification and mode
analysis, it is not surprising that the time coefficients of the two
westerly patterns from Fig. 5 may differ quite substantially
(Fig. 7). Seasonal cluster frequencies do not reveal a long-term
trend and have only a few turning points in the cumulative anom-
0.5%, and 8.9%) resulting from a varimax-rotated T-mode PCA of daily mean SLP for
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alies. Seasonal mean T-mode loadings, however, include a long-
term trend (though not significant in this case) and in particular
several sub-periods with varying sign of the cumulative anomalies.
These differences are mainly due to the fact that the SANDRA clas-
sification includes two further clusters with westerly patterns, one
of them is reproduced in Fig. 8 showing in particular a significant
(0.05 level) upward trend of its seasonal cluster frequencies.

How to judge these differences? The cluster classification hav-
ing no constraint of orthogonality is able to separate several wes-
terly patterns with regional differences (e.g. concerning the
detailed positions of major centres of action), and in fact this differ-
entiation proves to be relevant for climatic extremes in Central
Europe (Jacobeit et al., 2009): positive temperature extremes dur-
ing winter (beyond the 98th percentile) are linked preferably to zo-
nal circulation patterns as seen in Cluster 1 (Fig. 5) whereas heavy
winter precipitation is distinctly associated with other westerly
patterns (see one of them in Fig. 8) characterized by an eastward
or southeastward shift of the subpolar centre of low pressure. On
the other hand, the time coefficient of Cluster 1 (Figs. 5 and 7)
being that with the highest NAO correlation does not reflect the
real behaviour of the NAO mode since several components of this
mode are dismembered into different clusters. Thus, the study of
large-scale dynamics in the atmosphere seems to be more appro-
priate in terms of mode analysis (including modes of variability
mentioned earlier), and this may cover a wide range of objectives:
hemispheric (or continental-scale) circulation patterns and their
low-frequency variations in observed data (e.g. Barnston and Liv-
ezey, 1987; Jacobeit, 1993), in reconstructed data (e.g. Luterbacher
et al., 2002; Jacobeit et al., 2001, 2003) and in model data (e.g. Jac-
obeit, 1994, 1996; Huth, 1997), teleconnection studies (e.g. Philipp,
2003; Compagnucci and Richman, 2008), statistical downscaling
from large-scale modes including seasonal forecasts (e.g. Jacobeit,
1996; Hertig and Jacobeit 2008a,b, submitted for publication),
principal sequence pattern analyses (e.g. Compagnucci et al.,
2001; Jacobeit et al., 2006) or investigations on coupled modes of
variability between circulation and climate (e.g. by Canonical Cor-
relation Analysis, see Dünkeloh and Jacobeit, 2003; Della-Marta
et al., 2007). Thus, an appropriate decision between classification
and mode analysis depends on the particular focus of each study,
and this will be summarized in the concluding section.
5. Conclusion

Classifications in climate research have seen significant pro-
gress during the last decades mainly due to the increasing applica-
tion of multivariate statistical techniques and the inclusion of
dynamical aspects related to the atmospheric circulation. Corre-
spondingly, there has been a growing field of applications of these
classifications in particular with respect to studies on circulation
dynamics and circulation–climate relationships (see Huth et al.,
2008). Therefore it should be emphasized which fields of applica-
tion are the appropriate ones in contrast to cases for which we
should better rely on techniques summarized as mode analyses.

Classifications as discussed in the present context imply a strict
assignment of individual objects to disjunctive groups, and this
may be a serious simplification leading to considerable dissimilar-
ities within these groups, especially in case of complex data sets.
However, there are many research questions for which such a strict
assignment is necessary or at least favourable as for example any
direct relation of the atmospheric circulation to events on the time
scale of the temporal resolution (e.g. daily occurrences of weather
characteristics, extreme events or particular phenomena). In this
case some classification approach will be an appropriate tool to re-
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late the atmospheric circulation to these daily occurrences on a re-
gional or local scale. Furthermore, the internal characterization of
atmospheric circulation patterns in terms of dynamic parameters
(e.g. relative vorticity or pressure gradient) and climatic variables
(e.g. temperature or rainfall) likewise requires an unambigious
assignment of temporal units to classified states, and this is even
true for dynamical modes and their within-mode variations which
are often assessed on the basis of an implicit classification (e.g. by
assigning each time unit to that mode with the highest loading on
it, see Jacobeit et al., 2003).

On the other hand, if such requirements (as mentioned in the
previous paragraph) do not exist, it is not necessary for investiga-
tions on climate and circulation dynamics to rely on classifications
and to accept their shortcomings mentioned above. Instead we
may benefit from multivariate representations of large-scale fields
and their variations by different techniques of mode analysis. In
particular the capability to derive generic circulation patterns (in-
stead of composite patterns averaged from individual members of
classified groups) and to represent individual pressure fields as
superimpositions of such generic patterns with varying weights
seems to be more appropriate for a complex reality than strictly
assigning objects to disjunctive groups (as done by classifications).
This should be considered especially for research on large-scale
dynamics.
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