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Abstract Modular product architectures are used by

many firms today to achieve a high degree of product

differentiation whilst reducing cost through economies of

scale. At the same time, the firms are increasing architec-

ture lifetimes to 10 years or more, which brings up new

challenges for the development process. Uncertainties

regarding future product features need to be anticipated

when designing the architecture to minimize modification

efforts. Nevertheless, existing approaches for designing

modular product architectures are mainly based on static

requirements and thereby neglect the dynamics of the

market that influence future product features. This paper

aims at presenting a method utilizing scenario-planning

and simulations in the product range planning process to

determine future product features and their uncertainties as

a basis for the product architecture design. Possible feature

specifications are derived from product environment sce-

narios and linked to the factors influencing the scenarios, to

calculate their expected values and deviations.

Keywords Product range planning � Scenario planning �
Simulation � Platform development � Product architecture

design

1 Introduction

In recent years many industries face an increase in the

variety of products due to historically grown product pro-

grams as well as an increasing micro-segmentation of

markets. In addition, individual customer demands and the

desire for customized products lead to a change in the way

markets work. The situation is exacerbated by the emerging

markets of Asia, South America and Eastern Europe, which

require a further differentiation of products and hereby

increase the external diversity even more [1–5].

To master this challenge of increasing variety and par-

ticipating in the price competition of globalized markets,

many companies try using new product architecture

approaches (e.g. platforms). The latter generates a high

level of external diversity via customized variants with less

internal diversity by combining few architectural elements

such as modules. Using those product architectures, allows

producing almost individually configurable products with-

out having to renounce scale effects across the model range

[6–8].

Thus, an increasing number of variants and product

generations are based on a product architecture that, in

order to really take advantage of scale effects, has longer

life cycles. This, however, has one major disadvantage,

as it leads to an increased uncertainty in the customer

requirements that have to be met. Furthermore it results

in rising costs of changes to the product architecture [9–

12]. This implicates the need for better predictability of

future product features and their specifications. Compa-

nies have to anticipate dynamics in early stages of

product development and variant definition, to limit

future changes to certain parts of the architecture. Thus

they have to be included into products and product

architectures [10, 12, 13].
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Therefore, prospective approaches for structuring pro-

ducts have to be adjusted to meet those challenges. Cur-

rently this process is largely static and inadequately

involves future requirements. This results in readapting or

discarding the product architecture. Using scenario-plan-

ning and simulations of key factors influencing the product

environment in the product range planning process is a

possibility to enable a forecast-based product architecture

design [13]. Possible feature specifications are derived

from the developed future scenarios and linked to the

factors influencing the scenarios, to calculate the expected

value and deviation regarding their realization.

2 Prior research related to the dynamic oriented

product range planning and architecture design

The inclusion of dynamics into the product range planning

and architecture design process has been receiving

increased attention. In the following, important represen-

tatives of approaches for dynamic-oriented product range

planning and product architecture design are discussed.

2.1 Approaches on dynamic-oriented product range

planning

Rathnow [14] introduces a cost-benefit-approach for the

appropriate handling of product variety. The determination

of the overall optimum diversity consists of ascertaining

the maximum profit of the product program and the cost-

oriented control of the product variety. He uses activity-

based costing to determine the unit costs of each variant.

The benefit of each variant is quantified through a tool

based on a conjoint analysis. The cost-oriented control

shows how to minimize cost consequences of the product

variety. The overall optimum takes into consideration the

above mentioned partial solutions as well as interdepen-

dencies and uncertainty of planning data. Beyond a certain

extent of variety negative effects on the company occur.

Due to a lack of determining the extent of variety in detail,

insufficient decision supporting statements for variant

management can be derived [15].

Another combined approach within the context of

product variety is presented by Lösch [15]. This approach

is based on the cost-benefit assessment of product variants,

the observation of the business and of changes in the

competitive environment. The corporate entities affected

by this diversity need to be coordinated. The measurement

of the product benefit is based on the conjoint analysis. The

costs of each product variant are estimated at an early

stage. Lösch [15] offers no combined approach but partial

solutions for the cost-benefit assessment of product variety.

Further research is needed to combine the different tools.

The approach of Hülle [16] deals with the design of a

realistic cost-benefit-oriented variant valuation model. The

basis for this approach is the Analytic Network Process

(ANP) by Saaty [17]. For complex decision making, net-

work structures with dependencies and feedback are used.

Result of the approach of Hülle is an overall ranking of cost

and benefit aspects based on which the company can

deduce the strategic importance and the contribution of

each variant to achieve its goals. However, dynamic cus-

tomer requirements are not considered in this approach.

2.2 Approaches on dynamic oriented product

architecture design

Design for Variety (DFV) by Martin [12] is a method that

supports the development of product platforms. It focuses on

making the platform insensitive to influences from outside as

well as to reduce platform internal interactions and depen-

dencies. Therefore two indices are defined. The Generational

Variety is a measure for the future redesign efforts required

by individual components related to changing product fea-

tures. The Coupling Index measures the coupling of the

components in the product structure. Based on these indices,

a set of rules to optimize the components for a robust product

platform are defined. However, this is done without

describing the essential influencing parameters on the

product architectures and possible prediction methods for the

changes of the product features.

The aim of the robust modular product family design

methodology by Jiang and Allada [18] is to determine the

optimal control factors for the quality of a product archi-

tecture and to evaluate the lifecycle time of the product

architecture that enables the highest possible robustness.

The design of the product architecture is also part of the

methodology, however, it is not its focus. To achieve the

objectives stated above, a ten-step model is used. Jiang and

Allada take the customer requirements and the related

uncertainties as a precondition, their determination is not a

part of the methodology.

Suh [10] focuses his work on a methodology for the

identification of potential flexibility within a product archi-

tecture. For this purpose, he first determines the target market

segments, and based on that the desired product variants, and

the uncertainties influencing these variants. As a second

component he describes a model of the relationships between

the customer requirements and the components implement-

ing them. This model and the uncertainties are used to

identify critical elements in the product structure. These

must be flexible in order to match the uncertainties of the

requirements they implement. Suh’s model is based on the

assumption that the values of the significant uncertainties are

given, which in fact implies another process step before the

design phase to determine these uncertainties.

                                     

   



Considering the relevant literature, it becomes clear that

existing approaches on the dynamic oriented product range

planning and product architecture design take uncertainties

related to the realized product features into account, but do

not show how these uncertainties can be determined.

3 Scenario-based approach for the determination

of product feature uncertainties

To allow firms to react in a timely manner, future uncer-

tainties need to be identified early and be considered in the

product architecture. Future uncertainties arise due to

alternative developments of influence factors. A future

situation that may occur with some probability dependent

on certain influence factors can be described by a scenario.

Scenario-planning can be used to create a set of different

future situations. By taking the interaction of influence

factors into account, this approach allows to consider more

than just one possible development of influence factors

[19]. Being able to analyze the whole set of possible future

circumstances allows the firm to choose those alternatives

today, that allow it to be more flexible and react more

timely in the future [20]. With different future scenarios,

implications for the new product development can be

derived. In the following, the product features are deter-

mined based on scenarios which in turn are evaluated with

respect to their probability of realization. The methodology

is illustrated by a case study.

3.1 The scenario-planning approach

Decision makers may not only lack information on alter-

natives but also on the impact of choosing a particular

alternative [21]. Scenario-planning is a powerful method

for filling this information gap by constructing alternative

scenarios and comparing their consequences [22]. The

original approach for scenario-planning developed by [23]

consists of fife steps. The first step, scenario-preparation,

includes the scope for design as well as the type of scenario

necessary for determining product feature uncertainties.

Within the second step, the scenario-field-analysis, key

factors are identified and subsequently selected. The third

step, scenario-prognostic, consists of forecasting the key

factors with their probabilities for realization. The fourth

step, scenario-development, consists of developing a set of

scenarios. In step five, scenario-transfer, the scenarios are

utilized for the strategic management process. As the goal

of the approach presented here is the scenario-based

determination of product feature uncertainties, rather than

the scenario-based strategic management, step fife is

replaced by three new steps. These three steps have been

especially designed to acquire the information that is

needed to assess the uncertainties of product features based

on the key influence factors from the scenario analysis. The

approach presented here hence consists of the four prepa-

ratory steps (I–IV) from the original approach (see Fig. 1)

and three new evaluation steps (see Fig. 6).

In this paper, the methodology is applied to the practical

example of electric vehicles. For this, we slightly modified

the methodology as described in [24] as follows. For step

two, [24] recommends a combination of discursive and

intuitive techniques for the identification of influence fac-

tors. The identification method for influence factors is

assessed on the basis of a scoring model, which takes into

account the identification, the interdependencies as well as

requirements for small and medium-sized enterprises

(SME). In order to identify key factors, following [24] an

influence matrix, a relevance matrix and a system grid are

applied. In step three, instead of a literature research and

expert consultation, the independent variables are fore-

casted via a SARIMA1 model and a bootstrap simulation2

of the regression model. In step four, the scenario-devel-

opment, scenarios with respect to consistency are devel-

oped by a consistency matrix or a cross-impact analysis

[24]. The scenario-development done with regressions

based on the resulting data of the bootstrap simulation and

a cluster analysis of these regressions.

This procedure has been applied to electric vehicles

because rapidly rising oil and gas prices have led to

increasing concerns about future forms of mobility. The

changing forms of mobility have led to a debate about the

launch of electric vehicles. However, numerous techno-

logical problems concerning the vehicle itself and its pro-

duction need to be resolved before starting a mass

production of such vehicles. Therefore a concept for a new

type of electric vehicle is developed within the project

‘‘StreetScooter’’3 in close cooperation with the industry.

The case at hand analyzes the power train with respect to

StreetScooter and is subsequently referred to as ‘‘Street-

Scooter power train’’. The power train of an electric

vehicle consists only of the battery, the electric motor and

the associated control devices. Compared to the power train

of a conventional vehicle, depending on the rotation speed,

there does not have to be e.g. a complex transmission [26].

1 Seasonal Autoregressive Integrated Moving Average (SARIMA) is

a model for forecasting time series data including seasonal

components.
2 A bootstrap simulation draws random samples with replacement

from the original data.
3 In the StreetScooter project an electric car family is designed

explicitly for short-haul traffic by a consortium of 80 medium-sized

companies and numerous research facilities. The development

follows a purpose design approach, aiming at a module-based product

architecture, which allows economies of scale and thus an affordable

concept even in small quantities for several variants.

                                     

   



3.1.1 Step 1: Scenario-preparation

The purpose-design approach4 is applied to achieve a

highly efficient combination of scale and scope effects. The

combination of scale and scope through a clear description

of basic characteristics is possible [27]. The internal inte-

grated modules of the basic vehicle can be prepared by

highly automated mass production processes and thus

reduce costs through economies of scale. Feature upgrades

are interpreted as a supplement to and not a substitute for

basic functions to avoid cannibalization effects. A cost

reduction in terms of economies of scope is realized by an

efficient network of cooperation and open-interface

approach.

Case study StreetScooter In the course of the scenario-

preparation the areas of influence concerning ‘‘StreetSco-

oter power train’’ are identified. The StreetScooter as a

means of transportation is based on a holistic innovative

approach that requires the consideration of a wide number

of areas of influence. The selected area for the scenario is

electrified road traffic. With respect to the intended starting

date for large-volume production in 2019, 2020 is chosen

as target date. As sales are primarily going to be concen-

trated in Germany and to reduce the complexity of the

areas of influence a restriction on the geographic area of

Germany is implemented.

3.1.2 Step 2: Scenario-field-analysis

The scenario-field-analysis consists of two steps: the

identification of influence factors and the selection of key

factors.

The first step is based on a systematic approach for the

identification of influence factors. The approach consists of

the preliminary identification of influence factors, imple-

mented by the bottom-up as well as the top-down approach.

These are executed within the framework of brainwriting,5 i.e.

both at the management as well as the project-level influence

factors are collected in written form. Simultaneously the

Delphi method6 is conducted and the derived influence factors

are consolidated. During a workshop the integrated method

subsequently employs Porter’s 5 Forces in order to complete

the list of influence factors from brainwriting and Delphi.

Missing factors, which were identified with respect to Porter’s

5 Forces analysis, are added to the list. Finally a Fishbone-

Diagram7 is drawn to complete the list. These steps provide an

exhaustive list of influence factors.

Subsequently an influence analysis consisting of an

influence matrix (Fig. 2) and a relevance matrix (Fig. 3) is

conducted. Results of the two matrices allow a selection of

key factors out of the list of influence factors.

Case study StreetScooter Experts, particularly engineers,

valuated the influence factors concerning their influence

and relevance. The identified key factors have strong

influence on ‘‘StreetScooter power train’’ and high rele-

vance for the scenario area ‘‘electrified road traffic’’.

A system grid (Fig. 4) gives a supplementary overview

of selected key factors. The system grid aggregates results

from the influence and the relevance matrix.

In addition to the factors complying with relevance and

influence certain factors are chosen despite they are only

satisfying one of the conditions. An example would be the

limits to CO2-emission which is characterized by a limited

integration in the overall system. However, there is

IV.
Scenario-

Development

I.
Scenario-

Preparation

III.
Scenario-

Forecasting

II.
Scenario-Field-

Analysis

KF

KFP

KF: key factor     KFP: KF-projection    SC: scenario

SC B

SC A

Key Factors
Active Sum

Projections of KF
Probabilities

Scenarios
Prose Description

Scope for Design
Scenario-Field

Fig. 1 Main steps and results of scenario-planning [25]

4 Fundamental new development without the constraints of existing

designs [27].

5 ‘‘Silent, written generation of ideas by a group of people [28]’’.
6 Delphi method is a structured, multi-stage model for the anony-

mous survey of experts [29].
7 Intent of the Fishbone-Diagram is to generate a comprehensive list

of possible causes associated with one problem or effect [30].

                                     

   



indication that this factor will significantly gain importance

in the European market within the next decade. This

prompted the decision to include the factor in the list of 21

key factors. The list includes the Gross Domestic Product

(GDP), electricity price, gas price, climate change,

governmental actions to implement e-mobility, limits to

CO2-emission, surcharges, mega cities, overall concept of

mobility, supply strategies of Original Equipment Manu-

facturers (OEM), competitive ability of the BRIC-coun-

tries, general innovation dynamics, shifts in the model mix,
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7654321.oNsrotcafyeK active-sum ranking

GDP Germany 1 1 1 3 3 2 1 11 2

Electricity price 2 1 3 0 3 2 1 10 3

Limits to CO2-emission 3 0 0 0 3 3 3 9 5

Population development 4 3 1 2 3 3 1 13 1

Innovation focus of OEM 5 1 0 3 0 0 3 3 10 3

Investment behavior of suppliers 6 1 0 2 0 3 0 3 9 5

Degree of optimization for conventional vehicles 7 0 0 3 0 3 3 0 9 5

passive-sum 6 2 14 3 18 16 12

ranking 5 7 3 6 1 2 4

Influence matrix

Standard of valuation:
0 = no influence
1 = weak influence
2 = average influence
3 = strong influence

Fig. 2 Influence matrix
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GDP Germany 1 0 0 1 0 0 0 1 6

Electricity price 2 1 1 1 1 1 1 6 1

Limits to CO2-emission 3 1 0 1 0 0 1 3 4

Population development 4 0 0 0 0 0 0 0 7

Innovation focus of OEM 5 1 0 1 1 0 1 4 3

Investment behavior of suppliers 6 1 0 1 1 1 1 5 2

Degree of optimization for conventional vehicles 7 1 0 0 1 0 0 2 5

Relevance matrix

0 = row less important than column
1 = row more important than column

anti-symmetry

Fig. 3 Relevance matrix

                                     

   



innovation focus of OEM, investment behavior of suppli-

ers, sales mix of power train in 2020, degree of optimiza-

tion for conventional vehicles, Total Cost of Ownership

(TCO) of conventional vehicles, dispersion of loading

stations, battery costs and energy density of batteries.

3.1.3 Step 3: Scenario-prognostic

The formulation of the projections is the basis for assessing

the probability of the realization of product features (see

Sect. 3.2.2). Reasonable and realistic projections with

probabilities form the best basis for anticipating potential

influence on product features.

Case study StreetScooter In order to forecast the key

factors identified in the scenario-field-analysis a bootstrap

simulation within a regression model is applied. The

bootstrap simulation is used, as the basis for the simulation

is a short data row. This kind of simulation weakens the

strong dependencies on account of the small database.

From the set of 21 key factors, a sampling with replace-

ment on seven key factors that are quantifiable is applied

exemplarily. A deterministic relation between the depen-

dent variable ‘‘market share of conventional vehicles’’8 and

its independent variables ‘‘fuel price index’’9, ‘‘carbon

dioxide emission’’10, ‘‘model mix’’11, ‘‘R&D expendi-

tures’’12, ‘‘motor vehicle tax’’13, ‘‘vehicle optimization’’14

and ‘‘guiding principles for mobility’’15 is set up. ‘‘1-

market share of conventional vehicles’’ is used as an

approximation for the future development of electric

vehicles. The following regression model is used:

ms ¼ consþ ba0 � fuelþ ba1 � emsþ ba2 � mixþ ba3 � rd

þ ba4 � taxþ ba5 � opt þ ba6 � mobþ a
�

ð1Þ

Ms market share of conventional vehicles (%), fuel fuel

price index/100, ems emission standard/1,000, mix model

mix of vehicles (%), rd R&D expenditures of the auto-

motive industry (M €), tax motor vehicle tax index/100, opt

optimization of the vehicle (g/km), mob principles for

mobility (%).The bootstrap simulation is applied 1,000

times from the original historical sample. The historical

GDP Germany

Electricity price

Limits to 
CO2-emission

Population development

Innovation focus of OEM

Investment behavior of 
suppliers

Degree of optimization for 
conventional vehicles

1
1

3

3

5

5

7

7

9

9

11

11

13

13

15

15

17192123

A
ctive-su

m
 (ran

k)

Passive-sum (rank)

high relevance medium relevance low relevance key factor no key factor

Fig. 4 System grid

8 Initial admission and registration of a brand new conventional

vehicle with a license plate in Germany.

9 Consumer price index for fuels in Germany.
10 Permitted emissions of carbon dioxide for gas engine in Germany.
11 Percentage of initial admitted and registered small and lower

middle class cars in Germany.
12 R&D expenditures in automobile industry in Germany.
13 Motor vehicle tax index in Germany.
14 Average carbon dioxide emissions per kilometer of new cars

registered in Germany.
15 Motorized individual transport/public transportation in Germany.

                                     

   



sample contains quarterly data from the 4th quarter of 2002

to the 1st quarter of 2013. The data row is limited due to

the availability of data for new conventional car registered.

Hence, additional data is generated with a bootstrap sim-

ulation and forecasted by a SARIMA model. The leap in

technology and society is still considered by the retrieval

on the basis data over 10 years. A time lag of one quarter

concerning the influence of independent variables on the

dependent variable is assumed. This is due to the fact that

the decision of buying a car takes about 2 months [31]. As

a result, 1,000 simulated values are generated on which

regressions are based.16 The deterministic relation between

the dependent variable and the independent variables are

clustered through a k-means algorithm with an Euclidean

similarity measure [33] with six groups. Data clustering is

one way to analyze a big set of vectors. As a result, the

different regression models are clustered (Table 1).

The most regression equations are clustered within the

fifth cluster. This cluster is used later on to obtain the

market share for conventional vehicles. The forecast values

for the dependent variables are obtained through a SAR-

IMA model. A percentile calculation deals with outliers.

Extreme deviations from the mean are included to ensure

an acceptable level of precision. Values for the different

percentiles obtained are shown in Table 2.

According to the percentile table a fuel price index/100

smaller than 1.350 has a probability of 50 %. In forecasting

there is a certain residual risk that cannot be completely

excluded i.e. the highest possible percentile rank would be

99.9 %.

The forecast values for the two different scenarios are

obtained through the comparison of the historical values

(Table 3) and the forecast values of the percentiles

(Table 2).

3.1.4 Step 4: Scenario-development

Case study StreetScooter In general, the selection of the

scenarios within the scenario-planning is carried out with

the consistency and the subsequent cluster analysis. In this

case a different approach is used by selecting the

characteristics of each scenario through the values obtained

by the SARIMA-forecasts (see Table 2). Hence, the

quantification of different projections of the scenarios is

possible.

A positive (scenario A) and a negative (scenario B)

scenario for the 4th quarter of 2020 result (Table 4):

An optimistic scenario for developers of electric vehi-

cles is scenario A. In contrast, scenario B describes a

negative development of the acceptance of electric vehi-

cles. A raise of the fuel price index favors a positive

implementation of non-conventional vehicles and vice

versa. On the basis of a historical value of 1.318, the values

below and above are taken with its probabilities. The

permitted emission standard of 2013 is 1.0. Hence, a per-

mitted emission standard lower than 1.0, enhances the

diffusion of non-conventional vehicles. In scenario A, the

shift in the model mix continues and has a favorable effect

on the sales prospects of electric vehicles. In scenario B,

the demand for smaller vehicles is saturated in the long run.

This is disadvantageous for the sale of electric vehicles.

The level of research and development is crucial for the

further development of non-conventionally powered vehi-

cles. Compared to a level of R&D expenditures of € 22,438

million in the first quarter of 2013 the dynamics of inno-

vation remains at the current level or decreases for scenario

B. In scenario A, the pace of innovation continues to gain

intensity and thus favors the development of non-

Table 1 Clustered allocation of

regression equations
Cluster Number

1 260

2 56

3 15

4 105

5 368

6 196

Table 2 Percentile ranks of forecast values for independent variables

Percentile

ranks

Fuel Ems Mix Rd Tax Opt Mob

20 1.001 0.09 0.349 19,475 0.88 89.34 0.807

30 1.133 0.44 0.401 20,659 0.93 95.31 0.816

40 1.245 0.73 0.445 21,670 0.98 100.42 0.823

50 1.350 1.01 0.486 22,616 1.02 105.19 0.830

60 1.455 1.29 0.528 23,562 1.06 109.97 0.837

70 1.567 1.58 0.572 24,574 1.11 115.07 0.844

80 1.699 1.93 0.623 25,758 1.16 121.05 0.853

90 1.881 2.41 0.695 27,400 1.24 129.33 0.865

95 2.031 2.81 0.755 28,756 1.30 136.18 0.875

Table 3 Historical values of the 1st quarter of 2013

Ms Fuel Ems Mix Rd Tax Opt Mob

0.873 1.318 1.0 0.481 22,438 1.019 139.9 0.828

For 2012, only the internal expenditures for rd were available, the

external were calculated with the help of the mean portion of the

overall expenditures over 4 years (2007–2010) and were added. Rd

data of 2012q4 are assigned on account of the temporal movement by

a quarter (see p. 10) to ‘‘market share of conventional vehicles’’ data

of 2013q1

16 For similar approach see Fama and French [32].

                                     

   



conventional vehicles. Since electric vehicles are tax

exempt for ten (registration until 2015)/five (registration

until 2020) years, a raise in motor vehicle tax is favorable

for the sale of electric vehicles and vice versa. The com-

bined CO2-value is expected to be fewer than 136.18 for

the fourth quarter of 2020 with a probability of 95 %.

Therefore, this value is assumed for both scenarios. In

scenario A, the possession and use of an own vehicle

increasingly dominate the principles for mobility. In sce-

nario B, the vehicle is increasingly losing its leadership

position. It is assumed that if the leadership position is lost,

innovations are not recognized sufficiently.

The positive extreme scenario results in a market share

of conventional vehicles between 65.9 and 87.4 % i.e. a

market share of non-conventional vehicles between 34.1

and 12.6 %. The median of the market share of conven-

tional vehicles of the negative extreme scenario is 89.0 %

i.e. a market share of non-conventional vehicles of 11.0 %

(see Fig. 5; Table 5).

The regression analysis and the results obtained through

clustering validate the combination of the different fore-

casts for the independent variables.

3.2 Future-robust analysis of product features

The second part of the methodology comprises the sce-

nario-based analysis of product features, which is divided

into three sub-steps. In step five product features are

identified based on the previously developed scenarios. The

next step is, to link these features and their possible

specifications with the key factor projections from step

four, to evaluate their probability of realization. The results

provide the partial expected values of the product feature

specifications. These are evaluated across the different

scenarios in the seventh step. The results in form of product

features categorized regarding their uncertainty are the

basis for the further product architecture design, which is

not the focus of this paper. Figure 6 summarizes the steps

that are described more detailed below.

3.2.1 Step 5: Scenario-based identification of product

features

The fifth step corresponds to an early stage of the product

innovation process, with the need for a detailed analysis of
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Fig. 5 Market share of conventional vehicles of the 4th quarter of

2020 of cluster 5
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Fig. 6 Main steps and results of the future-robust analysis of product

features

Table 4 Positive and negative extreme scenario

Indicator Scenario A Scenario B

Value\ Probability Value\ Probability

Fuel 1.455 0.6 1.245 0.4

Ems 0.73 0.4 1.29 0.6

Mix 0.528 0.6 0.445 0.4

Rd 23,562 0.6 21,670 0.4

Tax 1.06 0.6 0.98 0.4

Opt 136.18 0.95* 136.18 0.95*

Mob 0.837 0.6 0.823 0.4

* A probability of 95 % is presumed as a 100 % certainty

Table 5 Description of the two scenarios of cluster 5 by market share

of conventional vehicles

Ms Scenario A Scenario B

Minimum 0.659 0.718

Maximum 0.874 0.991

Median 0.790 0.890

                                     

   



the requirements for the product. These arise from the

previously developed scenarios and are then transformed

into product features. Is the product or its fundamental

nature familiar to the company, they are likely already

aware of a list of feature specifications, which have been

used with success for comparable product families [34].

Critical and therefore more interesting at this point, is the

identification of future features due to shifting customer

needs which will be introduced after the start of the first

products based on the architecture [2]. These requirements

and features can only be identified on the basis of the

scenarios describing the potential future product

environments.

External product requirements are based on customer

needs, but also environmental factors (e.g. laws) and the

structure and quality of competition (e.g. technical stan-

dards by big competitors). These parts of the product

environment are systematically searched for possible

requirements.

As well as in Quality-Function-Deployment (QFD) and

in the target cost management, identifying matching

product features based on the previously identified

requirements does not follow any fixed structured process

scheme [35]. The goal is to find an optimal matching

between the external and internal requirements and the

offered product program. Once features have been identi-

fied the next step is to plan the specifications of each

feature.

The identified product features and their specifications

are entered into a scenario-specific feature-specifications

matrix and then merged into a maximum feature-specifi-

cations matrix (Fig. 7). This creates a temporary product

program that contains all possible product feature specifi-

cations. Due to the high number of variants it can hardly be

implemented yet, as it would require a product architecture

providing maximum flexibility in all its elements and

would therefore be very expensive. To shrink this wide

variation of product feature specifications the following

steps of the method assess the uncertainties of the indi-

vidual specifications.

Case study StreetScooter Regarding the StreetScooter

case study the scenarios developed in step four were used

to identify scenario-based product features and set up a

product program for the power train of the StreetScooter.

Due to the limited experience with electric vehicles, the

scenarios are a good starting point to identify relevant

product features and their characteristics.

To enable an affordable basic variant for the future

potential of a mass market for electric vehicles with more

cost sensitive customers, a low power version of the power

train (e.g. 30 kW) must be provided. Critical product fea-

tures for the performance are for example the drive inverter

and the main battery. To meet the requirements of an

appropriate cruising range the share of costs of the battery

will be comparatively high in all scenarios. According to

this, there should be interfaces for additional battery packs

to give customers the opportunity of an individual battery

configuration based on their cruising range needs and

budget. Regarding the offered electric motor designs,

future technical improvements and cost reduction poten-

tials for the synchronous and reluctance machine were

explicitly considered. Therefore, it is possible that these

will represent an actual alternative to the now established

standard asynchronous machines in 7 years, so these were

also included in the maximum product range (see Table 6).

3.2.2 Step 6: Assessment of the probability for the product

feature specification

In step six the key factor projections from step four are

used to assess the realization probability for the product

feature specifications. The individual projections are

entered into the feature projection matrix (see Fig. 8), if

they were relevant for at least one of the scenarios. Due to

an expected realization probability of 100 %, all specifi-

cations that are already present in all scenarios are filtered

out to limit the effort for this process.

The next step is to check the influence of the respective

projection on the realization probability for the different

specifications. For this purpose, a mono-directional rela-

tionship from the key factor projection on the specifications

of the product features is assumed. The influence is

expressed by the partial expected value T, which is based

on a five-level rating scale (see Fig. 8).

The feature projection matrix ensures that all relevant

factors for the evaluation of the probability of realization
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PF: product feature PFS: product feature specification

Fig. 7 Scenario-based

identification of product

features

                                     

   



are taken into account. Due to the assessment it is used as

an appropriate tool to quantify the qualitative results of the

scenario technique. The partial expected values allow the

evaluation of these results.

The complexity of this evaluation is highly depended on

the respective key factors. Thus at the beginning of every

evaluation, the first step is to analyze the focused factor.

More global factors can be distinguished from closely

product related factors. For closely product related factors,

the evaluation is less complex as they have a direct influ-

ence on the product features. Examples for these kinds of

factors are technical performance indicators or technology

maturity levels. More global factors like for example the

climate change have an impact on the system level. Thus

they can be identified by analyzing the influence matrix.

Due to their indirect way of influencing specifications, the

evaluation is more complex and needs a revision of their

connection to the scenario field.

Case study StreetScooter To determine the partial

expected values of the product feature specifications from

the StreetScooter power train, the specifications shown in

Table 6 were compared with the key factor projections

from Table 4 by a team of experts from the StreetScooter

project. The reliability of the acquired data is strongly

dependent to the expertise of this team, thus the members

have to be chosen carefully. The partial expected values in

the resulting feature projection matrix were estimated by

the project members. In the following, the procedure is

illustrated by the example of the key factor ‘‘fuel price

index’’ and the product feature ‘‘additional battery packs’’.

At a high fuel price e.g. there is a high probability of

implementing all possible specifications, as customers will

use electric cars for long and short cruising ranges, because

of the higher costs per driven kilometer for conventional

combustion engines. At a low fuel price, electric vehicles

will primarily be used for short ranges e.g. in towns, where

combustion engines will be especially ineffective. For

those short ranges the main battery alone or supported by

one additional pack will be sufficient (see Fig. 9 for the

detailed evaluation).

3.2.3 Step 7: Cross-scenario evaluation

In this step the partial expected values (see Figs. 8, 9) are

combined to get a cross-scenario evaluation of the uncer-

tainty of the product feature specifications. Therefore the

cross-scenario expected values and the affiliated deviation

per specification are needed.

The expected value lai of the specification i of the

product feature a is calculated in two steps. First, the

projection-specific partial expected values T according to

formula (2) are aggregated into a key factor specific

expected value. The calculated value indicates the proba-

bility of realization of a product feature specification,
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Standard of valuation:
0 = no realization
1 = review realization
2 = neutral/not connected
3 = consider realization
4 = realization

F
ea

tu
re

F
ea

tu
re

 a

S
p

ec
if

ic
at

io
n

... S
pe

ci
fic

at
io

n
i

...

Key factor Projection Index ai

Key factor j

...

Projection (Scenario k) jk Taijk

...

Fig. 8 Feature projection matrix

Feature projection matrix

Standard of valuation:
0 = no realization
1 = review realization
2 = neutral/not connected
3 = consider realization
4 = realization

Feature
Additional battery

packs

S
p

ec
if

ic
at

io
n

N
o 

ad
di

tio
na

l p
ac

ks

1
ad

di
tio

na
l p

ac
k

2 
ad

di
tio

na
l p

ac
ks

Key driver Projection Index 6.1 6.2 6.3

Gas price
1.455 1.1 3 4 3

1.245 1.2 4 3 1
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Table 6 Power train product feature specification matrix for the

RWTH StreetScooter Project

No. Feature Specification 1 Specification

2

Specification

3

1 Electric

motor

Asynchronous

machine

Reluctance

machine

Synchronous

machine

2 Drive power 30 kW 50 kW

3 Drive

inverter

Inverter

30 kW

Inverter

50 kW

4 Gearbox Planetary gear Spur gear

stage

5 Main battery Main battery

30 kW

Main battery

50 kW

6 Additional

battery

packs

No additional

packs

One

additional

pack

Two

additional

packs

7 Cooling Water-cooling Air-cooling

                                     

   



taking into account all projections of a key factor, which

have been included in at least one scenario.17

Taij ¼
X

n

k¼1

PjkTaijk ð2Þ

Taij partial expected value for the specification i of the

product feature a under the influence of the projections of

key factor j, pjk scaled probability of the projection k of the

key factor j, Taijk partial expected value for the specifica-

tion i of the product feature a under the influence of the

projection k of the key factor j, n number of scenarios.

In the second step the key factor specific expected val-

ues Taij are weighted based on the activity of the underlying

key factor and added up for the respective specification.

This is to ensure that particularly active key factors have

greater influence on the realized scenarios. The expected

value lai of the specification is calculated according to

formula (3) by scaling the sum to the unit interval.

lai ¼
Pn

j¼1 SAjð Þk k � Taij

max [z
a¼1 [c

i¼1

Pn
j¼1 SAjð Þk k � Taij

� �n o ; lai 2 ½0; 1�

ð3Þ

lai expected value for the specification i of the product

feature a, SAj active sum of the key factor j, Taij partial

expected value for the specification i of the product feature

a under the influence of the projections of key factor j,

n number of key factors, z, number of product features; c,

number of specifications of the product feature.

Using the feature projection matrix the standard devia-

tion of the expected value can be determined as well. The

standard deviation is also very important as it allows the

identification of critical specifications with high uncer-

tainty. The standard deviation rai is calculated analogous to

the calculation of the expected value lai in two steps. First,

the standard deviation of the projection-specific partial

expected values is used to calculate the standard deviation

of the key factor specific expected value according to

formula (4).

T�aij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X
n

k¼1

pjk � Taij � Taijk

� �2
h i

s

ð4Þ

Taij
* standard deviation of the partial expected values for

specification i of the product feature a and key factor j, pjk

scaled probability of the projection k of the key factor j, Taij

partial expected value for the specification i of the product

feature a under the influence of the projections of key

factor j, Taijk partial expected value for the specification i of

the product feature a under the influence of the projection

k of the key factor j, n number of scenarios.

The calculated key factor specific standard deviations

are then weighted according to the level of activity of each

key factor and added up. This sum term is also scaled to the

unit interval. The standard deviation rai is calculated

according to formula (5).

rai ¼
Pn

j¼1 SAjð Þk k � T�aij

max [z
a¼1 [c

i¼1

Pn
j¼1 SAjð Þk k � T�aij

� �n o ; rai 2 ½0; 1�

ð5Þ

rai standard deviation of the expected value lai for speci-

fication i of the product feature a, SAj active sum of the key

factor j, Taij
* standard deviation of the partial expected

values for specification i of the product feature a and key

factor j, n number of key factors, z number of product

features; c number of specifications of the product feature.

The expected value and the standard deviation of the

feature specifications represent two significant values for

the design of a product architecture that takes into account

all uncertainties. The expected value is the central result of

all previous steps and expresses the probability for the

realization of each product feature specification. It gives

information about the future relevance of the respective

specification and thus an indication of whether the speci-

fication should be considered when designing the product

architecture or not.

The standard deviation, however, expresses the expected

variation of the expected value with respect to the

dynamics of the product environment. Thus, possible

uncertainties of the product feature specification can be

estimated and included into the design.

By plotting these two values in a portfolio (see Fig. 10)

different categories of feature specifications can be formed.

The unit intervals are divided into three categories: ‘‘low’’,

‘‘medium’’ and ‘‘high’’. Thus there are nine different

categories.

Specifications with a high probability and low uncer-

tainty are characterized by a high expected value with a

low standard deviation. Thus, these product feature speci-

fications are very likely to be realized and safe to be

implemented when designing the product architecture.

Features with a higher uncertainty however, require more

flexibility regarding the implementation. A modular con-

cept for the components realizing this feature would be one

possible choice, to provide this flexibility.

Case study StreetScooter After entering the partial

expected values for all combinations, the power train fea-

ture specification matrix for the RWTH StreetScooter

Project was created in the cross-scenario evaluation (see

Fig. 11). The evaluation has shown that only two product
17 Formula 1 is equivalent to the equation for the expected value of

discrete random functions, utilized for the present application.

                                     

   



feature specifications have a high probability with low

uncertainty and are therefore safe to implement. However,

the major part of the product feature characteristics fits into

the categories with a medium expected value and/or high

standard deviation. Due to the imponderables in the future

product environment their realization is rather uncertain

and has to be considered carefully taking into account the

benefits and costs implementing them. Looking at the

example of the feature ‘‘additional battery packs’’, the

specifications one and no additional battery packs have a

high expectancy value and a medium to high standard

deviation, whilst the specification two additional battery

packs has a medium expectancy value and a high standard

deviation and therefore the highest uncertainty. To make a

decision on the offered specifications, effects of the feature

within the product architecture as is have to be evaluated.

In this case, using the existing architecture, the additional

battery packs would have required big changes to other

components. As the demand for additional battery packs

has a high probability, the architecture was changed that

way, that one and two additional battery packs could be

realized. The additional costs for this concept were

expected to be lower than the possible changing costs and

achievable scale effects.
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4 Conclusion and further research

A seven-step methodology to evaluate the uncertainty of

product feature specifications based on the scenario-plan-

ning has been introduced. For this purpose, a modified ver-

sion of the scenario-planning by Gausemeier has been

utilized, to identify key factors with great influence on the

environment of the product range considered. In the next

steps, alternative projections of these key factors are created

and evaluated concerning their probabilities, applying a

bootstrap simulation within a regression model. Based on the

resulting future scenarios scenario-specific product features

and specifications are defined, which are linked in a second

step with the key factors in order to derive their expected

values and deviations. The methodology has been applied to

the case study of the StreetScooter power train.

On this basis, further research will be done, using the

gathered information for a scenario robust design of product

architectures. Therefore, the categories from the feature

specification matrix will be used, to identify critical archi-

tecture elements which need to be designed with special

attention. For different feature categories, different design

strategies will be developed, to match the variety and uncer-

tainty of the product features with the product architecture.
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