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1. 

Parallel Optimization for Intelligent 
Systems: Principles and New Results 

Nizar Msadek and Theo Ungerer1 

1.1. Introduction 

Intelligent distributed systems are rapidly getting more and more 
complex. Therefore, it is essential that such systems will be able to adapt 
autonomously to changes in their environment. They should be 
characterized by so-called self-* properties such as self-configuration  
[1-3], self-optimization [4-6] and self-healing [7, 8]. The autonomous 
optimization of nodes at runtime in open distributed environments is a 
crucial part for developing self-optimizing systems. In this chapter, a 
trust-aware self-optimization algorithm for self-* systems is presented. 
It does not only consider pure load-balancing but also takes into account 
trust to improve the assignment of important services to trustworthy 
nodes. The proposed self-optimization approach makes use of different 
optimization strategies based on trust to determine at runtime whether a 
service should be transferred to another node or not. The trust definition 
[9] adopted for this work is the definition provided by the research unit 
OC-Trust of the German Research Foundation (DFG) by regarding 
different facets of trust, as, for example, safety, reliability, credibility and 
usability. The focus here lies on the reliability aspect. Furthermore, it is 
assumed that a node can not realistically assess its own trust value 
because it trusts itself fully. Therefore, the calculation of the trust value 
in this work must be done with the previously introduced trust metrics 
presented in [10]. With trust information, nodes of a system have a 
reference about which nodes to cooperate with, and this is important for 
self-optimizing systems. The chapter offers as contribution the following 
aspects: 

                                                      
Nizar Msadek 
Department of Computer Science, University of Augsburg, Germany 
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1) A decentralized self-optimization algorithm for load balancing 
taking into account trust — respectively reliability — to increase 
the robustness of important services in open distributed 
environments (see Sections 1.3 and 1.4), 

2) A formal description of the optimization strategies to determine at 
runtime whether a service should be transferred to another node or 
not (see Section 1.5), and 

3) A set of extensions for the basic algorithm to further improve its 
performance time in case of multiple simultaneous requests (see 
Section 1.6). 

All aspects are evaluated and discussed with respect to a toolkit based on 
the TEM [11], a trustenabling middleware for building real-world 
distributed Organic Computing systems. Section 1.7 provides evaluation 
results of the proposed self-optimization algorithm and demonstrate the 
benefits of the proposed extensions. Finally, the chapter is closed with a 
conclusion and future work in Section 1.8. 

1.2. Related Work 

A lot of papers have been published to deal with the assignment problem 
of services on nodes, either to achieve a static or dynamic load balancing 
[12-17]. In most existing algorithms, the consideration of the 
trustworthiness of nodes has been neglected so far. For instance, the 
work of Rao et al. [18] proposes several methods for solving the load 
balancing problem in distributed systems. One of these methods, called 
one-to-one, is similar to our approach: two nodes are picked at random. 
Then, a virtual server transfer is initiated if one of the nodes is heavy and 
the other is light. Their method, however, does not consider how the 
availability of important services may be improved, and does not 
distinguish between trustworthy and untrustworthy nodes. Bittencourt et 
al. [19] presented an approach to schedule processes composed of 
dependent services onto a grid. This approach is implemented in the 
Xavantes grid middleware and arranges the services in groups. It has the 
drawback of a central service distribution instance and therefore a single 
point of failure can occur. In [20], two different self-optimization 
algorithms for LTE networks are presented. One of these algorithms, 
called Load Balancing in Downlink LTE networks, is similar to our 
approach. The authors try to shift the virtual load of overloaded cells to 
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less loaded adjacent cells by changing the virtual cell borders. The virtual 
load is modeled as the sum of resources needed to achieve a certain QoS 
for all active user equipment. Matrix [21] is another approach to combine 
load optimization with data-aware scheduling. The authors propose to 
apply adaptive work stealing techniques to achieve load balancing in 
distributed many-tasks computing environment. Tasks are organized in 
queues based on their size and locations. Then, a ZHT is used to submit 
tasks to idle schedulers and to monitor the execution progress of tasks in 
a scalable way. Whenever a scheduler has no more tasks, it 
communicates with other heavy-loaded schedulers to receive new tasks. 
Their approach does not take the priority of different service classes into 
account. In [22], the authors presented a receiver-initiated optimization 
algorithm that automatically balances the workload of nodes in 
distributed computing environments. It is implemented in the OCµ 
middleware. In their algorithm, services can be relocated or transferred 
to other nodes to balance the resource consumption among nodes. 
Moreover, it takes the trust constraints of nodes into account to transfer 
important services only to trustworthy nodes. However, it is based on the 
unrealistic assumption that all nodes have the same resource capacity. 
Contrary to this work, our approach is able to work with heterogeneous 
capacities. More precisely, we are interested in a dynamic receiver-
initiated [23] self-optimization algorithm (i.e., since services are 
assumed not to be stolen from other nodes) that has neither a central 
control nor complete knowledge about the system. The algorithm must 
not only consider pure load-balancing but also takes into account trust to 
improve the assignment of important services to trustworthy nodes. And 
all this at runtime. 

1.3. Basic Idea of the Self-Optimization Algorithm 

A distributed system consisting of a set of n nodes N ={n1,n2..,nn}	 is 
considered, where each node can interact with each other through a set 
of application messages. They can optimize at runtime the assignment of 
services in the network by transferring their own services to other nodes. 
Suppose that node j at a certain point during runtime sends an application 
message to another node i. It appends onto the outgoing message (a) its 
trust in node i (b) its current workload and (c) some information (i.e., 
importance level and consumption) about services, which are running on 
it. Based on this information node i decides which of the following 
optimization strategies should be performed: 
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1.3.1. No Optimization 

Description: The workload between nodes is well balanced and their 
trust values are similar enough. 

Discussion: This is the simplest case that can happen between nodes. 
Both of them are well optimized in terms of trust and workload. 

Solution: Nothing will happen 

1.3.2. Load Optimization 

Description: Trust of nodes is similar enough but their workload is 
unbalanced. 

Discussion: This strategy aims to find a pure load balancing between 
nodes since their trust is similar enough. 

Solution: Services are transferred in order to balance the workload 
between the nodes. Then, two cases are distinguished: (a) either the 
workload of i is higher or (b) the workload of j is higher. In the case of 
(a), node i balances the workload of the nodes by transferring a subset of 
its services to j. Otherwise, node i sends an alert message to j together 
with all information which are necessary for the optimization. Case (a) 
will be then triggered on side of j. 

1.3.3. Trust Optimization 

Description: The workload between nodes is well balanced but their 
trust values differ significantly. In this case important services might run 
on untrustworthy nodes and are prone to fail. 

Discussion: This strategy aims to use particularly trustworthy nodes for 
important services. Therefore, important services have to be relocated to 
more trustworthy nodes and unimportant services to less trustworthy 
nodes. Furthermore, the overall workload resources between nodes 
should still be well-balanced. 

Solution: By this strategy, we distinguish between two cases: (a) either 
i is more trustworthy than j or (b) j is more trustworthy than i. If (a), then 
i swaps its unimportant services for important services of j. In the case 
of (b), node i swaps its important for unimportant services of j. Note that 
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the load consumption between important and unimportant services 
should be similar to keep the load-balancing property in both nodes 
satisfied. 

1.3.4. Trust and Load Optimization 

Description: Trust of nodes differs significantly and their workload is 
unbalanced. 

Discussion: This strategy aims at workload balancing with additional 
consideration of the services’ priority, i.e. to avoid hosting important 
services on untrustworthy nodes. 

Solution: Four cases are distinguished: (a) Either the workload of i is 
higher and i is more trustworthy than j, (b) The workload of i is higher 
but j is more trustworthy, (c) The workload of j is higher but it is less 
trustworthy than i, or finally (d), The workload of j is higher and it is also 
more trustworthy than j. In the case of (a), node i balances the workload 
of load by transferring only unimportant services to j. If there are no 
unimportant services available, then no optimization is done. The 
rationale for this step is that there is a trade-off between trust and 
workload. Improving one of these criteria will typically deteriorate the 
other. In the case of (b), node i balances the workload by transferring 
only important services to j. Just as the case of (b), no optimization is 
done, if there are no available unimportant services. In other cases (i.e., 
c and d), node i sends an alert optimization message to j to piggy-back 
information necessary for self-optimization. Depending on the situation, 
case (a) or (b) will be then triggered on side of j. 

1.4. Metrics and Notions 

Since it is very complex to address the self-optimization problem in its 
full generality, we make some simplifying assumptions. Firstly, we 
assume that the load of a service is stable (or can otherwise be predicted) 
over the time interval it takes for the self-optimization algorithm to 
operate. Secondly, we assume there is only one bottleneck resource we 
are trying to optimize for. Let wi denote the workload of a node i, where 
wi represents the sum of the resource consumptions of all services 
running on node i (see Formula 1.1). 

௜ݓ  ൌ ∑ ܿ௦௦∈ௌ೔ , with 0 ≤	wi ≤Ci
max	 (1.1) 
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It is to note that cs means the resource consumption of a service s. The 
maximum resource capacity of a node i is denoted by Ci

max and its set of 
services by Si. Moreover, we divide services Si into two sets based on 
their importance levels: 

• Si
imp: Set of important services (running on node i), which are 

necessary for the functionality of the entire system. 

• Si
unimp: Set of unimportant services (running on node i), which have 

only a low negative effect on the entire system if they fail. 

Then, considering only the context of pure load optimization, our goal is 
to balance the workload between nodes. Let us assume two nodes, i and 
j: node i is underloaded. However, node j is overloaded and its task is to 
balance the workload by service transfers to i. Thus, as you can see  
Fig. 1.1: Simple load optimization method in Fig. 1.1, j transfers its 
services whose cumulative resource consumption is close enough to 
ห௪ೕି௪೔ห

ଶ
 (optimal balancing). Although this simple idea seems to make a 

lot of sense, its drawback arises when the resource capacities of nodes 
are significantly different (see Fig. 1.2). 

 

Fig. 1.1. Simple load optimization method. 

 

Fig. 1.2. Nodes still unbalanced due to their different resource capacities. 
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 ܳ௜ ൌ
௪೔ା௪ೕ

௖೔
೘ೌೣା௖ೕ

೘ೌೣ ܿ௜
௠௔௫  (1.2) 

Therefore, we introduce a new optimal theoretical workload Oi, which 
should serve as a target reference point for every node. The node which 
surpasses this reference point (wi >	 Oi +δtol) is considered to be 
overloaded, otherwise it is underloaded (wi <	 Oi −δtol) or balanced  
(|Oi −wi|	≤	δtol), where a δtol is a tolerable threshold and represents the 
quality to reach the perfect workload. The optimal theoretical workload 
of a node i is calculated using Formula 1.2. Since wi is normalized in a 
different capacity than wj, we must first divide the sum of workload wi 

+wj by the sum of capacity cmax
i +cmax

j to obtain the optimal theoretical 
workload per one unit capacity, which will be then multiplied by cmax

i . 
Furthermore, each node has an individual trust value calculated based on 
the previously introduced trust metrics presented in [10]. Recall, the trust 
value ti(j)	 represents the subjective trust of node i in node j and will 
always range between 0 and 1. The value of 0 means that i does not trust 
j at all while a value of 1 stands for complete trust. Two nodes i and j are 
considered to have a similar trust behavior if |ti(j)−tj(i)|	≤	γtol, where γtol 

is a tolerable threshold and reflects the quality to achieve a good trust 
similarity between nodes. 

1.5. The Algorithm in Detail 

The algorithm proposed in this section represents a best-effort approach 
to improve the assignment of services on nodes so as to satisfy both 
workload and trust constraints. It is used to solve this problem in a 
distributed manner. We assume that nodes of the network do not know 
the workload of others until they receive a message from a node with 
information about that. The workload of nodes also might change over 
time. We further assume that a node can not assess its own trust value, 
but is rated by other nodes. Therefore, its trust value must be calculated 
from the neighbor nodes of the network (see [10] for more details). Note 
that the trust of nodes might also change over time. Again we are 
considering two nodes i and j, where j sends an application message mj 

to i, on which it piggybacks the following additional information: 

• Sj
unimp: Set of less important services running on node j 

• Sj
imp : Set of important services running on j 

• tj(i): Current trust value of j in i 
• wj: Current workload value of j 
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• cmax
j : Maximum resource capacity of j 

Based on this information node i decides which optimization strategy 
should be performed. In the following we consider all possible decisions 
a node i has to make: 

1.5.1. No Optimization 

Formal description: |ti(j)−tj(i)|	≤	γtol and |Oi −wi|	≤	δtol 

Solution: Nothing will happen 

1.5.2. Load Optimization 

Formal description: |ti(j)−tj(i)|	≤	γtol and |Oi −wi|	>	δtol 

Case (a): wi >	Oi and wj <	Oj 

Node i balances the workload by transferring some of its services to j, 
regardless of whether they are important or not since the trust of nodes 
is similar. Firstly, it determines Ψi,j (see Formula 1.3 and 1.4) as a set of 
services that could be selected to balance the workload of nodes. Note 
that C(Is)	represents the consumption function of a set of services Is and 
is calculated by the sum of all its service consumptions. 

 Ψ௜,௝ ൌ ሼ	ܫ௦|ܫ௦ ⊆ ൫ ௜ܵ
௜௠௣ ∪ ௜ܵ

௨௡௜௠௣൯:݉ܽܥݔሺܫ௦ሻ	ܽ݊݀ (1.3) 

௦ሻܫሺ	ܥ  ൑ ൫ ௝ܱ െ 0	ܽ݊݀	௝൯ݓ ൏ ௦ሻܫሺܥ ൑ ሺݓ௜ െ ௜ܱሻሽ  

௦ሻܫሺܥ  ൌ ∑ ௦௦∈ூೞܥ  (1.4) 

If Ψi,j is empty, then no optimization is done. Otherwise i transfers  
Ψi,j to j. 

Case (b): wi <	Oi and wj >	Oj 

Since services are assumed not to be stolen from other nodes, node i 
sends an alert message to j to piggy-back information necessary for self-
optimization as described above. Then, case (1.5.2-a) will be triggered 
but on the side of j. 
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1.5.3. Trust Optimization 

Formal description: |ti(j)−tj(i)|	>	γtol and |Oi −wi|	≤	δtol 

Case (a): tj(i)	>	ti(j) 

In this case i determines Ψi,j (see Formula 1.5) as a set of unimportant 
services (i.e., with the maximum load consumption) that could be 
exchanged for important services of j so that the difference of their load 
consumption never exceeds Ctol to keep the loadbalancing property in 
both nodes satisfied. 

 Ψ௜,௝ ൌ ሼ	ܫ௦|ܫ௦ ⊆ ௜ܵ
௨௡௜௠௣, ௦ܬ∃ ⊆ ௝ܵ

௜௠௣:݉ܽܥݔሺܫ௦ሻ	ܽ݊݀ (1.5) 

௦ሻܫሺ	ܥ| െ ௦ሻܬሺܥ ൑ ௦ሻܫሺܥሺ	ܽ݊݀		௧௢௟ܥ ൅ ௜ሻݓ ൑ 	 ௝ܿ
௠௔௫ൟ 

Then, after transferring Ψi,j, node i sends an alert optimization message 
to j (i.e., including all information which are necessary for the 
optimization) in order to trigger case (1.5.4-b) on side of j. Note that the 
execution of this step aims to balance again the workload between the 
nodes. 

Case (b): tj(i)	<	ti(j) 

In contrast to case (1.5.3-a), Ψi,j is determined only from important 
services (see Formula 1.6), since j is more trustworthy than i. Then, i 
sends an alert optimization message to j in order to trigger case (1.5.4-a) 
on side of j. 

 Ψ௜,௝ ൌ ሼ	ܫ௦|ܫ௦ ⊆ ௜ܵ
௜௠௣, ௦ܬ∃ ⊆ ௝ܵ

௨௡௜௠௣:݉ܽܥݔሺܫ௦ሻ	ܽ݊݀ (1.6) 

௦ሻܫሺ	ܥ| െ ௦ሻܬሺܥ ൑ ௦ሻܫሺܥሺ	ܽ݊݀		௧௢௟ܥ ൅ ௜ሻݓ ൑ 	 ௝ܿ
௠௔௫ൟ 

1.5.4. Trust and Load Optimization 

Formal description: |ti(j)−tj(i)|	>	γtol and |Oi −wi|	>	δtol 

Case (a): wi >	Oi and wj <	Oj and tj(i)	>	ti(j) 

Node i balances the workload only by transferring unimportant services 
to j (i.e., due to the fact that i is more trustworthy than j). It determines 
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Ψi,j as a set of only unimportant services that could be selected to balance 
the workload of nodes (see Formula 1.7). Then, i transfers Ψi,j to j. 

 Ψ௜,௝ ൌ ሼ	ܫ௦|ܫ௦ ⊆ ௜ܵ
௨௡௜௠௣:݉ܽܥݔሺܫ௦ሻ	 (1.7) 

௦ሻܫሺ	ܥ	݀݊ܽ ൑ ൫ ௝ܱ െ 0	ܽ݊݀	௝൯ݓ ൏ ௦ሻܫሺܥ ൑ ሺݓ௜ െ ௜ܱሻሽ 

Case (b): wi >	Oi and wj <	Oj and tj(i)	<	ti(j) 

Since j is more trustworthy than i, Ψi,j will be determined only from 
important services (see Formula 1.8). Then, just as the case of (1.5.4-a), 
if Ψi,j is empty, no optimization is done. Otherwise i transfers Ψi,j to j. 

 Ψ௜,௝ ൌ ሼ	ܫ௦|ܫ௦ ⊆ ௜ܵ
௜௠௣:݉ܽܥݔሺܫ௦ሻ	 (1.8) 

௦ሻܫሺ	ܥ	݀݊ܽ ൑ ൫ ௝ܱ െ 0	ܽ݊݀	௝൯ݓ ൏ ௦ሻܫሺܥ ൑ ሺݓ௜ െ ௜ܱሻሽ 

In other cases: 

Node i sends an alert message to j (i.e., including all information which 
are necessary for the optimization). Depending on the situation, case 
(1.5.4-a or 1.5.4-b) will then be triggered on the side of j. 

1.6. Multiple Simultaneous Requests 

In the evaluation, we have shown that the basic self-optimization 
algorithm presented in Section 1.5 led to good performance in terms of 
trust and workload, but we think that there is a room for improvement 
with the mechanism presented in this section. Therefore, we analyze now 
a network situation consisting of multiple simultaneous requests which 
are addressed to a single node to trigger the self-optimization process. 
Fig. 1.3 gives an overview of this situation. Let ni denote the node that 
receives the requests and let be L i =	 {l1,l2,...,lk}	 the set of requesters 
considered by ni. We first start with the description of the environment 
of ni that has full information about its requesters. It can easily determine 
the set of potential service transfers Ψni,lj for each requester lj ∈	L i, using 
the equations cited in Section 1.5, depending on the current situation of 
nodes. In the basic approach, as shown in Fig. 1.3, ni optimizes itself with 
the requesters one after another in a random way without having 
preference for those that have many potential service transfers. By this 
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means, the overall optimization in the system might take a long time 
before a large amount of services are transferred, particularity with a 
growing number of requesters. As a result, too much time can be spent 
in the whole system to get better optimized nodes. Our goal is to reduce 
this time by transferring the maximum amount of services as early as 
possible at runtime. Two approaches can be used to handle this problem. 

 

Fig. 1.3. Current execution of the basic algorithm. 

1.6.1. Selective Request Handling 

The first approach is called selective request handling because it always 
allows ni to select the best requester to perform the optimization. We 
make use of two parameters in our approach, namely X and SΨ. The first 
parameter X is initialized as the set of all involved requesters — in our 
case always L i — and SΨ is an empty list of fixed size |L i|	used to store 
the potential number of service transfers. The basic idea behind the 
algorithm is: Whenever ni receives multiples requests, it calculates the 
number of service transfers for every requester and applies an 
optimization with the requester whose services are most among the 
remaining requesters in X. If there is no requester with such a property, 
nothing will be done, as the nodes are already optimized. Otherwise, the 
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found requester is removed and this process is repeated until all 
requesters are processed. In Algorithm 1, the above described algorithm 
is formalized as pseudo-code. This approach is very simple – and even 
in the worst case it is at least never worse than doing optimization with 
random selection – but the optimization output might be suboptimal 
regarding the overall self-optimization time due to its sequential 
processing. Therefore, we are interested in the second approach to 
provide a solution which supports parallelism through the optimization 
of requesters. 

Algorithm 1. Node ni: 

1: X ←	L i .													→initialize X as the set of all involved requesters  

2: SΨ = nil .													→	SΨ is initialized as empty list of fixed size |L i| 

3: for x ∈	X do 

4: calculate |Ψni,x|	and append it to SΨ 

5: end for 

6: while  X ≠ ∅ do 

7: select from SΨ the requester x with: 

8: {x|∃x ∈	X : |Ψni,x|	is max and |Ψni,x|	>	0} 

9: if no requester with such a property exists then 

10:  exit 

11: else 

12:  x perform an optimization with ni 

13:  remove x from X 

14: end if 

15: end while 

1.6.2. Parallel Request Handling 

While in the first approach we match ni to a single requester to perform 
the optimization process, in this approach we consider a parallel 
optimization between requesters that work together to maximize the 
number of service transfers, as shown in Fig. 1.4. This has the benefit to 
further decrease the optimization time in the whole system. However, 
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nodes in our system have different trust and workload values and some 
of them can transfer more services with one than others. Therefore, an 
important aspect for ni is the formation of pairs between nodes — to 
apply the optimization algorithm in pairs and parallel — but in a way 
that the number of service transfers will be maximized in the system in 
order to deliver better results. Algorithm 2 shows the proposed 
mechanism formalized as pseudo-code. 

 

Fig. 1.4. Simplified representation of the parallel request handling. 

At the beginning, we initialize two parameters X and TΨ. The first 
parameter X =	{ni}∪L i represents the set of all nodes involved in the 
multiple requests, whereas the second parameter TΨ stands for an integer 
matrix of size |X|×|X|, which we use to store the number of service 
transfers between nodes. Again, we say that x can optimize itself better 
with y than z, if and only if |Ψx,z|	≤	|Ψx,y|	with y ≠	z. Then, the algorithm 
is split into two phases, the first of which is similar to the selective 
request handling, but we now allow to calculate the number of service 
transfers between any two nodes in X. Intuitively, reflexive suitability 
values such as Ψx,x are not computable in this phase, simply because it is 
not allowed that a node is optimizing itself. Afterwards, the algorithm 
enters in its second phase exploring pairs having at least a service transfer 
of one and maximizing at the same time the number of service transfers. 
If there is no pair with such a property, the algorithm terminates. 
Otherwise, the found pair becomes engaged to perform the optimization 
process. Then, the pair is finally removed from the set of X. The while 
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loop continues until there are no more pairs to perform the optimization 
process. To demonstrate the proposed algorithm an example is discussed. 

Algorithm 2 Node ni: 

 

1: X ←	{ni}∪L i 
→ initialize X as the set of all 
involved nodes 

2: TΨ ← 

 ni l1 ... lk 

ni 0 0 ... 0 

l1  0 ... 0 

...   0 0 

lk    0 
 

→ is an empty lookup table of 
size |X|×|X| 

 
Phase 1 
3: for x ∈	X do 
4: for y ∈	X \{x}	do 

5:  calculate |Ψx,y|	and append it to TΨ 
6: end for 
7: end for 

 

Phase 2 
8: while two nodes remain in X do  

9: select from TΨ the pair (x,y)	with: 

10: {(x,y)|∃x,y ∈	X : |Ψx,y|	is max and |Ψx,y|	>	0} 
11: if no pair with such a property exists then 
12:  exit 
13: else 
14:  x and y become engaged to perform the optimization 
15:  remove x and y from X 
16: end if 
17: end while 

Example: In this example, an instance of parallel request handling 
involving five requesters is considered, with X =	 {ni,l1,l2,l3,l4,l5}. We 
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assume that the set of service transfers between nodes has already been 
processed by ni, leading to the relation graph illustrated in Fig. 1.5. 

 

Fig. 1.5. Relation graph of potential service transfers. 

Based on this information, the algorithm starts its first phase by 
calculating TΨ. So phase one ends with the table of matrix presented in 
Fig. 1.6.  

 

Fig. 1.6. A simplified representation of TΨ after the execution of phase one. 

In the second phase, we need to define for each node its best partner that 
contributes to maximize the service transfers in the whole system. In the 
iteration loop1 the pair (l1,l3)	 is identified first. This is because (l1,l3)	
returns the maximum number of service transfers in TΨ. Eliminating 
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them gives X =	{ni,l2,l4,l5}. Next, pair (l4,l5)	is identified in loop2 and its 
elimination yields X =	{ni,l2}. Finally, the pair (ni,l2)	is identified and its 
elimination gives X =	 {0/}. Hence, the algorithm finishes with the 
following optimization pairs {(l1,l3),	(l4,l5),	(ni,l2)}. 

1.7. Evaluation 

In this section an evaluation for the introduced self-optimization 
approach is provided. For the purpose of evaluating and testing, an 
evaluator based on the TEM middleware [11] has been implemented 
which is able to simulate the self-optimization algorithm. The evaluation 
network consists of 100 nodes, where all nodes are able to communicate 
with each other using message passing. Experiments with more nodes 
were tested and yielded similar results, but with 100 nodes more 
observable effects were seen. Each node has a limited resource capacity 
(memory) and is judged by an individual trust value without any central 
knowledge. Furthermore, four type of nodes are defined with different 
trust and resource values (see Table 1.1). 

Table 1.1. Mixture of heterogeneous nodes. 

Node Type Memory (MB) Trust Amount ( %) 

Type 1 [500 - 1000] [0.7 - 0.9] 10 

Type 2 [500 - 1500] [0.3 - 0.6] 50 

Type 3 [2000 - 4000] [0.4 - 0.8] 30 

Type 4 [4000 - 8000] [0.4 - 0.9] 10 
 

Then, a mixture of heterogeneous services with different resource 
consumptions are randomly generated for nodes. The sum of all node’s 
service consumptions does not exceed a node’s capacity (i.e., as defined 
in Formula 1.1). If, for example, a trustworthy node is already full, then 
the same procedure is repeated for an untrustworthy node and so on until 
the average load of the system reaches 50 % (݀ܽ݋݈݇ݎ݋ݓതതതതതതതതതതതതത 	ൌ 	50	%). This 
means that some nodes may have many services and others none to 
unbalance the workload between nodes. Important services are created 
only for untrustworthy nodes and unimportant services for trustworthy 
nodes. Without the self-optimization techniques the workload of nodes 
are still unbalanced. Moreover, important services running on 
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untrustworthy nodes are prone to fail. With the use of direct trust and 
reputation, the trust of a node can be measured and taken into 
consideration for the transfer of services. Two rating functions are used 
to evaluate the fitness of a service distribution regarding trust and 
workload. The first rating function for workload Fworkload aims to 
calculate the average deviation of all nodes from the desired workload 
 ,തതതതതതതതതതതതത (in our case, 50 %). This is expressed by the Formula 1.9݀ܽ݋݈݇ݎ݋ݓ
where N is the set of all nodes and |N |	the cardinality of N. The main 
idea of the second rating function Ftrust is to reward important services 
running on trustworthy nodes. This is expressed by the Formula 1.11, 
where N is the set of all nodes, Sn is the set of services on a node n, t(n)	
its trust value and p(s) the priority of a service s (i.e., if s is important, 
P(s)	has the value of 1, otherwise 0). 

	݀ܽ݋݈݇ݎ݋ݓܨ  ൌ
∑ |௪௢௥௞௟௢௔ௗሺ௡ሻି௪௢௥௞௟௢௔ௗതതതതതതതതതതതതതത|೙∈ಿ

|ே|
 (1.9) 

തതതതതതതതതതതതത݀ܽ݋݈݇ݎ݋ݓ  ൌ
∑ ௪௢௥௞௟௢௔ௗሺ௡ሻ೙∈ಿ

|ே|
 (1.10) 

At the beginning of the simulation, the network is rated by using both 
Ftrust and Fworkload. Then, the simulation is started and after each 
optimization step the network is rated again. Within one optimization 
step, 50 pairs of nodes (sender/receiver) are randomly chosen to perform 
the self-optimization process, i.e., ρ =	50 %. Senders send an application 
message to receivers to piggyback necessary information for the self-
optimization, as described in Section 1.3. Based on the extracted 
information the receiver determines whether it transfers its services or 
not. The goal is to maximize the availability of important services, which 
means that Ftrust should be maximized (i.e., to an optimal theoretical point 
that we explain later in 1.7.2). Therefore, it is necessary to transfer the 
more important services to more trustworthy nodes. Furthermore, the 
overall utilization of resources in the network should be well-balanced, 
i.e., Fworkload should be minimized near to zero. 

	 ௧௥௨௦௧ܨ ൌ ∑ ∑ ሺ݊ሻ௦∈ௌ೙௡∈ேݐሻݏሺ݌ 	 (1.11) 

1.7.1. Results Regarding the Rating Function Fworkload 

As mentioned above, the first rating function Fworkload indicates the 
average workload deviation of all nodes from the desired workload 
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 തതതതതതതതതതതതത (in our case, 50 %). The lower the value of Fworkload, the better݀ܽ݋݈݇ݎ݋ݓ
the performance of workload balancing. 

Fig. 1.7 shows the result of this experiment, whereas the values on the x-
axis stand for optimization steps and the average workload deviation of 
nodes is depicted on the y-axis. It can be observed that the proposed 
algorithm improves the workload balancing by about 93 %. However, it 
does not reach the theoretical maximum rate of 100 % due to the trade-
off between trust and workload. 

 

Fig. 1.7. Rating function for the workload deviation (Fworkload). 

1.7.2. Results Regarding the Rating Function Ftrust 

In the following, the service distribution for the proposed self-
optimization algorithm is evaluated regarding Ftrust. 

Fig. 1.8 shows the result of this experiment. The square line represents 
the result of Ftrust using the proposed self-optimization algorithm. It can 
be observed that the algorithm improves during runtime the availability 
of important services. This means that the consideration of workload 
does not prevent the algorithm to relocate important services to 
trustworthy nodes. However, it remains to investigate the quality of the 
obtained result compared to an optimal theoretical result, when all 
important services are hosted only on trustworthy nodes (pure trust 
distribution, i.e., regardless of whether nodes are balanced or not). For 
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this purpose we use an approximation algorithm that sorts in decreasing 
order the trust values of nodes and relocates all important services only 
to most trustworthy nodes until their capacity is full. The triangular 
marked line in the figure illustrates the result of the approximation 
algorithm. As a conclusion to all simulations we have done so far (about 
1000 runs were evaluated) we can state that the proposed algorithm 
greatly improves the trust distribution of services. More precisely, it 
achieves 85 % of the theoretical maximum result. However, it stays by 
15 % behind the theoretical maximum result due to the trade-off between 
trust and workload. 

  

Fig. 1.8. Rating function for Trust (Ftrust). 

1.7.3. Basic Algorithm vs. Extensions 

In this section, the gain of applying the proposed extensions with respect 
to Section 1.6 is investigated. We use the similar parameter settings of 
the initial evaluation, but we now allow for a certain percentage of 
randomly chosen nodes to receive multiple optimization requests 
simultaneously. This has the benefit to put the evaluation more in a 
context of real life. In this part of work, the following three algorithms 
are compared regarding their ability to perform the optimization in the 
system. 

 Basic algorithm (ALG.1): The basic optimization algorithm as in 
the previous experiments. 
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 Basic algorithm + Selective Request Handling (ALG.2): A 
variation of the basic optimization algorithm using the extension 
of the selective request handling (see Section 1.6.1). 

 Basic algorithm + Parallel Request Handling (ALG.3): A 
variation of the basic optimization algorithm using the extension 
of the parallel request handling (see Section 1.6.2) 

The three algorithms differ in the way they handle multiple requests, 
either sequential or parallel. Figs. 1.9 and 1.10 present their comparison 
results with respect to the rating functions Ftrust and Fworkload. 

  

Fig. 1.9. Comparison results according to the rating function Fworkload . 

It is easy to see that both investigated variations of ALG.2 and ALG.3 
indeed provide an even better optimization time than the basic algorithm 
ALG.1, especially the variation of ALG.3, currently shows the best time 
performance to achieve the optimization process. This is due to its ability 
to support parallelism through the optimization of requesters such that 
everyone optimizes itself with the node with the highest gain of service 
transfers. This results - in the whole system - to a reduce of the processing 
time into the overall optimization. 
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Fig. 1.10. Comparison results according to the rating function Ftrust . 

1.7.4. Different Network Settings 

In the following, additional experiments are conducted to further 
investigate the behavior of the introduced self-optimization algorithm 
with different network settings. We performed a binary classification of 
nodes with a ratio of 50/50, and for each classification type, we 
generated a different amount of memory resources and trust values, as 
shown in Table 1.2. Generally, the more trustworthy the nodes are, the 
higher is the amount of their memory resources. We argue that this is a 
useful and realistic network parametrization since it enables to model the 
behaviour of servers and workstations which are expected to be 
trustworthy in real-world situations through the use of Type 1 as well the 
behavior of mobile devices (i.e., expected in real-world to be less 
trustworthy than servers and workstations) through the use of Type 2. 
The average workload is set to 45 %. The experiments differ in the 
adjustment of |N |	and ρ. Recall, |N |	states for the size of the network 
and ρ represents the percentage amount of involved nodes within one 
optimization step to perform the optimization process. In the following 
the results of conducted experiments are presented. To ensure 
representative values, any experiment is repeated 300 times and the 
results are averaged.  

The first three experiments examine the behaviour of the self-
optimization algorithm with a fixed |N |	=	100 but different percentage 
of ρ. 
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Table 1.2. A binary classification of heterogeneous nodes. 

zNode Type Memory (MB) Trust Amount ( %) 

Type 1 [8000 - 16000] [0.6 - 0.99] 50 

Type 2 [1000 - 8000] [0.1 - 0.60] 50 
 

• Experiment 1.1: |N |	=	100, ρ =	30 % (see Figs. 1.11 and 1.12) 

• Experiment 1.2: |N |	=	100, ρ =	50 % (see Figs. 1.11 and 1.12) 

• Experiment 1.3: |N |	=	100, ρ =	70 % (see Figs. 1.11 and 1.12) 

Experiments 2.1-2.3 consider a fixed network size of |N |	 =	200 and 
different percentage of ρ. 

• Experiment 2.1: |N |	=	200, ρ =	30 % (see Figs. 1.13 and 1.14) 

• Experiment 2.2: |N |	=	200, ρ =	50 % (see Figs. 1.13 and 1.14) 

• Experiment 2.3: |N |	=	200, ρ =	70 % (see Figs. 1.13 and 1.14) 

The following three experiments are similar to the first ones but the 
network size is set to |N |	=400. 

• Experiment 3.1: |N |	=	400, ρ =	30 % (see Figs. 1.15 and 1.16) 

• Experiment 3.2: |N |	=	400, ρ =	50 % (see Figs. 1.15 and 1.16) 

• Experiment 3.3: |N |	=	400, ρ =	70 % (see Figs. 1.15 and 1.16) 

The last three experiments examine the behaviour of the introduced 
algorithm with |N |	=	800 and different ρ. 

• Experiment 4.1: |N |	=	800, ρ =	30 % (see Figs. 1.17 and 1.18) 

• Experiment 4.2: |N |	=	800, ρ =	50 % (see Figs. 1.17 and 1.18) 

• Experiment 4.3: |N |	=	800, ρ =	70 % (see Figs. 1.17 and 1.18) 
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Fig. 1.11. Result of experiments 1.1 - 1-3 according  
to the rating function Fworkload . 

 

Fig. 1.12. Result of experiments 1.1 - 1-3 according  
to the rating function Ftrust . 

 

Fig. 1.13. Result of experiments 2.1 - 2-3 according  
to the rating function Fworkload . 



Advances in Intelligent Systems: Reviews, Book Series, Vol. 1 

42 

 
Fig. 1.14. Result of experiments 2.1 - 2-3 according  

to the rating function Ftrust . 

 
Fig. 1.15. Result of experiments 3.1 - 3-3 according  

to the rating function Fworkload . 

 
Fig. 1.16. Result of experiments 3.1 - 3-3 according  

to the rating function Ftrust . 
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Fig. 1.17. Result of experiments 4.1 - 4-3 according  
to the rating function Fworkload . 

 
Fig. 1.18. Result of experiments 4.1 - 4-3 according to the rating function Ftrust  

Conclusion Deduced From Conducting Experiments. The experiment 
results, with the focus on workload, are depicted in Figs. 1.11, 1.13, 1.15, 
and 1.17. These figures show the optimization steps on the horizontal 
axis and the workload deviation of nodes on the vertical axis. Values 
near to the bottom left corner represent small deviation of workloads 
with few number of optimization steps. The results attest the introduced 
self-optimization algorithm a continuous reduction of the workload 
deviations in all kind of settings. Beside the workload balancing, the 
introduced algorithm provides also a good ability to improve its speedup 
over the parametrization of ρ, making it suitable to be applied in 
overfilled situations with too many number of messages. Figs. 1.12, 1.14, 
1.16, and 1.18 show similar results to the workload experiments, but with 
the focus on trust. The optimization steps are depicted on the horizontal 
axis and the fitness function for trust on the vertical axis. Optimal 
theoretical values considering pure trust distributions are marked with 
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red triangular lines for each experiment. Similarly to the last results, we 
can state that the algorithm developed in this work is able to always 
improve the availability of important services at runtime and that the 
parametrization of ρ plays here also an important role to increase the 
speedup of the trust optimization in the whole system. 

1.8. Conclusions and Future Work 

In this chapter, a novel self-optimization algorithm for open distributed 
self-* systems has been proposed. The algorithm does not only consider 
pure load-balancing but also takes into account trust to improve the 
assignment of important services to trustworthy nodes at runtime. More 
precisely, the algorithm makes use of different optimization strategies —
- as cited in the corresponding part of Section 1.5 — to determine 
whether a service should be transferred to another node or not. Section 
1.7 presents the results of the performance measurements that are 
conducted to evaluate the algorithm. The results indicate that for our 
model trust concepts improve significantly the availability of important 
services while causing a small deterioration (i.e., by about 7 %) regarding 
load balancing. Therefore, we classify our algorithm as a kind of best-
effort approach that provides good but not necessarily optimal solutions 
to this trade-off problem. Then, a set of variations of the basic algorithm 
are introduced in Section 1.6 to improve its performance in case of 
multiple requests. The difference between the variations arises in the way 
to handle requests, either sequential or parallel. In Section 1.7.3, a 
comparative evaluation is conducted to analyze the performance results 
of the variations compared to the basic approach. The results attest a 
good performance for the extended optimization algorithm with parallel 
request handling. In Section 1.7.4, an additional evaluation is provided 
to further investigate the behavior of our approach for different network 
settings. The results indicate here as well a good performance for our 
algorithm. It clearly attains its goals of both trust and load optimizations 
in all kind of parametrizations and network sizes. Apart from this, the 
algorithm provides also a good possibility to increase its speedup over 
the parametrization of ρ making it suitable to be applied in overfilled 
situations with too many number of messages. In future work, extensions 
are planned to deal with the Cold-Start-Problem, i.e., the need to 
integrate new nodes with unknown trust values with other nodes in the 
network. This is very important to improve the robustness of the 
proposed self-optimization algorithm. One possible solution to address 
this issue could be to make runtime prediction or online training for the 
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new participating nodes, but as it goes beyond the scope of this work it 
is not further discussed here. 
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