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We derive an analytical expression of the second virial coefficient of d-dimensional hard sphere
fluids confined to slit pores by applying Speedy and Reiss’ interpretation of cavity space. We confirm
that this coefficient is identical to the one obtained from the Mayer cluster expansion up to second
order with respect to fugacity. The key step of both approaches is to evaluate either the surface area
or the volume of the d-dimensional exclusion sphere confined to a slit pore. We, further, present
an analytical form of thermodynamic functions such as entropy and pressure tensor as a function
of the size of the slit pore. Molecular dynamics simulations are performed for d = 2 and d = 3,
and the results are compared with analytically obtained equations of state. They agree satisfactorily
in the low density regime, and, for given density, the agreement of the results becomes excellent as the
width of the slit pore gets smaller, because the higher order virial coefficients become unimportant.
© 2011 American Institute of Physics. [doi:10.1063/1.3564917]

I. INTRODUCTION

The understanding of thermodynamic behaviors of fluids
in restricted geometries has been of long-standing interest.
Owing to the recent rapid development of nanotechnology,
quantitative observations and characterizations have become
available for a number of interesting thermodynamic prop-
erties of fluid systems with strong geometric confinement.
Furthermore, confined fluids have a wide range of applica-
tions such as biological1 and artificial2, 3 microchannels, car-
bon nanotubes,4 nanoporous catalysts,5, 6 molecular sieves,7, 8

and molecularly imprinted materials.9 Specifically, the estab-
lishment of theoretical foundations of thermodynamics and
transport properties of confined fluids10 is critical for the fur-
ther development of current technology to solve the energy
problems; for example, the underlying principles of hydrogen
gas absorption in templated porous materials, such as metal-
organic frameworks and covalent organic frameworks,11–15

or ionic transport through proton exchange membrane fuel
cells,16–23 are governed by the physics of confined fluids.

The quest for fundamental understanding of confined flu-
ids has invoked a number of theoretical approaches and nu-
merical simulation studies.24–30 Most analytical studies with
the goal to derive an analytical equation of state (EOS) of
confined fluids are based on hard sphere (HS) systems inter-
acting with hard walls (HW) with idealized geometries such
as slit and cylindrical pores. In order to obtain more accu-
rate analytical EOS of fluids confined in such shapes of pores,

a)Electronic mail: linus16@kaist.ac.kr.

various mathematical techniques have been employed; for ex-
ample, the transfer matrix method by Xin et al.,24 the pore-
bulk distribution coefficient calculated by Glandt,25 the low-
dimensional technique used by Post and Kofke,26 and the
transfer operator method by Kamenetskiy et al.27 However,
a simple and accurate analytical EOS covering a wide range
of pore sizes and fluid densities has not been developed yet.

Recently, Mukamel and Posch formulated a method to
calculate thermodynamic properties of hard disks confined in
a two-dimensional channel.28 They derived an analytical form
of the free energy of confined hard disks, which is exact up to
second virial terms, by employing the Mayer cluster expan-
sion method. Then, by taking appropriate derivatives of the
free energy with respect to the channel length and width, they
were able to obtain each component of the anisotropic pres-
sure tensor in the low density region and for the whole range
of pore sizes.

For bulk HS fluids, which belong to the most exten-
sively studied thermodynamic systems,31–36 various statisti-
cal thermodynamic problems have been successfully reduced
to statistical geometric problems in terms of a “free volume”
approach.33–36 Employing the free volume approach, a pic-
torial representation of a thermodynamic problem becomes
possible and concepts like temperature, energy, and motion
are effectively eliminated. The concept of the free volume
is defined as the available space for a given particle when
all neighbor particles are frozen. Hoover and his co-workers
have succeeded in deriving the EOS of d-dimensional HS flu-
ids as a function of the volume 〈V f 〉 and the surface area
〈S f 〉 of the free volume.33, 34 Speedy and Reiss modified this
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relationship by introducing another geometrical quantity,
known as the cavity, which is defined as the available space
for the addition of one more particle.35, 36 The EOS of the
d-dimensional fluid of HS with diameter σ can be expressed
in terms of the ensemble-averaged cavity volume 〈Vc〉 and the
ensemble-averaged surface area 〈Sc〉:

Pv

kB T
= 1 + σ

2d

〈Sc〉
〈Vc〉 , (1)

where P , v, and T denote pressure, volume per particle, and
temperature, respectively. The validity of Eq. (1) for bulk HS
systems has been tested and verified for a broad range of den-
sities by directly evaluating the surface area and the volume
of the cavity using the Voronoi tessellation method.37, 38

The conjunction of Eq. (1) with the virial theorem tells
that the interparticle virial is proportional to the surface area
of the cavity normalized with respect to the volume of the
cavity. If the particles move in a confined space, the interpar-
ticle virial is suppressed by the confined geometry. Thus, the
size of the cavity volume has to be modified depending on the
confining geometry.

The present paper is organized as follows. In Sec. II, we
start with the definitions of the cavity volume and the sur-
face area of the d-dimensional HS system confined to a slit-
shaped pore composed of two parallel (d − 1)-dimensional
hyperplanes. Then, we derive the EOS and thermodynamic
functions valid up to the second virial term using the cavity
volume and surface area. Next we derive the second virial
coefficient, B2 for the same system using Mayer’s cluster
expansion,28 and confirm that the two approaches produce
identical result. In Sec. III, we examine the validity of our
equation of state by comparing with numerical simulation re-
sults for d = 2 and d = 3 dimensional HS fluid systems con-
fined to a slit pore, and discuss the contribution of the second
virial term to the thermodynamics of confined HS fluids. Con-
cluding remarks follow in Sec. IV.

II. GENERAL FORMULATION

A. The second virial coefficient of confined fluids:
Free volume approach

We consider a system composed of N d-dimensional
spherical particles with mass m in a confined space at tem-
perature T . These particles interact with each other via the
hard sphere potential:

u (r ) =
{

∞, r < σ

0, otherwise
, (2)

where r denotes the distance between the centers of two HS
particles.

The motion of the particles is confined to the space
provided by the slit-shaped pore composed of two parallel
(d − 1)-dimensional hyperplanes. We choose the normal di-
rection of the hyperplane as x-direction. If we consider a HW
interaction potential of the form

uw (x) =
{

∞, |x | > L x/2

0, otherwise
, (3)

Lx 

exclusion sphere 

cavit y surface of pore 

hard sphere 

Lx 

exclusion sphere 

(a)

(b)

FIG. 1. Schematic diagram of the cavity space. The solid spheres represent
HS particles and the dashed spheres indicate the exclusion spheres of the
respective HS. In the lower panel, a 2d-cut of the slit pore perpendicular to
the walls indicated by thick dark gray lines is sketched; the cavity space is
shown as shaded region.

the motion of the center of the HS in the x-direction is re-
stricted to the interval [−L x/2, L x/2]. Here the actual pore
width is L x + 2σ . However, the total available volume for a
given particle inside of the slit pore is defined as a product of
the surface area of the slit pore and L x . Thus, we call L x the
free width.

The shaded region in Fig. 1(b) depicts the cavity space
of the confined HS fluid system. It is to be noted that
the contribution to the surface area of the cavity space
in the case of the confined system is not only from the ex-
clusion spheres of the HS particles [dashed lines in Fig. 1(b)],
but also from the surface area of the pore [dashed-dotted lines
in Fig. 1(b)], but the contribution to the interparticle virial
comes from the former part, only. Therefore, Eq. (1) which is
valid for bulk fluid system has to be modified as follows: (1)
define the surface area of the cavity space only contributed
from the exclusion sphere of each particle, and (2) determine
the volume of the cavity space in a confined geometry, which
is defined as the total available volume of the slit pore minus
the union of the exclusion spheres of all particles within the
pore. Denoting the surface area per particle according to def-
inition (1) by SExS and the volume per particle of the union of
exclusion spheres by VExS, we can rewrite Eq. (1) as

Pv

kB T
= 1 + σ

2d

〈SExS〉
v − 〈VExS〉 , (4)

where the angular brackets denote the ensemble average over
all possible configurations in the confined space, and v is the
specific volume defined as the total volume of the confined
space divided by N .

Generally, at finite densities there are always some over-
laps of the exclusion spheres. Thus, the computations of
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a

σ

d-dimensional
cropped Hypersphere

d-dimensional Hyperplane

Surface area : S(a)
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FIG. 2. In the d-dimensional space, the hypersphere with radius σ is de-
fined by x2 + y2 + z2 + · · · = σ 2. A hyperplane located at x = a divides
the hypersphere into two trimmed hyperspheres, where a ∈ [0, σ ]. We re-
fer to the larger one of the two as to the cropped hypersphere. The surface
area and the volume of the cropped hypersphere (mathematically, defined as
{�r ; |�r | < σ and �r · x̂ < a}) are denoted by S (a) and V (a), respectively, each
of which is determined by the surface area and volume of the corresponding
exclusion sphere. Explicit expressions are given in Eqs. (12)–(25).

〈SExS〉 and 〈VExS〉 require a numerical approach. However if
we assume that the density of the system is sufficiently low,
then we can consider the contribution from the two-body in-
teraction only, and the resulting EOS is valid up to the sec-
ond virial term. This case corresponds to the situation without
any overlap of the exclusion spheres. The perturbation expan-
sion of the denominator of Eq. (4) up to second order then
leads to

Pv

kB T
= 1 + σ

2d

〈SExS〉
v

+ O

(
1

v2

)
(5)

and the second virial coefficient B2 can be expressed in terms
of 〈SExS〉 as

B2 = σ

2d
〈SExS〉 . (6)

For the bulk fluid, the surface of nonoverlapping
exclusion spheres SExS is given by the surface ar-
eas of d-dimensional hyperspheres of radius σ , SHS =
(2πd/2σ d−1)/�(d/2). Accordingly, the second virial coeffi-
cient of d-dimensional HS bulk system can be obtained from
Eq. (6) as, BHS

2 (d) = (
√

πσ )d/[d�(d/2)].
If the fluid is confined to the slit-shaped pore, the in-

variance with respect to translations in the x-direction is
broken, and the exclusion sphere of a given particle de-
pends on the x-coordinate of the particle because a part of
the exclusion sphere can be trimmed by a pore wall as de-
picted in Fig. 1. We denote the x-directional position depen-
dent surface area of the exclusion sphere by SExS (x). As-
suming that the probability distribution of the particles is
uniform along the x-direction, which is an appropriate ap-
proximation in the low density regime, the ensemble aver-
age of SExS (x) reduces to an average with respect to the
x-coordinate:

〈SExS〉 = 1

L x

∫ L x /2

−L x /2
SExS (x) dx . (7)

In order to calculate SExS (x), we consider a hypersphere
with radius σ and a hyperplane bisecting the hypersphere (see
Fig. 2). The surface area of the larger part, i.e., of the cropped

sphere which is denoted by S (a), depends on the distance a
of the sphere from the wall. Then, SExS (x) can be expressed
in terms of S (a) as

SExS (x) =
1. when L x ≥ 2σ ,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S

(
L x

2
− x

)
,

L̃ x

2
< x <

L x

2

S (σ ) , − L̃ x

2
≤ x ≤ L̃ x

2

S

(
L x

2
+ x

)
, − L x

2
< x < − L̃ x

2

, (8)

2. when σ ≤ L x < 2σ ,⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

S

(
L x

2
− x

)
, − L̃ x

2
< x <

L x

2

S

(
L x

2
− x

)
+ S

(
L x

2
+ x

)
− S (σ ) ,

L̃ x

2
≤ x ≤ − L̃ x

2

S

(
L x

2
+ x

)
, − L x

2
< x <

L̃ x

2

,

(9)
and

3. when 0 < L x < σ ,

S

(
L x

2
− x

)
+ S

(
L x

2
+ x

)
− S (σ ) , (10)

where L̃ x = L x − 2σ . The substitution of Eqs. (8)–(11) into
Eq. (7) leads to

〈SExS〉 =⎧⎪⎪⎪⎨⎪⎪⎪⎩
2

L x

∫ L x

0
S (a) da − S (σ ) , 0 < L x < σ

2

L x

∫ σ

0
S (a) da +

(
1 − 2σ

L x

)
S (σ ) , L x ≥ σ

,

(11)
where S (σ ) = SHS.

The integral giving S (a) can be evaluated in the
hyperspherical coordinate system (details are shown in
Appendix A):

S (a) = C
d (d − 1)

σ 2

[
F (I) (1) + a

σ
F (I)

(
a2

σ 2

)]
, (12)

where

C = π (d−1)/2σ d+1

� ((d + 1) /2) d
(13)

and

F (I) (x) = 2 F1

(
1

2
,

3 − d

2
,

3

2
; x

)
, (14)

being a Gauss hypergeometric function.
Substituting Eq. (12) into Eqs. (6) and (11), we obtain

B2 = C

L x

[
L x

σ
F (II) (1) − 1

]
, (15)
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if L x ≥ σ , and otherwise,

B2 = C

L x

[
F (II)

(
L2

x

σ 2

)
− 1

]
, (16)

where

F (II) (x) = 2 F1

(
−1

2
,

1 − d

2
,

1

2
; x

)
. (17)

In a recent work, Mukamel and Posch expressed the sec-
ond virial coefficient B2 of confined hard disks (d = 2) in
terms of the Mayer function.28 We generalize this relation to
the d-dimensional system:

B2 = −q (L x )

2
+ L x

2d

dq (L x )

d L x
, (18)

where

q (L x ) = −
∫

1 − e−βu(r12)ddr12, (19)

which can be simplified to

q (L x ) = −
∫

�

ddr12, (20)

for the HS interaction, where � is the d-dimensional sphere
satisfying r12 = |�r1 − �r2| ≤ σ , �ri being the position of i’th
particle.

In the case of confined fluids, the component of the par-
ticle position transversal to the confining walls is restricted
to x ∈ [−L x/2, L x/2]. This confinement transforms the geo-
metrical shape of � into the cropped exclusion sphere pro-
posed above. Thus,

∫
�

ddr12 corresponds to the ensemble-
averaged volume of cropped exclusion spheres, 〈VExS〉, which
leads to

q (L x ) = −〈VExS〉 . (21)

Then Eq. (18) becomes

B2 = 〈VExS〉
2

− L x

2d

d 〈VExS〉
d L x

, (22)

where the ensemble average of VExS (x) can be obtained by
performing an average with respect to x [refer Eq. (7)]:

〈VExS〉 = 1

L x

∫ L x /2

−L x /2
VExS (x) dx . (23)

The calculation procedure of 〈VExS〉 is closely parallel
to the procedure by which 〈SExS〉 is calculated following
Eqs. (8)–(11). The ensemble-averaged exclusion volume
〈VExS〉 can be expressed in terms of the volume V (a) of the
hypersphere with radius σ cropped by a hyperplane at dis-
tance a from the center of the hypersphere as (see Fig. 2)

〈VExS〉 =⎧⎪⎪⎪⎨⎪⎪⎪⎩
2

L x

∫ L x

0
V (a) da − V (σ ) , 0 < L x < σ

2

L x

∫ σ

0
V (a) da +

(
1 − 2σ

L x

)
V (σ ) , L x ≥ σ

.

(24)

The volume of the d-dimensional “cropped hypersphere”
V (a) is (see Appendix A),

V (a) = C
(d − 1)

σ

[
F (I) (1) + a

σ
F (I)

(
a2

σ 2

)
+ A

]
, (25)

where

A = a(σ 2 − a2)
d−1

2

σ d (d − 1)
. (26)

Substitution of Eq. (25) into Eqs. (22)–(24) yields ex-
actly the same result for the B2 as those shown in Eqs. (15)
and (16), which are obtained using the free volume idea. This
comparison confirms that for d-dimensional HS fluids con-
fined to the slit-shaped pore, Speedy’s and Reiss’ EOS, which
is based on the free volume approach, agrees with the EOS
achieved by Mayer’s cluster expansion at least up to the sec-
ond virial term.

Furthermore, we note that this equivalence still holds for
the HS fluids that is confined to a channel satisfying peri-
odic boundary conditions (PBC) in the x-direction, which is
one of the systems proposed by Mukamel and Posch (see
Appendix B).28

B. Free energy and pressure tensor components

Knowing the analytical form of B2 we are able to derive
other thermodynamic quantities of HS fluids confined to a slit
pore.

For example, the diagonal components of the pressure
tensor Pαα can be obtained by differentiating the specific free
energy f = F/N with respect to Lα:

Pααv = −Lα

∂ f

∂Lα

, (27)

where α ∈ {x, y, z, · · ·}. Since the thermodynamic pressure
is a sum of the diagonal components of the pressure tensor
P = ∑

α Pαα/d, Eqs. (5)–(27) lead to

1 + σ

2d

〈SExS〉
v

= − 1

dkB T

∑
α

Lα

∂ f

∂Lα

. (28)

Recalling the specific free energy of the bulk system ob-
tained up to the second order virial expansion is given by

f

kB T
= f ideal

kB T
+ BHS

2

v
, (29)

we assume the solution form of the differential equation Eq.
(28) as

f

kB T
= f ideal

kB T
+ g (L x )

v
, (30)

where g (L x ) /v is the excess free energy contributed by the
second virial term and

f ideal

kB T
= −1 − ln v + d ln λ. (31)

Here λ is the thermal de Broglie wavelength, h/
√

2πmkB T .
Then, Eq. (28) is simplified as

σ

2d
〈SExS〉 = g (L x ) − L x

d

∂g (L x )

∂L x
, (32)
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whose formal solution is given as

g (L x ) = −σ (L x )d

2

∫ 〈SExS〉
(L x )d+1 d L x . (33)

From Eq. (33), we obtain f , and, by means of Eq. (27) the
leading terms of the diagonal elements of the pressure tensor,
Pxx and Pμμ with μ ∈ {y, z, · · ·}, become

if L x ≥ σ

f

kB T
= f ideal

kB T
+ C

v L x

[
L x

σ
F (II) (1) − d

d + 1

]
,

Pxx v

kB T
= 1 + C

v L x

[
L x

σ
F (II) (1) − 2d

d + 1

]
, (34)

and

Pμμv

kB T
= 1 + C

v L x

[
L x

σ
F (II) (1) − d

d + 1

]
, (35)

where C as in Eq. (13).
If 0 ≤ L x < σ

f

kB T
= f ideal

kB T
+ C

v L x

[
F (II)

(
L2

x

σ 2

)
− d

d + 1
− D

]
,

Pxx v

kB T
= 1+ C

v L x

[
F (II)

(
L2

x

σ 2

)
− 2d

d+1
+D (d−1)

]
, (36)

Pμμv

kB T
= 1 + C

v L x

[
F (II)

(
L2

x

σ 2

)
− d

d + 1
+ D

]
, (37)

where

D =
(
σ 2 − L2

x

) d+1
2

σ d+1 (d + 1)
. (38)

C. Asymptotic behavior of pressure in the limit of
wide and narrow slits

The thermodynamic behavior of the HS fluid system con-
fined to the slit pore is expected to approach that of bulk d-
dimensional HS fluids as L x goes to infinity. On the other
hand, the behavior of the same system is expected to converge
to that of a (d − 1)-dimensional bulk HS as L x approaches 0.
Here we show that the components of the pressure tensor ex-
hibit the expected behavior.

In the limit L x → ∞, both Eqs. (34)–(35) approach the
bulk value of pressure, i.e.:

lim
L x →∞

Pxx (L x ) v

kB T
= 1 + BHS

2 (d)

v
, (39)

lim
L x →∞

Pμμ (L x ) v

kB T
= 1 + BHS

2 (d)

v
. (40)

On the other hand, if L x goes to 0, the Eqs. (36)–(37)
become

lim
L x →0

Pxx (L x ) v

kB T
= 1, (41)

lim
L x →0

Pμμ (L x ) v

kB T
= 1 + BHS

2 (d − 1)

v̄
, (42)

where v̄ = v/L x denotes the specific volume projected onto
(d − 1)-dimensional space, v being the d-dimensional spe-
cific volume.

Therefore, we find that the parallel component of the
pressure tensor of d-dimensional HS fluids confined to the slit
pore coincides with that of d and (d − 1)-dimensional bulk
fluids as L x approaches infinity and 0, respectively, while the
orthogonal components of the pressure tensor are given by
those of the d-dimensional bulk system and of an ideal gas as
L x goes to infinity and 0, respectively.

III. COMPARISON WITH MOLECULAR DYNAMICS
SIMULATION RESULTS

Molecular dynamics (MD) simulations were performed
with N = 400 HS particles with diameter σ and mass m. The
number density ρ is defined as N/V and the temperature T
is obtained from the average kinetic energy data obeying the
equipartition theorem:

d

2
NkB T =

〈
1

2

N∑
i=1

mv2
i

〉
. (43)

In our simulations, all physical quantities are given in dimen-
sionless unites by setting kB T , m, and σ to unity. Accordingly,
the time scale is set to unity as τMD =

√
mσ 2 kB T = 1.

We performed MD simulations for d = 2 and d = 3
HS fluids at two different densities of ρ = 0.01 and ρ

= 0.1, and verified the assumption of nonoverlapping exclu-
sion sphere used in deriving the second virial coefficient. Ini-
tial particle positions and velocities were taken from uniform
and Maxwell–Boltzmann distributions, respectively. The time
evolution of the system was calculated via the event-driven
MD simulation method.39, 40 Since the particles perform a free
motion between subsequent collisions, the equation of mo-
tion can be solved exactly up to machine precision, which
renders the simulations stable over long periods of time.
In order to evaluate the statistical error of each data point,
we performed ten independent sets of MD simulations for
500 τMD.

In the numerical simulations, periodic boundary condi-
tions are applied for all but the x-direction. Two different
types of reflective boundary conditions were applied when
the particles arrive at x = ±L x/2. The first strategy is to use
a specular wall (S-wall model) which reflects the particle in
an elastic way by changing the sign of the velocity compo-
nent in the x-direction only, and in the second case a Knud-
sen wall (K-wall model) (Ref. 41) is implemented, which
scatters the particles in a random manner, while adjusting the
kinetic energy of the scattered particle to the desired kinetic
temperature by selecting the velocity of scattered particles
from

φ1(vx ) = m

kB T
|vx | exp

(
− mv2

x

2kB T

)
, (44)

φ2(vμ) =
√

m

2πkB T
exp

(
− mv2

μ

2kB T

)
. (45)
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We note that the boundary conditions realized in the S-wall
and the K-wall models are two limits of Maxwell’s slip
boundary condition.42 The diagonal elements of the pressure
component Pαα are computed using the virial theorem:

PααV =
〈

1

2

N∑
i=1

mv2
i

〉
+ 1

τ

∑
c

r (c)
α,i jv (c)

α,i , (46)

where c denotes summation over all possible collisional
events, τ the mean sojourn time between each collision,
r (c)
α,i j = r (c)

α,i − r (c)
α, j the α-component of the pairwise distance

vector between two particles involved in the collision, and
v (c)

α,i the α component of the velocity change of particle i
due to such an event.

A. Two-dimensional channel

If d = 2, the diagonal components of the pressure tensor
shown in Eqs. (34)–(37) are reduced to

Pxx v

kB T
− 1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2

v

(
sin−1 L x

σ
− 4σ

3L x

)
, 0 < L x < σ

+E

(
4σ 2 − L2

x

3v

)
σ 2

v

(
π

2
− 4σ

3L x

)
, L x > σ

,

(47)

Pyyv

kB T
− 1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ 2

v

(
sin−1 L x

σ
− 2σ

3L x

)
, 0 < L x < σ

+E

(
2σ 2 + L2

x

3v

)
σ 2

v

(
π

2
− 2σ

3L x

)
, L x > σ.

,

(48)
Therefore, the thermodynamic pressure P = (

Pxx + Pyy
)
/2

is

Pv

kB T
− 1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ 2

v

(
sin−1 L x

σ
− σ

L x
+ E

)
, 0 < L x < σ

σ 2

v

(
π

2
− σ

L x

)
, L x > σ

,

(49)

where

E =
√(

σ

L x

)2

− 1. (50)

We note that in the region of 0 < L x < σ , which is gen-
erally referred to as the single file regime, the expression of
Pyy in Eq. (48) is identical to the one obtained from the trans-
fer operator method applied to a canonical isobaric hard disk
gas system in the low density region.27

Figure 3 compares the components of the diagonal pres-
sure tensor obtained by the MD simulation with the analyt-
ical results for various widths L x . In the low density region
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FIG. 3. Diagonal components of the pressure tensor as functions of Lx at
number densities (a) ρ = 0.01 and (b) ρ = 0.1. The analytical results of
Eqs. (47)–(49) are displayed as solid lines, and the simulation results are in-
dicated as empty circles (S wall) and crosses (K wall). The statistical error of
the simulations is of the order of the symbol size. Each diagonal component
is distinguished by a different color: Pxx , Pyy , and P are colored with blue,
red, and black, respectively.

[ρ = 0.01, Fig. 3(a)], our analytical results in Eqs. (47)–(49)
show excellent agreement with the numerical MD simulation
results. However for ρ = 0.1 [Fig. 3(b)], a non-negligible dis-
crepancy exists between the two results, which tells that our
analytical results which contain only up to binary collisions
underestimate the pressure compared to the numerical results.
It is to be noted that the thermodynamic behavior of confined
fluids varies sensitively depending not only on the density ρ,
but also on the slit width L x . For example, the mean interpar-
ticle distance of confined fluids in the slit pore increases as
L x when the density is kept at a constant value. Eventually,
as L x goes to 0, the system approaches a (d − 1) dimensional
ideal gas system even at a finite value of ρ. In order to avoid
such an awkward situation occurring in the small L x regime,
we introduce the projected density ρ̄ as an effective density
parameter in small regions of L x .

On the other hand, if we increase the size of the slit pore
L x while maintaining the effective density ρ̄ at some constant
value, the density ρ decreases. Accordingly, the mean inter-
particle distance increases indefinitely in the large L x regime,
yielding the d-dimensional ideal gas system. In order to prop-
erly compare the analytical equations with the numerical re-
sults, therefore, we use ρ as a density parameter when we
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FIG. 4. Dependence of the diagonal components of the pressure tensor as
function of the width Lx at constant xy-projected number densities (a) ρ̄ =
0.01 and (b) ρ̄ = 0.1. The analytical results of Eqs. (47)–(49) are displayed
as solid lines, and the simulation result as empty circles (S wall), and crosses
(K wall). The statistical error of the simulations is of the order of the symbol
size. Each diagonal component is distinguished by a different color: Pxx , Pyy ,
and P are colored with blue, red, and black, respectively.

investigate the L x → ∞ regime. On the other hand, we use ρ̄

when we investigate L x → 0 regime.
The behaviors of P , Pxx , and Pyy as a functions of L x

with ρ̄ kept constant are shown in Fig. 4. When ρ̄ = 0.01
[Fig. 4(a)], our analytical results are in good agreement with
the MD simulation results, while in the case of ρ̄ = 0.1 [see
Fig. 4(b)] significant deviations exist between the analytical
and MD simulation results due to the considerable contribu-
tion of higher virial terms, which are not considered in our
analytical treatment.

B. Three-dimensional channel

For d = 3, the diagonal components of the pressure ten-
sor in Eqs. (34)–(37) reduce to

Pxx v

kB T
− 1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
π L3

x

6v
, 0 < L x < σ

2πσ 3

3v

(
1 − 3σ

4L x

)
, L x > σ

, (51)
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FIG. 5. Diagonal elements of the pressure tensor as a function of Lx for (a)
ρ = 0.01 and (b) ρ = 0.1. The analytical results of Eqs. (51) and (53) are
displayed as solid lines, and the simulation results as empty circles (S wall),
and crosses (K wall). The statistical error of the simulations is of the order of
the symbol size. Each diagonal component is distinguished by different color:
Pxx , Pyy = Pzz , and P are colored with blue, red, and black, respectively.

Pyyv

kB T
− 1 =

Pzzv

kB T
− 1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
πσ 2

2v
L x

(
1 − L2

x

6σ 2

)
, 0 < L x < σ

2πσ 3

3v

(
1 − 3σ

8L x

)
, L x > σ

, (52)

and the total pressure P = (
Pxx + Pyy + Pzz

)
/3 becomes

Pv

kB T
− 1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
πσ 2

3v
L x , 0 < L x < σ

2πσ 3

3v

(
1 − σ

2L x

)
, L x > σ

. (53)

The analytical and MD simulation results of each diag-
onal element of the pressure tensor are compared in Fig. 5.
At low density [ρ = 0.01, Fig. 5(a)], the pressure tensor trun-
cated at the second virial term [Eqs. (51)–(53)] is identical to
the numerical MD simulation result within the statistical error.
However at the higher density ρ = 0.1 [Fig. 5(b)], obviously
contributions from higher virial terms become significant.
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FIG. 6. Lx dependence of the diagonal components of the pressure tensor
at constant xy-projected number density (a) ρ̄ = 0.01 and (b) ρ̄ = 0.1. The
analytical results [Eqs. (51)–(53)] are displayed as solid lines, and the MD
simulation results as empty circles (S wall) and crosses (K wall). The statis-
tical error of the simulations is of the order of the symbol size. Each diagonal
component is distinguished by a different color: Pxx , Pyy = Pzz , and P are
colored with blue, red, and black, respectively.

If the projected number density is kept constant at ρ̄ =
0.01 we found excellent agreement between the analytical and
MD simulation results for the pressure tensor as function of
L x . However at the higher density ρ̄ = 0.1, the pressure com-
ponents obtained from MD simulations consistently are larger
than the analytically obtained values since in the analytical
approach virial terms are considered only up to the second
order (see Fig. 6).

We found that the contributions of higher order virial
terms to the pressure become substantial for ρ = 0.1.
Figure 7 displays the difference between the pressure, P simul.,
obtained by MD simulations, thereby contains all Mayer ring
diagrams of the conÞned HS fluids, and the analytical second
order virial approximation, Panal.. When L x falls below the
HS diameter, this suppression becomes most effective. Fur-
ther, the ring diagrams do not contribute for bulk HS systems
in higher dimensions for which higher order correlation func-
tions can be inferred from pair correlation functions and the
number density.43–45 In pore systems, such a decorrelation be-
havior occurs due to the strong geometric confinement (e.g.,
see Fig. 8).
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FIG. 7. Differential plot of Psimul. containing all higher virial terms and
Panal. truncated at the second virial term. Contribution of higher order virial
terms are suppressed as the pore size decreases, specifically when Lx is
smaller than than the order of σ .

Another important point to be addressed here is that the
thermodynamic behavior of a confined fluid does not depend
on the type of the wall boundary condition. As demonstrated
in Figs. 3 and 6, the MD simulation results of the diagonal ele-
ments of the pressure tensor obtained for different wall condi-
tions perfectly agree for all widths L x and densities. Further
it implies that the EOS of a confined fluid depends only on
the geometry of the free volume but not on the wall boundary
condition. This means that thermodynamic properties can be
interpreted in terms of statistical geometry even in the case of
confined fluids. This is unlike the case of transport properties,
since in this case, the diffusion behavior sensitively depends
on the type of particle reflection at a wall.30
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FIG. 8. Higher order correlations are decoupled into pair correlations. Triplet
correlation is shown as an example. (a) When Lx > σ , there can be a subvol-
ume of three exclusion spheres (v123). (b) When Lx < σ , no subvolume of
three exclusion spheres is allowed (v123 = 0).
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IV. CONCLUSION

In the present work, we derived the second virial coeffi-
cient B2 of d-dimensional HS fluids confined to the slit pore
composed of two parallel (d − 1)-dimensional hyperplanes.

The calculation of the second virial coefficient B2 was
performed using two different methods. The first method gen-
eralizes the free volume concept developed for bulk HS fluid
system to d-dimensional HS fluid systems confined to slit
pores.35 The second method is an extension of Mukamel and
Posch’s method28 which is based on the Mayer cluster expan-
sion. These two methods produce exactly the same results for
the second virial coefficient B2, even though they are based
on the evaluation of different geometrical factors; the first
method uses the surface area and the second one the volume
of exclusion spheres.

From the virial coefficient B2, an analytical form of the
free energy and of the diagonal components of the pressure
tensor, as well as the EOS of HS fluids confined to slit pores
were obtained.

MD simulations were performed for HS fluids confined
to slit pores, and the EOS was evaluated for both d = 2 and
d = 3 dimensional cases to examine to what extent the an-
alytical results reliably reflect the thermodynamic behavior.
For ρ = 0.1, in the high density regime, the agreement be-
tween the analytical and MD simulation results becomes bet-
ter as the width of the slit pore decreases. This is due to the
suppression of the contribution of higher virial terms to the
EOS.

Lastly, we showed that equilibrium thermodynamic prop-
erties of confined HS fluids are insensitive to the implemented
wall boundary condition. This is an interesting result, since it
tells us that even in the case of confined fluids, the statistical
thermodynamic problems can be successfully transformed to
statistical geometric problems.

ACKNOWLEDGMENTS

This work was supported by the German Excellence
Initiative via Nanosystems Initiative Munich (NIM), by the
Deutsche Forschungsgemeinschaft under the Grant No. HA
1517/25-2, by the Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by
the Ministry of Education, Science, and Technology (MEST)
(Grant No. 2010-0013812), and by the World Class Univer-
sity programs through NRF funded by the MEST (Grant No.
R31-2008-000-10055-0).

APPENDIX A: CALCULATION OF S (a) AND V (a)

The calculation of a volume and a surface area of a hyper-
sphere trimmed by a plane wall (i.e., cropped sphere) is a key
step in the evaluation of B2. We consider the d-dimensional
hypersphere defined by x2 + y2 + z2 + · · · = σ 2 cropped by
a wall located at x = a as shown in Fig. 9 (a ∈ [0, σ ]). We de-
note the volume and the surface area of the hypersphere when
x < a by V (a) and S (a), respectively. Since for a ≥ σ , V (a)
and S (a) simply are the volume and the surface area of an en-
tire hypersphere, here we only consider the case a < σ . In the

FIG. 9. Hyperspherical coordinates in the d-dimensional space are depicted.
The azimuthal angle ϕ1 is defined as the vertical angle from the axis passing
through the center of the sphere (chosen as x-direction). The azimuth angle
ϕ1 is restricted to [0, ϕmax], where ϕmax = cos−1 (−a/σ ).

d-dimensonal hyperspherical coordinate system, the volume
element is defined as

dRd V =
∣∣∣∣det

∂(xi )

∂(r, ϕ j )

∣∣∣∣ drdϕ1dϕ2 · · · dϕd−1, (A1)

where r is the radial coordinate and ϕi ’s are the angle co-
ordinates. Without loss of generality we took ϕ1 as the az-
imuthal angle from the x-axis shown in Fig. 9. Due to the
cropped geometry of the hypersphere, ϕ1 ranges from 0 to
ϕmax = cos−1 (−a/σ ). If we integrate out the remaining an-
gles ϕ2, · · ·, ϕd−2, and ϕd−1, we obtain

dV =
∫ π

ϕ2=0
· · ·

∫ π

ϕd−2=0

∫ 2π

ϕd−1=0
dRd V

= (d − 1)π
d−1

2

� ((d + 1) /2)
sind−2ϕ1 rd−1 dr dϕ1 (A2)

and

d S = (d − 1)π
d−1

2

� ((d + 1) /2)
sind−2ϕ1 σ d−1 dϕ1. (A3)

This yields the volume and the surface area of the cropped
hypersphere as a function of a:

V (a) =
∫ π

0

∫ σ

0
dV −

∫ π

ϕmax

∫ σ

a
cos(π−ϕ1)

dV

= C
(d − 1)

σ

[
F (I) (1) + a

σ
F (I)

(
a2

σ 2

)
+ A

]
(A4)

and

S(a) =
∫ ϕmax

0
d S

= C
d(d − 1)

σ

[
F (I) (1) + a

σ
F (I)

(
a2

σ 2

)]
, (A5)

where F (I) and C are previously defined in Eqs. (14)–(13),
respectively.
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APPENDIX B: WHEN A PARTICLE IS CONFINED
TO A CHANNEL SATISFYING PERIODIC
BOUNDARY CONDITIONS

When the HS particles are confined to a narrow chan-
nel satisfying PBC, the exclusion sphere has an overlap with
its image for 0 < L x < 2σ , and otherwise, it is a full hyper-
sphere. Therefore, 〈SExS〉 and 〈VExS〉 are given as

〈SExS〉 =
⎧⎨⎩2S

(
L x

2

)
− S (σ ) , 0 < L x < 2σ

S (σ ) , L x ≥ 2σ

, (B1)

〈VExS〉 =
⎧⎨⎩2V

(
L x

2

)
− V (σ ) , 0 < L x < σ

V (σ ) , L x ≥ σ

. (B2)

Substitutions of Eqs. (12) and (25) into Eqs. (B1) and (B2)
produce 〈SExS〉 and 〈VExS〉, respectively. Then we obtain B2

either by using Eq. (6) or by using Eq. (22), which is identical
to each other:

if 0 < L x < 2σ ,

B2 = d − 1

2σ 2
C L x F (I)

(
L2

x

4σ 2

)
, (B3)

if L x ≥ 2σ ,

B2 = BHS
2 (d) . (B4)

Thus, it shows that Eq. (1) is also applicable for the evalua-
tion of the EOS of d-dimensional HS confined to a channel
satisfying PBC.

For d = 2, Eqs. (B3) and (B4) becomes

B2 =

⎧⎪⎪⎨⎪⎪⎩
σ 2 sin− 1

(
L x

2σ

)
, 0 < L x < σ

1

2
πσ 2, L x > σ

. (B5)

This recovers the previous result of Mukamel and Posch,
which was already numerically confirmed.28
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FIG. 10. Compressibility factor of 3D HS fluids as a function of Lx for ρ =
0.01. The boundary condition of the pore is periodic. The analytical result
of Eq. (B6) is displayed as a solid line, and the simulation results as empty
circles. The statistical error of the simulations is of the order of the symbol
size.

For d = 3, Eqs. (B3) and (B4) becomes

B2 =

⎧⎪⎪⎨⎪⎪⎩
1

3
πσ 2L x , 0 < L x < σ

2

3
πσ 3, L x > σ

. (B6)

We performed MD simulations of 3D HS fluids in a chan-
nel with PBC for ρ = 0.01, which yield perfect agreement
with then analytical result of Eq. (B6) as shown in shown in
Fig. 10.
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