Enhancing energy harvesting by coupling monostable oscillators
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Abstract. The performance of a ring of linearly coupled, monostable nonlinear oscillators is optimized
towards its goal of acting as energy harvester — through piezoelectric transduction — of mesoscopic fluc-
tuations, which are modeled as Ornstein-Uhlenbeck noises. For a single oscillator, the maximum output
voltage and overall efficiency are attained for a soft piecewise-linear potential (providing a weak attractive
constant force) but they are still fairly large for a harmonic potential. When several harmonic springs are
linearly and bidirectionally coupled to form a ring, it is found that counter-phase coupling can largely
improve the performance while in-phase coupling worsens it. Moreover, it turns out that few (two or three)

coupled units perform better than more.

1 Introduction

The objective towards downsizing and integration that be-
gan half a century ago with the invention of the transis-
tor, necessarily implied developing suitable energy sources
for the small, portable devices including wireless sensor
systems, self-powered microelectronics, autonomous bat-
tery recharging, and many other applications. However,
battery technology advances lagged behind compared to
electronic technology. For instance, whereas disk storage
density has increased over a thousand times in the last
35 years, the increase of battery energy density over that
interval was only about three times [1]. Besides that, the
major disadvantage of batteries is the need of replacing
or recharging frequently once the charge is depleted. This
could be a tedious and expensive procedure in the case
of a large network consisting of hundreds of sensor nodes,
and may be impossible if it is placed in a remote location.

For that reason, small energy-harvesting devices have
been studied during the last few years as an alternative
to batteries. These devices are capable of collecting the
energy present in different forms in the environment. Nat-
urally, the output of an energy harvester is not constant
in time, and a power management circuit is needed before
supplying the output to the circuits [2]. Moreover, in or-
der to transform the harvested energy into electricity, the
device must be equipped with a transducer.

There are many classifications for energy-harvesting
devices, but the most usual ones focus on the energy
source, e.g. kinetic, thermal, electromagnetic (light) [3].
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In kinetic energy harvesting, the fundamental ingredi-
ent is the displacement or deformation of a moving
part in the structure of the device. This motion can be
converted into electric energy by suitable transduction
mechanisms, usually electromagnetic (magnetic induc-
tion), electrostatic (capacity variation) or piezoelectric.
In dealing with kinetic energy harvesting, piezoelectric
materials possess some advantages: larger power densi-
ties, high output voltage, simple structures, compatibility
with micro-electro-mechanical systems (MEMS). A typi-
cal piezoelectric energy harvester consists of a cantilever,
coupled to piezo-ceramic layers that generate alternating
voltage output due to base excitation. A large number of
models can be found in the literature, with their corre-
sponding theoretical and experimental works [4,5].

As it initially applied to harvesting energy from ocean
waves or machinery vibrations, most previous research has
focused on the design of vibration resonators. Energy har-
vesters of this kind have peak performance when the ex-
citation frequency matches their resonance frequency, but
even a small detuning leads to substantial decrease of the
output voltage. In most situations however, the vibrations
in the environment are randomly distributed over a wide
spectrum. Different approaches have been proposed to
deal with this issue, as e.g. multimodal energy harvesting,
resonance-tuning methods or frequency up-conversion [6].
Several recent works [7-11] have stressed non-linearity as
a resource to overcome this problem, specially if the vibra-
tion statistics is broader than Gaussian [12-14]. Consid-
ering moreover that for the phenomenon of stochastic res-
onance [15,16] — a paradigm of the constructive interplay
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between stochasticity and nonlinearity — coupling between
units enhances the collective response [17-22], here too one
finds that coupling can boost the overall efficiency [23-25].

This work continues those activities in studying the
coupling effects, initiated in [23]. In Section 2 — after in-
troducing the oscillator model proposed as piezoelectric
energy harvester (assumed to obey a bounded monostable
potential of the form U(z) = a, |z|™ [9]) and the excita-
tion force acting on it — the relationship between the sys-
tem’s performance and parameters a,, n is first explored.
Next, the influence on the system’s performance of linearly
and bidirectionally coupling a set of harmonic oscillators
is examined: the sign and strength of the coupling, and
the number of coupled oscillators are optimized. Finally,
the effect on the optimal configuration of further adjust-
ing parameter a,, (with the condition a,, < 1) is analyzed.
Section 3 collects our conclusions.

2 Methods and results
2.1 Model

In the spirit of [7-9] (see also [12-14]) we start out by
considering a one-dimensional inertial nonlinear oscillator
x(t) — with mass m, damping constant -y, and governed
by a monostable potential U(z) — coupled with strength
o to a source of mechanical vibrations that produces an
instantaneous force £(t), and to a piezoelectric transducer.
The latter provides a voltage V(t) = K. z(t), and reacts
back on the oscillator with a force K,V (t). Constants K,
(units of electric field) and K, (a linear charge density)
are parameters of the piezoelectric device, which can be
measured. The output voltage is in turn fed into a load
circuit, with resistance R and capacitance C, yielding a
time constant 7, = RC.
The system is thus described by

mi=-U'(z) —myi— K,V + &), (1)
V=K.i—V/7,. (2)

The source of mechanical vibrations £(t) — regarded as
stochastic but self-correlated or “colored” — is modeled as

an Ornstein-Uhlenbeck noise [7-9,26] with zero mean and
self-correlation function

(€M) = % expl(t —t')/7].

As already stated, one of our goals is to infer the oscillator
potential that maximizes efficiency. We restrict the search
to the family considered in [9], namely

Ulx) = an [z, (3)

which become analytic for n even. Here a,, = Uy/|zo|",
where Uy has energy units and z is a characteristic length,

which can be taken as \/f dz 22 exp[-U(z)/0?].

Being V2(t)/R the instantaneous power delivered to
the load resistance, the measures of performance will be
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Fig. 1. Dependence of the mean output voltage Vims (upper
frame) and the overall efficiency 7 (lower frame) on the poten-
tial’s exponent n, for different amplitudes: a,, = 0.5, 1 and 2.
Fixed parameterss m = 1, v =1, K, =1, K. =1, 0 = 1,
T=1,1p=2.

Vims := (V?)1/2 — where (V2) implies both a time-average
during the observation interval and ensemble-average over
noise realizations — and the efficiency (taken to be as de-
fined in [26])

17
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where 7, is the transducer’s efficiency of converting me-
chanical to electrical power, and 7,y is the efficiency of
power converted from the external noise to the power
transferred from the oscillator to the transducer.

N = Nmellnm =

2.2 Role of nonlinearity power n

Figure 1 displays — for a, above, equal to and below one
~ Vims (upper frame) and n (lower frame) as functions of
the exponent n in equation (3). The amplitudes of a,, are
kept constant throughout the exponents n by considering
the appropriate values of Uy and xy. With their own pecu-
liarities, both performance indicators, V,.,,s and 7, follow
the same trends:

a) strong (very weak) dependence on n for its lowest
(higher) values,



Fig. 2. Efficiency 7 as a function of the coupling strength k, for
the piecewise-linear potential (n = 1). As k becomes slightly
negative, n (and the mean output voltage Vims, not shown)
diverge. Fixed parameters: m =1, vy =1, K, = 1, K. = 1,
c=1717=11,=2

b) performance improvement (worsening) at low n for
an, <1 (an, >1).

In agreement with [9], the best performance (Vs = 6.107,
1 = 0.609) is attained with the lowest n and a,, in this set,

namely

Ulz) x % 2. (5)

Note however that for n = 2 (and a,, = 0.5) both Vi
and 7 are fairly high, possessing the additional advantage
of the potential being analytic.

2.3 Coupling several units

The next step in optimizing the device is to find the most
suitable linear coupling between units — as well as the
optimal number of units — assuming periodic boundary
conditions. It is our purpose here to thoroughly investi-
gate preliminary evidence we have found that counter-
phase (anti-diffusive or anti-ferromagnetic like) coupling
(i.e. coupling strength k& < 0), outperforms in-phase one
(i.e. k > 0, diffusive or ferromagnetic like), [23].
The simplest generalization of equation (1) is

mxj = —U/(J)j) — myy i‘j - Kij + aéj(t)
+k(l‘j+1 —2$j —l—xj_l), (6)
Vj = Keij —Vi/7, (7)
j=1,...,N. Now for the potential in equation (5), the
performance indicators (see e.g. Fig. 2) diverge for some
kai < 0, with |kqi| ~ 0.02'. That this divergence indi-

cates the existence of a diffusive instability [27,28] is more
clearly seen by writing equation (6) as

mi; = —Ulg —myi; — K,V; + 0 &(t) (8)

! When k = —0.01, the efficiency 7 scales up to 0.62 (Fig. 2),
and Vims reaches 6.23.
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Fig. 3. For n > 2, no divergence shows up in either 17 or Vims
for k < 0. Fixed parameters: m =1,y =1, K, =1, K. = 1,
c=1717=11,=2.

with

U = {0 + & [l -2 + (0 07, 0)

J

which has the continuous form

Vs = [ a {U(w(l)) ; §<alx>2}. (10)

For ¢ = 0, k > 0 favors in-phase oscillation (uniform
ground state) whereas k < 0 favors counter-phase oscilla-
tion (finite-wavevector ground state). If by effect of noise,
a given oscillator performs a large excursion (so producing
a large piezoelectric voltage), k > 0 (diffusive coupling)
will tend to smooth it up, whereas £ < 0 (antidiffusive
coupling) will tend to enhance it.

In order to perform a deeper analysis with the piece-
wise-linear potential oscillators of equation (5) and Fig-
ure 2, higher-order corrections (that is, including terms
beyond the diffusive one) should be introduced to the def-
inition of the coupling in equation (6) [27—-29]. Before em-
barking on such a task however, it is worth exploring the
dependence of kq; on n given that (according to Fig. 1)
the uncoupled performance is larger for the lowest n val-
ues than for the rest, being still very good in the harmonic
case n = 2.

In the coupled case, no diffusive instability shows up
for n > 2. Already for n = 3, a maximum is observed
in the performance indicators at some k. = —0.5, with
n = 0.552 (Fig. 3) and Vs = 5.492 (not shown) 2. There
is still a diffusive instability for n = 2 (see Fig. 4 below, for
the case of three coupled harmonic oscillators), but kq; is
shifted toward safely larger values, allowing the efficiency
n (Fig. 4) and the mean output voltage Vips (not shown)
to largely exceed the maximum values attained for n > 2.

2 For n =4, n = 0.508 and Vims = 5.074.
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Fig. 4. Three coupled harmonic oscillators. The divergence
shows up at larger |k| and for k = —0.33, the system attains
n = 0.677 and Vims = 6.778. Fixed parameters: m =1, vy =1,
Ki.=1,K.=1o0=1717=11,=2.

2.4 Number of units

After confirming our preliminary evidence [23] that the
performance of antidiffusively coupled units can be no-
tably enhanced as compared with the non-coupled case,
we ask ourselves what the optimal number N of (an-
tidiffusively) coupled units is. For our surprise however
(see Fig. 5), the best performance is attained when N is
very low (two or three). Afterwards, a kind of plateau is
reached. Configurations whose number of units is odd per-
form slightly better than those for which it is even, because
they yield on average a net displacement. As expected, the
value of k.« depends on N.

2.5 The role of the potential softness

Once the optimal configuration (N = 3, a,, < 1) has been
found for n = 2, we decrease a,, further in order to check
whether the performance keeps improving, and find the
minimum value of a, for which the negative couplings
defined by equation (6) — i.e. without considering higher
order corrections — lose meaning.

We have found that |kg;| decreases as a,, does. The
limit seems to be around a, = 0.01, beyond which every
negative coupling between units leads to a divergence in 7
and Vigs (clearly, a small a,, implies either a small Uj or
a large xp).

3 Discussion

For a model oscillator proposed as an energy harvester
through piezoelectric conversion, we have analyzed monos-
table potentials of the form U(z) = a, |z|". In agreement
with [9], the best performance is attained with n = 1 and
a, < 1; namely a soft piecewise-linear potential, providing
a weak attractive constant force. The performance indica-
tors strongly decay with n for its few lowest values, but
they are still high enough for the harmonic oscillator.

Fig. 5. Optimal performance of coupled harmonic oscillators.
Upper frame: mean output voltage Vims; lower frame: overall
efficiency 7. Fixed parameterss m=1,y=1, K, =1, K. =1,
c=1717=11,=2.
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Fig. 6. Efficiency n as a function of coupling strength k& for
different values of potential amplitudes a,,. Fixed parameters:
mzl,’}/:l,Kv:17K62170—:17T:177—P:2'

We have studied the effect of coupling between units
and sought the optimal configuration (number N of cou-
pled units) in order to enhance the system’s energy har-
vesting. In agreement with [23], whilst diffusive coupling
between units reduces the system’s performance, anti-diff-
usive couplings cause an enhancement. Next we found that
it does so via the mechanism of a diffusive instability.



As a metaphor, we can picture this situation as an anti-
ferromagnetic coupling between spins [30], or an inhibitory
coupling in neuron systems [31].

Nevertheless, the main point to be made is how to im-
plement such a form of coupling. The foregoing results are
just indicative, and should be regarded as a “toy model”.
However, even such a simple setup depicts the fact that
corrections going beyond a diffusive coupling need to be
added in order to globally control the instability [27-29].
This will be subject of further studies, together with more
elaborate aspects and/or models.
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