
J. Numer. Math., Vol. 10, No. 2, pp. 127–136 (2002)

c VSP 2002
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to the numerical solution of a nonlinear evolution equation

describing amorphous surface growth of thin films
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Abstract — We consider a nonlinear parabolic PDE that describes the evolution of the surface mor-
phology in the deposition of thin glassy films by molecular beam epitaxy. Due to the dynamics of the
growth process which exhibits some unexpected initial linear behavior, for the numerical solution we
suggest a combined spectral element/finite element approach. The results of numerical simulations are
in good agreement with experimental measurements and show a superior performance of the chosen
method compared to more traditional techniques.
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1. INTRODUCTION

The production of thin glassy films like ZrAlCu by molecular beam epitaxy re-
veals an amorphous growth of the surface with micro structures that significantly
change their shape during the process. The surface morphology exhibits mesa like
structures whose magnitude grows with increasing thickness of the thin film layer
until saturation is reached. The modeling of such growth processes has been done by
Barabasi and Stanley [1], Kardar, Parisi, and Zhang [3], Linz et al. [4], and Raible
et al. [8,9].

We assume a particle beam perpendicular to the substrate (cf. Fig. 1) and denote
by

u(x; t) := H(x; t)�Ft (1.1)

the height profile where H(x; t) is the absolute height and F refers to the rate of
deposition. Then, in case of low energy deposition, the height profile can be shown
to satisfy the following nonlinear evolution equation
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Figure 1. Amorphous growth of thin films by molecular beam epitaxy.

in Q := Ω� [0;∞), Ω := ∏d
ν=1[0;Lν ℄, with either periodic or homogeneous Neu-

mann boundary conditions on Γ := ∂Ω and an appropriate initial condition

u(x;0) = u0(x), x 2 Ω. Here, a1 = �Gb and a4 = Gb2 where G is the mean sur-
face growth and b reflects the typical range of interatomic and van der Waals forces
between the surface atoms and the impinging particles. Moreover, a2 and a3 are re-

lated to surface diffusion (see, e.g., [10]) with a3 given by a3 = �G`2=8 where `2

represents the mean square of the diffusion length (cf. [8]).
If b is small, the fourth term on the right-hand side of (1.2) can be neglected.

Consequently, in this case (1.2) can be written as
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Then, if Y := X+� X++ and ū0 := jΩj�1

Z
Ω

u0 dx, the following result can be

verified:

Theorem 1.1 (cf. [2]). Assume u0 2H3([0;L℄d), d 6 3, with ku0k6CL2+d=2�r,

r > 0. Then, there exists t� > 0 such that the solution u = u(x; t), x 2 [0;L℄d , t 2[0; t�), of (1.3) stays with probability close to 1 in a vicinity of the dominant subspace

ū0 +Y until at t = t� it leaves a ball BR(0) with radius R6CL2+d=2�r. The solution
exhibits a spinodal decomposition with patterns of order O(1).

The preceding result, which has been established based on a spectral Galerkin
approximation of the solution, strongly suggests to use spectral elements in the nu-
merical solution of (1.3) as long as linear behavior prevails and to switch to some
other discretization technique when nonlinear behavior sets in. We consider a com-
bined spectral element/finite element approach. In particular, in section 2 we will
outline a spectral Galerkin method whereas in section 3 we will elaborate on a fi-
nite element technique that is based on the reformulation of (1.3) as an equivalent
system of two 2nd order PDEs and thus allows the use of C0-elements for discretiza-
tion. Finally, in section 4 we will present the results of numerical simulations of the
epitaxial growth of thin ZrAlCu films.

2. THE SPECTRAL ELEMENT METHOD

We set V := H2
per(Ω) in case of periodic boundary conditions and V := H2(Ω) for

homogeneous Neumann boundary conditions, and we denote by um 2V an approx-
imation of the solution u of (1.3) at time level t = tm. Then, if we discretize (1.3)
in time by the fully implicit backward Euler scheme, we arrive at the variational
equationZ

Ω

umχ dx = Z
Ω

um�1χ dx+ τm

Z
Ω

(a1um +a2∆um + f (um))∆χ dx; χ 2V (2.1)

where τm := tm� tm�1.

We consider the first N eigenvalues λi of �∆ and denote by VN �V the subspace
spanned by the associated orthonormal eigenfunctions ϕi, 16 i6 N, i.e.,

VN := fϕi j 16 i6 Ng ; Z
Ω

ϕiϕ j dx = δi j; 16 i; j 6 N:
The spectral Galerkin approximation

um;� = N

∑
i=1

um
i ϕi (2.2)
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of the solution um of (2.1) then results in the following nonlinear system of equations

gi(um) := (1+a1τmλi�a2τmλ 2
i )um

i (2.3)+ τmλi

Z
Ω

f

 
N

∑
k=1

um
k ϕk

!
ϕi dx�um�1

i = 0; 16 i6 N

where um := (um
1 ; : : : ; um

N)T . Using um;0 := um�1 as a startiterate, (2.4) is solved by
Newton’s method

Jg(um;ν)δ ν
um = �g(um;ν) (2.4)

um;ν+1 = um;ν +δ ν
um ; ν = 0;1;2; : : :

where Jg is the Jacobian of the nonlinear mapping g.

The disadvantage of (2.5) is that we have to solve a linear system with a densely
populated N �N coefficient matrix. This can be avoided by using the method of
successive approximationsZ
Ω

um;ν χ dx = Z
Ω

um�1χ dx+ τm +Z
Ω

(a1um;ν +a2∆um;ν + f (um;ν�1))∆χ dx; χ 2V

(2.5)
where the startiterate um;0 2V is determined by means of the semiimplicit backward
Euler schemeZ

Ω

umχ dx = Z
Ω

um�1χ dx+ τm

Z
Ω

(a1um +a2∆um + f (um�1))∆χ dx; χ 2V: (2.6)

Together with the spectral Galerkin approximation (2.2), the fixed point iteration
(2.5) yields the equations

um;ν
i

= (um�1
i � τmλi f m;ν�1

i
)=(1+a1τmλi�a2τmλ 2

i ); 16 i6 N (2.7)

where f m;ν�1
i

:= Z
Ω

f
�
∑

N

k=1
um;ν�1

k
ϕk

�
ϕi dx, 16 i6 N.

The coefficients f m;ν�1
i

in (2.7) can be efficiently computed using the Fast
Fourier Transform in case of periodic boundary conditions and the Fast Cosine
Transform for homogeneous Neumann boundary conditions with respect to an
equidistant grid fx = (xν1

; : : : ; xµd
)T j 16 µd 6M; 16 k6 dg of Ω = ∏d

k=1[0;Lk℄.
In order to avoid aliasing effects, we must choose M >N. If we choose M > 2N, then
all coefficients f m;ν�1

i
are computed exactly, since f is a polynomial of degree 2.

For each iterate um;ν 2 lRN we compute the defect dm;ν according to

dm;ν
i

= (1+a1τmλi�a2τmλ 2
i )um;ν

i
�um�1

i + τmλi f m;ν
i

; 16 i6 N (2.8)
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and stop the iteration, if for a prespecified tolerance ‘tol’ there holdskdm;νk := N

∑
i=1

(dm;ν
i

)2

!1=2 6 tol (2.9)

or kdm;νk> kdm;ν�1k: (2.10)

In the first case, we accept um;ν as an approximation of u at t = tm. On the other hand,
if (2.10) applies, we choose um;ν�1 as a startiterate for Newton’s method (2.5). How-
ever, if (2.10) occurs at nmax consecutive time levels, this will serve as an indicator
that nonlinear dynamics has set in, i.e., tm > t�, and we switch to the finite element
method described in the following section.

The spectral Galerkin approximation goes along with an automatic step size
control in time based on extrapolation techniques using the semiimplicit backward
Euler method (cf. (2.6)) as the basis scheme and the trapezoidal ruleZ

Ω

ũmψ dx = Z
Ω

um�1 dx+ τm
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where k�k stands for the Euclidean norm in lRN and σd < 1 is a weighting factor de-
pending on the spatial dimension of the problem (e.g., σd = 1=(d +1)). In practice,
we monitor the time step size selection by means of the criterionkηηηmk+(σ�1

d
�1) jeum j
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associated finite element space of continuous, piecewise linear finite elements with
respect to Tk. Then, on the finest grid T` the Galerkin approximation of (3.3), (3.4)
reads as followsZ

Ω

um` ψ` dx+ τm

Z
Ω

∇wm` �∇ψ` dx = Z
Ω

um�1` ψ` dx; ψ` 2 S1(Ω;T`) (3.5)Z
Ω

wm` ψ` dx� τma1

Z
Ω

um` ψ` dx+ τma2

Z
Ω

∇um` �∇ψ` dx�Z
Ω

f (um` )ψ` dx = Z
Ω

wm�1` ψ` dx; ψ` 2 S1(Ω;T`): (3.6)

We numerically solve (3.5),(3.6) by a Newton multigrid method, i.e., on the finest
grid we apply Newton’s method to (3.5), (3.6) and solve the resulting linear system
in the Newton increments by a linear multigrid method with respect to the given
hierarchy of triangulations. To be more specific, given um;ν` , wm;ν` 2 S1(Ω;T`), we
compute

um;ν+1` = um;ν` +δ m;ν
u` ; ν = 0;1;2; : : :

wm;ν+1` = wm;ν` +δ m;ν
w` ; ν = 0;1;2; : : :

where (δ m;ν
u` ;δ m;ν

w` ) 2 S1(Ω;T`)2 is the solution of the linear systemZ
Ω

δ m;ν
u` ψ` dx+ τm

Z
Ω

∇δ m;ν
u` �∇ψ` dx = Z

Ω

um�1` ψ` dx�Z
Ω

um;ν` ψ` dx� τm

Z
Ω

∇wm;ν` �∇ψ` dx; ψ` 2 S1(Ω;T`) (3.7)Z
Ω

δ m;ν
w` ψ` dx�a1τm

Z
Ω

δ m;ν
u` ψ` dx+a2τm

Z
Ω

∇δ m;ν
u` �∇ψ` dx� τm

Z
Ω

f 0(um;ν` )δ m;ν
u` ψ` dx = Z

Ω

wm�1` ψ` dx�Z
Ω

wm;ν` ψ` dx+a1τm

Z
Ω

um;ν` ψ` dx�a2τm

Z
Ω

∇um;ν` �∇ψ` dx+ τm

Z
Ω

f (um;ν` )ψ` dx; ψ` 2 S1(Ω;T`): (3.8)

The linear multigrid method applied to (3.7), (3.8) is implemented using standard
multigrid intergrid transfers and ILU both as a smoother on all levels 1 6 k 6 ` as
well as an iterative solver on level k = 0.

Again, we use an adaptive time step size selection similar to the one described
in the previous section except that we compute eum by means of a residual based a
posteriori error estimator (see [5] for details).
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Figure 2. Computed patterns for different film thicknesses.

4. SIMULATION RESULTS

We have used the combined spectral element/finite element approximation to com-
pute the morphology of the surface growth of thin ZrAlCu films. In case Ω := [0;1℄2,
we started from randomly chosen initial data u0 using different numbers of Fourier
modes (N = 125;200, and 250) in the spectral Galerkin approach resp. different hi-
erarchies of triangulations (Tk)k̀=0 (with h` = 1=200;1=256 and 1=400) in the finite
element approximation.

Numerical experience shows that in the initial time interval, where linear behav-
ior is dominant, the method of succesive approximations (2.5) only requires very
few iterations ( tol = 10�4). The closer we get to t�, the more iterations have to per-
formed. We switch to the finite element method, if (2.5) is observed for nmax = 3
subsequent time levels. In the Newton multigrid approach based on the finite el-
ement discretization, a different behavior can be seen. At the beginning, several
outer Newton iterations are required to determine the solution at the next time level.
However, the closer we get to the equilibrium state, the fewer Newton iterations are
necessary.

Figure 2 illustrates the computed patterns for a film thickness of 100nm (left),
360nm (middle), and 480nm (right) (in case N = 250 resp. h` = 1=400). We note
that the computed patterns are in very good agreement with experimental data ob-
tained by TEM (Transmission Electron Microscopy) (cf. [8]). We have compared
the performance of our approach with the finite difference method used in [8,9].
For that purpose, both methods have been implemented on the same platform (DEC
Alpha au/128).

Table 1.

Comparison of CPU times.
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