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Abstract
The ability to discern an individual’s level of sincerity varies

from person to person and across cultures. Sincerity is typically
a key indication of personality traits such as trustworthiness,
and portraying sincerity can be integral to an abundance of sce-
narios, e. g. , when apologising. Speech signals are one impor-
tant factor when discerning sincerity and, with more modern
interactions occurring remotely, automatic approaches for the
recognition of sincerity from speech are beneficial during both
interpersonal and professional scenarios. In this study we present
details of the Sincere Apology Corpus (SINA-C ). Annotated
by 22 individuals for their perception of sincerity, SINA-C is
an English acted-speech corpus of 32 speakers, apologising in
multiple ways. To provide an updated baseline for the corpus,
various machine learning experiments are conducted. Finding
that extracting deep data-representations (utilising the DEEP
SPECTRUM toolkit) from the speech signals is best suited. Clas-
sification results on the binary (sincere / not sincere) task are at
best 79.2 % Unweighted Average Recall and for regression, in
regards to the degree of sincerity, a Root Mean Square Error of
0.395 from the standardised range [-1.51; 1.72] is obtained.
Index Terms: sincerity, acoustic features, deep data-
representations, acted speech, speech corpus.

1. Introduction
Across cultures, an individual’s sincerity towards a particular
subject or action can be an important factor in interpersonal
communication and is a point of deep discussion by ancient
philosophers, including Confucius [1] and Aristotle [2]. Al-
though definitions for sincerity exist, i. e. , the absence of pre-
tence, deceit, or hypocrisy1, it is said that the notion of sincerity
is inherent to understanding one’s own consciousness; in this
way, defining sincerity is itself insincere – and a natural portrayal
of sincerity may only come through naivety [3]. However, it is
well known that the inference of sincerity can be manipulated,
particularly in a commercial setting [4, 5]. Along with other
factors such as; reputation, social status, and lack of motivation
for personal gain, sincerity is strongly linked to overall trust-
worthiness [6]. Trustworthiness is a personality trait which has
great financial benefit, with heads of companies attempting to
utilise tactics such as voice coaching in an endeavour to improve
perceived emotional intelligence including sincerity [7].

In the same way as trustworthiness, sincerity is also linked to
the existence of deceptive traits, and computational approaches
for speech-based deception recognition is a popular field of
research [8, 9, 10]. Recognising the deceptive nature of an
individual by voice alone has been shown to be very promising

1cf. ‘Sincerity’ Oxford English Dictionary

for uses-cases such as online and over the phone banking fraud
detection [11, 12]. Although deception may be a cause for
concern, it has been shown that individuals give more sincere
responses to their dyadic partner when not in person [13].

An apology is one such spoken action which does raise ex-
pectations in regards to sincerity, and the ability to apologise
sincerely in public-facing roles, such as by sportsmen (e. g. ,
Tiger Woods in 2010) and politicians (e. g. , Bill Clinton 1995) is
crucial to a favourable outcome [14]. In the age of the Internet-
of-Things, the ability to make a sincere apology has now become
a factor of social-media-based culture, with a businesses method
for dealing with bad news online now having a much larger
impact [15]. Public figures now tend to choose social media
platforms such as YouTube to apologise to their followers, as
it has been shown to offer a level of sincere interpersonal com-
munication which is less available through conventional media
outlet strategies [16].

In this study, we present the Sincere Apology Corpus (SINA-
C ). SINA-C is a speech corpus of acted apologies which was first
utilised in the research community for the INTERSPEECH 2016
Computational Paralinguistics challengE (COMPARE ) [17].
Since then, additional studies have been made with SINA-
C data [18, 19]. However, here we introduce a baseline bi-
nary classification task (Sincere or Not Sincere), along with
updated baseline results for the regression task of the stan-
dardised sincerity ratings. For both tasks 3 core feature sets
are explored, including the hand-crafted acoustic-features of
COMPARE [20] and the extended Geneva Minimalistic Acous-
tic Parameter Set (EGEMAPS ) [21]. Both, COMPARE and
EGEMAPS have been applied with success to similar paralin-
gusitic tasks, such as deception recognition [10] and likeabil-
ity [22]. As a state of the art approach, we also extract deep data-
representations from the speech instances, utilising the DEEP
SPECTRUM toolkit [23], exploring the efficacy of utilising spec-
trogram and mel-spectrogram-based feature representations.

2. The Sincere Apology Corpus
With the purpose of investigating the attributes of the human
voice which convey sincerity, the Sincere Apology Corpus
(SINA-C ) was initially gathered between 2015–2016 at the
Columbia University Computer Music Centre (CCMC) in New
York City, United States of America. The dataset was also in-
cluded in the INTERSPEECH 2016 COMPARE challenge [17],
and prior to that in 2015 a subset of the dataset was also exhibited
as part of a graduate-school art exhibition.

SINA-C is an English speech corpus of acted apologies in
various prosodic styles2. The corpus is comprised of 912 audio

2SINA-C is available at http://doi.org/10.5281/zenodo.3241253
(open access). Please cite this paper and [24] when using the corpus.
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Figure 1: Two subjects from SINA-C recording audio at the
Columbia University Computer Music Center in 2016.

files (∑ 01 h: 10 m: 20 s, µ 4.6 s, ± 2.6 s ). During processing of
the data, some recordings were discarded due to poor recording
quality, and some subjects recorded utterances multiple times,
hence the imbalance across aspects of the corpus (cf. Figure 2).

2.1. Subjects

There are 32 subjects in SINA-C 3, 15 male and 17 female,
aged between 20–60 years old, (mean; 29.8 years ± 9.9years).
Individuals in the dataset were mostly (27 /32) American born
English native speakers4, but all subjects have a fluent level of
spoken English. Instructed in a controlled enviroment (i. e. , the
recording booth), all subjects were first given a description of
the study and short definition for each of the prosodic styles. As
subjects recited utterances in a sequential order, the recordings
were not spontaneous.

2.2. Audio

Subjects were recorded in a recording studio at the CCMC
(cf. Figure 1). Utilising a sound-proof recording booth, audio
was recorded with an AKG C414 dynamic microphone. The
digital audio workstation Logic Pro 9 was used and audio was
initially captured at 44.1 kHz and 16 bit in aiff format and later
converted to stereo WAV, for the final version of SINA-C and
prior to any additional labelling.

2.3. Utterances

Subjects from SINA-C recorded 6 types of apologies:

1. Sorry. (∑ 179 instances. µ 2.03 s, ± 0.9 s)
2. I am sorry for everything I have done to you. (∑ 163

instances. µ 3.47 s, ± 1.42 s)
3. I can not tell you how sorry I am for everything I did. (∑

135 instances. µ 4.36 s, ± 1.48 s)
4. Please allow me to apologise for everything I did to you.

I was inappropriate and lacked respect. (∑147 instances.
µ 6.82 s, ± 1.74 s))

5. It was never my intention to offend you, for this I am very
sorry. (∑ 141 instances. µ 5.13 s, ± 1.55 s)

6. I am sorry but I am going to have to decline your generous
offer. Thank you for considering me. (∑ 147 instances. µ
6.33 s, ± 1.65 s)

The lexical content of the utterances used for SINA-C were
adapted from formulations of apologies as discussed in [25].

3All subjects gave informed consent for the use of their recordings,
as well as for dissemination within academic research.

4Other nationalities: Danish, Japanese, British, Irish, Puerto Rican.
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Figure 2: Above, total instances for attributes of SINA-C . Class
(Sincere or Not Sincere), utterance, gender and utterance type.
Below, distribution of the gold standard ratings for Sincerity.

Each sentence has a varied duration, which may allow for fur-
ther prosodic analysis of the individual speakers. The apology
was chosen as a control sentence, as this is quite extensively
discussed in language research relating to sincerity [26, 27, 28].
Of note, a sincere apology in a corporate scenario is seen to
be the only way to achieve a favourable outcome [14], and an
individual who successfully portrays a sincere apology may have
actually no feeling of moral responsibility towards the topic [29].

2.4. Utterance type

The subjects within the corpus were instructed to utter each of
the sentences in 4 prosodic styles (1) monotonic (2) pitch promi-
nence (labelled as ‘Stress’) (3) speaking rate: Fast (4) speaking
rate: Slow. Although there is limited research in these partic-
ular prosodic styles in relation to sincerity, these styles were
chosen due to their discussion within the literature of speech
qualities similar to sincerity such as deception [30]. For exam-
ple, it is well known to law enforcement that factors of speech
such as speaking rate and raised pitch often occur during an
interview with a deceptive partner [31]. Apposing to this, it
has been shown that less deceptive speech may include a more
monotonous prosodic flow [32]. In this regard, automatic speech-
based deception recognition has successfully utilised prosodic-
based features [8, 10].

2.5. Annotations

The SINA-C audio data was labelled in terms of the sincerity
perceived by listeners (‘How sincere was the apology you just
heard?’) on a 5-point Likert scale ranging from 0 (Not Sincere)
to 4 (Very Sincere) by 22 volunteers (13 male and 9 female; age
range: 18-22; µ 19.5 ± 1.0 ). Of the 22 annotators, all reported
to have normal hearing and all were English speakers (6 reported
to be bilingual with at least one other language).

Raw annotations were standardised to zero mean and unit
standard deviation on a per-subject basis in order to eliminate
potential individual ratings biases. We then computed the mean
across all subjects for each utterance. This resulted in a set of
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Table 1: Speaker (#), instance distribution for COMPARE 2016
Speaker Independent Folds (C-SIF), and the Speaker Indepen-
dent nested Cross Validation (SICV) schema. Indicating gender
(M)ale:(F)emale and class, Sincere (S) and Not Sincere (NC).

C-SIF

Train Val Test ∑

# 11 11 10 32
M:F 5:6 5:6 5:5 15:17

S 142 184 152 478
NS 143 186 105 434

∑ 285 370 257 912

Min:Max -1.51 -1.41 -1.48 -1.51
:1.42 :1.72 :1.59 :1.72

SICV

Fold 1 Fold 2 Fold 3 ∑

# 10 10 12 32
M:F 5:5 5:5 5:7 15:17

S 129 161 188 478
NS 119 104 211 434

∑ 248 265 399 912

Min:Max -1.51 -1.44 -1.48 -1.51
:1.54 :1.60 :1.72 :1.72

ratings ranging from [−1.51, 1.72] (mean: -0.002± 0.60) which
are used as the gold-standard of our regression experiments
(cf. Figure 2). We also converted these ratings to binary labels.
Average ratings > 0 were then labelled as ‘Sincere‘ (S), and
those ≤ 0 were labelled as ‘Not Sincere‘ (NS) (cf. Figure 2).
This resulted in 478 instances labelled as S and 438 as NS. These
labels were used as the gold-standard for the classification task.

3. Experimental methodology
In this section, we describe the development of our machine
learning model for the automatic inference of sincerity via au-
dio using various features sets. We conducted both regression
and classification experiments using the two gold-standards de-
scribed in the previous section.

3.1. Feature sets

For the classification and regression sincerity-based tasks,
we have extracted both hand-crafted speech based features
(COMPARE and EGEMAPS ), as well as deep representations
(DEEP SPECTRUM ). All features were extracted over the entire
instance of audio and EGEMAPS and COMPARE feature sets
were standardised to the mean and standard deviation of the
training sets for each split. We do not perform additional fea-
ture selection on the extracted features (although this would be
of interest to future work), instead we implement a brute-force
approach utilising all features of each feature set.

The COMPARE feature set [20] of 6 329 hand-crafted di-
mensional speech-based features is used for our first approach.
COMPARE has shown success for an abundance of paralinguistic
tasks [33]. Additionally, we extract the 88 dimensional fea-
ture set EGEMAPS [21]. Similar to the COMPARE feature set,
EGEMAPS has shown efficacy for similar classification and
prediction tasks and is consistently effective for automatic ap-
proaches to classifying affective human states [34]. From each
audio recording, the COMPARE and EGEMAPS acoustic fea-
tures are extracted using OPENSMILE toolkit [35], and low level

descriptors (LLDs) are left at the default setting, resulting in 2
feature set of 6 329 and 88 dimensions, respectively.

To obtain deep data-representations from the input au-
dio, we use the feature extraction DEEP SPECTRUM toolkit5.
DEEP SPECTRUM uses pre-trained convolutional neural net-
works (CNNs) to extract visual representations from audio [23].
We extract 4 types of DEEP SPECTRUM feature sets. Audio sig-
nals are transformed into spectrogram or mel-spectrogram plots
(cf. spectrogram plots in Figure 3), and the generated representa-
tions are then forwarded through AlexNet [36]. For this study
we extract features from the activations of the third and second
to last (fc6, fc7), fully connected layer of the network. Resulting
in 4 features sets of 4 096 dimensions; DS-1 - (Mel-Spectrogram,
fc6) , DS-2 (Spectrogram, fc6), DS-3 (Mel-Spectrogram fc7) and
DS-4 (Spectrogram, fc7). No other parameters for the LLDs are
altered from the default provided with the toolkit.

(a) 597_train (b) 290_train (c) 810_train (d) 438_train

Figure 3: Spectrogram (1 second, 5 Khz) representation of (1)
‘Sorry’. monotonic (a, b) and speech rate: slow (c, d). Sincere (a,
c) and Not Sincere (b, d).

3.2. Training procedure

For our experiments we used Support Vector Machines (SVM)
for classification tests and linear Support Vector Regression
(SVR) for the regression ones. In both cases we used linear
kernels and both SVM and SVR were implemented using the
open-source machine learning toolkit Scikit-Learn [37].

We developed our models using two different ap-
proaches. First, and as with the INTERSPEECH 2016 COM-
PARE challenge [17], we split the dataset into two speaker inde-
pendent (SI) sets: development and test (hereinafter we will refer
to this approach as C-SIF). Both sets have the same instances
for development and testing, as was used in the COMPARE 2016
challenge. However, unlike in the challenge (where a leave-
one-speaker-out cross validation (LOSO-CV) schema was used
during development), we opted to divide the development set
into a single training and a single validation set. These sets were
created by splitting development data in two SI folds (10 speak-
ers each (cf. Table 1). During the development phase, we trained
various models (using the training set) with different complexity
parameters (C ∈ 10−7, 10−6, 10−5, 10−4, 10−3, 10−2, 10−1,
1), and evaluated their performance on the validation set. After
determining the optimal C, we concatenated the training and
validation sets, re-trained the model with this enlarged training
set, and evaluated the performance on the test set.

Our second approach consists of a 3-fold SI nested Cross
Validation (SICV) schema to limit the effect of over-fitting the
models to the training data as well as avoiding any subject-
specific activity. In these experiments, we divided the whole
database into 3 folds, balancing the number of subjects per fold
as well as the gender of speakers (cf. Table 1).

Then, each fold was used successively as training, validation
or test set. C was optimised based on the performance of the

5https://github.com/DeepSpectrum/DeepSpectrum
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Table 2: SVR and SVM with linear kernal, results on the test partition for all experiments made on SINA-C . Speaker Independent Folds
(C-SIF) and nest Cross Fold Validation (SICV) - for both classification (Sincere /Not Sincere) and regression, range -1.51 :+1.71. Feature
sets, (eGe)MAPS, (Com)PaRe, and 4 variations of DEEP SPECTRUM DS1–4. As performance metric for regression we report Root Mean
Square Error (RMSE) and normalised RMSE (nRMSE) with the addition of Spearman’s Correlation Coefficient (ρ). Unweighted Average
Recall (UAR) is used for classification.

Task Schema Metric eGe Com DS 1 DS 2 DS 3 DS 4

Regression

C-SIF
RMSE 0.674 0.571 0.602 0.572 0.646 0.597
nRMSE (%) 20.9 17.7 18.6 17.7 20.0 18.5
ρ 0.390 0.420 0.432 0.487 0.340 0.417

SICV
RMSE 0.989 0.489 0.454 0.395 0.449 0.416
nRMSE (%) 30.6 15.1 14.1 12.2 13.9 12.9
ρ 0.416 0.542 0.487 0.594 0.491 0.572

Classification C-SIF UAR (%) 70.2 70.0 69.8 69.9 65.9 68.6
SICV UAR (%) 72.0 76.2 75.9 78.8 75.1 79.2

validation sets over the 3 folds. Once the best value of C had
been determined, we joined the training and development sets
of each fold, retrained the models with the optimised C, and
estimated the generalisation performance on the respective tests
sets. For the classification experiments, due to some imbalance
across the classes, we attempted to balance the class distribution
by up-sampling the training set in each fold.

For experiments which used the COMPARE amd
EGEMAPS features sets, the features inputs were standardised
to the mean zero and unit variance (using the parameters of the
training sets in each cross-validation fold – for SICV – or the
single training set – for C-SIF). This method was not applied to
the DEEP SPECTRUM features as it has not been shown to alter
the model output [38].

4. Results and discussion
All results across all experiments for the task of both sincerity 2-
class classification and the degree of sincerity regression task are
presented in Table 2. We report both Unweighted Average Recall
(UAR) and Root Mean Square Error (RMSE) as the measure of
performance for classification and regression, respectively.

From the classification results of the C-SIF schema, it can
be seen that the best UAR for all subjects is 70.2 % utilising the
EGEMAPS features set, results with all other feature sets (aside
from DS-3 and DS-4) are within a percentage point from the
EGEMAPS result. In contrast to this, a much higher classifica-
tion result is obtained though the SICV approach, with a 79.2 %
UAR from the spectrogram-based features of DS-4.

When observing the regression results from the C-SIFs
schema we see a similar trend with the spectrogram-based fea-
tures (DS-2), achieving the lowest percentage of error (17.7 %).
DEEP SPECTRUM features also perform best for the SICV regres-
sion task, with most prominence from the spectrogram features
(DS-2 12.2 % and DS-4 12.9 %) over the mel-based results by
approximately 2 percent points.

Although across all experimental settings we see that the
conventional hand-crafted (COMPARE and EGEMAPS ) fea-
tures are competitive with the state of the art DEEP SPEC-
TRUM approach, it is only in the first SVM experiment where
they achieve best results, and even this is only marginal. This
suggests that deep representations are able to capture more sub-
tle attributes of sincerity, which may not include known speech
features.

When evaluating the representation type for the DEEP SPEC-
TRUM features – mel-spectrogram and spectrogram – it appears
that, although the mel-spectrogram has had success in other

emotion related tasks [38], the spectrogram is best suited over
all. In regards to the CNN activation layer for extraction, little
difference is seen between fc6 and fc7 although it would appear
that for regression the fc6, performs over all best.

Additionally of note for the regression task, we have not
beaten the original COMPARE 2016 challenge baseline, which
was presented as 0.609 ρ. Although we do utilise the same
train and test partition we did not use a LOSO-CV development
and chose here to optimise using RMSE instead of ρ which we
speculate may be the reason for this.

5. Conclusion and future work
In this study we presented the detail of SinA-C, including a full
description of the data, as well as an updated classification and
regression approach. The results from the study have shown
that although conventional hand-craft features remain competi-
tive, deep unsupervised data-representations (provided by DEEP
SPECTRUM ) are better suited to the task. Additionally, we see
that SICV partitioning gives overall better results by 9 percent
points over the C-SIF for the classification task, suggesting that
features relating to sincerity may have a speaker-based bias.

With many use-cases to consider in regards to the automatic
recognition of sincerity, such as non-verbal communication train-
ing i. e. , to the assist individuals who may have difficulties in
inferring sincerity, further investigation into aspects including
gender may be fruitful. As well as through a balanced expan-
sion of the dataset, aspects including age and nativeness could
also be explored, in this save way analysing more closely as-
pects prosody and lexical content for each utterances. Given the
inherent similarity to other human traits, e. g. , likeability, trust-
worthiness and deception, transfer learning approaches to extract
knowledge from larger data sets may offer insights into sincerity.
In a similar way, given the success of data augmentation in the
vision community [39] this approach may also be beneficial, due
to the scarce sincerity data available. Likewise, another approach
for data expansion is to crawl related YouTube data in regards to
sincerity and authenticity. As mentioned previously, the sincerity
of content providers is a prominent topic, offering an abundance
of in-the-wild data sources.
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