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Propensity-theory of Causality

(0) Since causality is essentially a temporal and modal notion, its analysis in
terms of temporally structured possible worlds has recently been most promi-
nent. Ontological scruples about possible worlds may lead one to seek a different
route of analysis that nevertheless captures both the modal and the temporal
aspects of causality. I present an eligible alternative that is based on the concept
of propensity (from one moment of time to another), which in turn is definable
by the concept of difficulty of realization (from one moment of time to another).
In addition to being technically interesting and straightforward in application,
this approach has the ontological advantage of referring to no unactualized possi-
bilities ( “counterfactualities”). It includes the analysis of objective probabilistic
causality, which, however, will here appear in a form quite different from that
it is usually presented in.

(1) There are two basic ideas of the propensity-theory of causality:

First: There are two kinds of temporal realization (“temporal being”) tem-
porally centralized (or temporally manifest) realization: z is g atl t, or pleo-
nastically z at t is g at t; and temporally decentralized (or temporally latent)
realization: = at t is g at t’, where t # t’. Temporally decentralized realization
in its turn comes in two kinds: antedated realization: z at g is ¢ at t’, where
t < t'; and postdated realization: z at ¢ is g at 1’, where t' < t.

Second: Temporal realization coincides analytically with temporal necessity.
This simply means what is expressed by the following biconditional (intended
to be analytical), and does in no manner entail determinism (as we shall see):
It 1s necessary for © at t to be g at t’ iff z at ¢ is ¢ at 1’. Thus, “it is necessary
for z at t to be g at (the same moment) ¢” is synonymous to “z at t is ¢
at ¢”, that is, synonymous to “z is g at t”; temporally centralized necessity
coincides with temporally centralized realization: with temporal realization as
usually conceived. In order to make the identification of temporal necessity and
temporal realization intuitively palatable, take “it is necessary at ¢t” in the sense
of “it is unchangeable at t”; obviously being g at ¢ is unchangeable for z at ¢ iff
x is g at ¢, and in general: being ¢ at ¢’ is unchangeable for z at ¢ iff z at ¢ is
(already, though latently) g at ¢'.

(2) The basic ideas of the propensity-theory of causality that have just been









58 Uwe Meixner

precisely sufficient causality. By adding the clause “not Jh(g is intensional part
of h and h # g and = being h at ¢’ is a consequence of z being f at ¢)” we obtain
the concept of mazimal causation. (Concerning the notion of intensional part
see below, section 5.)

(4) The import of all these definitions is of course vague as long as the concept
on which they all are ultimately based has not been axiomatically characterized.
Here are its axioms:

A1l (a)If z is not f at ¢, then d(z,¢, f,g,t') = c0.
(b)If  is f at ¢, then d(=,t, f,g,t') = c0 or 0 < d(x,t, f,g,t').
An immediate consequence of Al is:

Theorem 3
d(z,t, f,9,t") =00 or 0 < d(z,t, f,g,t).

A2If z is f at ¢, then d(z,t, f, f,t) = 0.
(The reverse is obtained by Al(a), since 0 # 00.)

We immediately obtain from this:

Theorem 4

If d(z,t, f, f,t) = 00, then x is not f at t.

(The reverse is obtained by Al(a).)

A3 (a)If d(z,t, f,9,t') =0 and x is h at t and f is intensional part of h, then
d(z,t, h,g,t') = 0.

(b)If d(z,t, f,g,t") = 0 and t < t, then d(z,t+, h V —=h, g,t') = 0.

A3(a) and A3(b) are the conservation-principles of complete realization; for
“d(z,t, f,g9,t") = 0” is analytically equivalent to “z qua being f at t is g at
t"” (because we can derive d(z,t, f,9,t') =0 <« pro(z,t,f,g,t') =1, using
theorem 3 and definition 1). Complete realization (realization of degree 1) is
preserved in lengthening the temporal sequence (A3(b)), and in strengthening
its basis — the property qua having which at ¢ # has another (or the same)
property at t' (A3(a)).

(5) A3 provides the opportunity for interpolating what has to be said about
the logical background of the PTC.

The language in which it is formulated has four kinds of variables (is a
four-sorted language): variables for properties: f,g,h, f'...; variables for indi-
viduals: x,y,z,a'...; variables for moments (points in time): t,t',tx. . .; varia-
bles for quantities: v, v/, r*. ...

Other quantity-terms besides quantity-variables are standard real number
names and standard arithmetical functional expressions (addition, division, sub-
traction, multiplication). A special quantity-term is co (“infinity”). There are
quantity-terms that are not recursively based on other quantity-terms, but are
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(6) The list of the main axioms is completed by:
A4If z is f at ¢, then
(a)if d(z,t, f,g,t') = 0, then d(z,t, f,~g,t") = oo;
(b)if d(z,t, f,g,t") > 0, then

1
z,t, f,g,t")’

(c)if d(z,t, f,g,t") = oo, then d(z,t, f,—g,t") = 0.
A5If x is f at t and (g A h) = &, then
(a)if d(z,t, f,9,t') = 0 or d(z,t, f,h,t") =0,
then d(z,t, f,g Vv h,t") = 0;
(by)if d(z,t, f,g,t') = oo, then d(z,t, f, gV h,t') = d(z,t, f, h,t');
(bo)if d(z,t, f, h,t') = 0o, then d(z,t, f, gV h,t') = d(x,t, f,g,t');
(c)if d(z,t, f,g9,t") > 0 and d(z,t, f, h,t') > 0, then

d((B,t,f, —'g)tl) = d(

d(w’t)f)g)t,)d(mataf’hatl) -1
(x,t,f,9,t") +d(z,t, f,h,t") +2°

ﬂaufJVhJUzd

Here are some important theorems that can be deduced from Al — Ab:

Theorem 5
d(z,t, f,g A—g,t') = o0
Theorem 6
Ifd(z,t, f,g,t') =r and R(r) and h s intensional part of g,
then d(z,t, f,h,t') < r.
Theorem 7
Ifd(z,t, f,g,t') =00 and x s f att and t < t*,
then d(z,t*,h V —h,g,t") = 00
Theorem 8
If d(z,t, f,g,t') = 00 and f is intensional part of h,
then d(z,t,h,g,t'") = co.
Theorem 9
(a) d(z,t, § V ~f,,8) = 00 iff Yh(d(z, L, h, g,t) = 0);
(b) d(z,t,fV=f,g,t')=0f Vh( ifx s h at t, then d(z,t,h,g,t') = 0).
Theorem 10
(a) Ifd(l’,t,f,g,t,) = 07 then d(.’l?,t/,g,g,t/) =0 [that iS, T s ) at t’];
(b) If ¢ is f att and d(z,t, f,g,t') = 0o, then d(z,t',g,g9,t") = 0o [that is, z is
not g att'].
Theorem 11

If f 1s intenstonal part of g and x s g at t,
then d(z,t,g,f,t)=0.
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determined to occur or determined not to occur at some moment in the past;
it does not say that an act is determined to occur or determined not to occur
at any moment in the past.

None of these versions of determinism or its negation is implied by the PTC.

(b) Definition of propositional causation:

That = is f at ¢ causes that y is g at ¢/ <=4 & being Az(f(z) and z = z)
at t causes x being Az(g(y) and z = 2) at ¢’.

The property Az(f(z) and z = z) can represent the (momentary, non-modal)
state-of-affairs that = is f. This is so, because Vy(Az(f(z) and z = z)(y) iff
f(z)) is a logical theorem, and Az(f(xz) and 2z = 2) = Az(z = z) or Az(f(x)
and z = z) = Aznot(z = z) is not (in view of the absence of the principle of
extensionality for properties). The logical background is to be strengthened by
zis f att iff y is Az(f(x) and z = 2) at t.

(¢) Definition of agent causality:

Among the (momentary, non-modal) properties are the (momentary, non-
modal) action-properties; among the individuals are the persons. The following
definition of personal or agent causality can be formulated:

¢ at ¢t causes that y is ¢ at ¢/ <=>4 2 is a person and Jf(f is an action-
property and z is f at t) and pro(z,t, con f(f is an action-property and z is f
at t), Az(g(y) and z = 2),t’) = 1 and not3t*(t* < ¢t and pro(z,t*, con f(f is an
action-property and x is f at t),?) = 1) and not3t*(tx < ¢ and pro(z, t*, Az(g(y)
and z = z),t') = 1).

According to this definition agent causality is always free causality [this
is expressed by the clause “not3tx(tx < ¢t and pro(z,t*, con f(f is an action-
property and z is f at t),t) = 1)”] and first causality [this is expressed by the
clause “notItx(t+ < t and pro(z,tx, Az(g(y) and z = z),t') = 1)”]; it is noft,
however, sole causality: © at t causes that y is g at t’ does not exclude according
to the definition that z at t causes that y s g at t’, where z # z. (“t < t”
follows from the definiens; if we want to exclude instantaneous agent causality,
“t # 1t has to be added to it.)

(d) Definition of causal influence and probabilistic causality:

z being f at ¢ exerts causal influence on z with respect to g and t' <=4
0 < pro(a,t, f,g,t') # pro(az,t,Xz(z = ), ¢,t).

We can distinguish positive and negative causal influence: replace “#” either
by “>” or by “<”. pro(z,t,Az(z = ), g,t') is the essential (or inner) propensity
of z at t to be g at t’. It seems plausible to assume:In case neither g nor
g ts an wntensional part of A\z(z = x) and t < t/, the inner propensity of
r at { to be g at t’ 1s equal to the inner propensily of z at t to be —g at
t’ (contradicting Leibnizian determinism, since not for every property g and
individual z: g is an intensional part of Az(z = z) or —¢ is an intensional part
of Az(z = z)). Thus, (deterministic) causality (in the sense of first causality)









