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We present a detailed investigation of the low-frequency dielectric response of the charge-density-wave
system(CDW) o-TaS; in wide temperaturé5—300 K) and frequency10 mHz to 100 MHz ranges. Although
our measurements agree relatively well with data performed in some restricted frequency and temperature
ranges and previously published by several groups, we show that they do not correspond to a single low-
frequency process. Instead, three distinctive processes are found to contribute to the dielectric function below
the CDW transition temperature. The temperature evolution of the characteristic relaxation time of the three
processes bears a close resemblance to the phenomenology of the dielectric response of glasses. The freezing
of some of these processes at finite temperatures leads to changes in the CDW properties, as is thoroughly
documented in the literature. Based on these results, we propose a consistent model of the temperature
evolution of the CDW ground state.
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[. INTRODUCTION the 1970s. These materials are highly anisotropic, both struc-
turally and electronically, and they undergo a transition to the
A charge density wave (CDW) is a spatial modulation CDW state with a new R- periodicity, as has been seen in
of the density of conduction electrons, accompanied by aarious diffraction experimentsin addition, a number of
slight crystal lattice distortion. It is usually found in systems new phenomena that have not been predicted by simple the-
with a specific shape of the Fermi surface that forms parallebretical considerations have emerged. Different observations,
sheets, as, for instance, in quasi-one-dimensi@@aD) ma-  such as the need for a finite electric fi¢tb-called threshold
terials. The coherent superposition of electron-hole pairsield E;) for the CDW sliding, the resonance in the dielectric
from opposite sheets coupled by thie-A ke being the Fermi  response at finite frequency, and the narrow-band noise
wave vectoy phonons results in a macroscopic condensedNBN) observed in the sliding regime have been related to
state. It is stabilized at a finite temperature called the Peierlpinning of CDW phase to a preferred positibAmong vari-
transition temperatureT). Below Tp a gap opens at the ous mechanisms proposed to account for pinning, such as
Fermi level, changing the conduction properties from metalcommensurability, contact, or surface pinning, the idea of the
lic to semiconducting. The gap, the electron modulation, andnteraction with impurities prevailed as the result of intensive
the lattice distortion can be described by a complex ordeexperimentdland theoretic&lwork. In particular, the depen-
parameter. Two types of excitations of the order parametedence ofE; on the impurity concentration has been decisive
have been recognized: opticlike excitations of the amplituden this respect.
(so-called amplitonsand acousticlike excitations of phase Disorder related to the impurity pinning has also provided
(so-called phasonsTemporal variation of the phase in the a natural explanation for the broadband noise observed in the
external electric field CDW sliding increases the conduc- sliding regime, as well as different hysteretic phenomena and
tivity above the free carrier contribution, which is known as hours-long relaxation in the dc conductivity measureménts.
the CDW current. In addition, impurities are responsible for the finite correla-
The CDW has emerged from the many-body theory treattion length of the CDW phase and the formation of phase-
ment of pure one-dimensional electron-phonon systems asoherent domains, so-called Lee-RideR) domains® The
the preferable ground state at zero temperatédghough it domain structure in the CDW superstructure, sensitive to ra-
has been proposed initially to be the mechanism responsibiation damage, has been observed in the dark-field electron
for the superconductivity, its strictly one-dimensional naturemicroscopy, although it has not been directly associated
rendered it a purely hypothetical mathematical constructionwith the LR domains.
Until the number of both organic and inorganic materials The temperature evolution of the nonlinear conductfvity
exhibiting a CDW superstructutéhas been synthesized in and the existence of a strongly temperature-dependent di-
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electric relaxation process below the pinning reson&rée for thick and less pure samples it decreases further towards
have shown that screening of the CDW by free carriers hatow temperatures. The low-frequency dielectric response,
to be considered too. And, actually, the model of a spatiallywhich has been observed to grow below 40 K, goes through
dependent complex order parameter, the CDW phase beir@yy frequency-dependent maximum at about 20 K and then
elastically distorted in order to minimize the effects of pin- decreases sharpf/*°down to 10 K. In the same temperature
ning and screened by free carriérsan account for most of range the characteristic relaxation time, which has a
the CDW phenomena observed in a large temperature rangemperature-activated dependence with about a quarter of the
below Tp, typically betweenTp andTp/2 or Tp/3. CDW gap activation energfclose to the linear conductivity
However, many measurements have shown that the progctivation energy below 50 Xstarts to diverge, pointing to
erties of CDW systems change at lower temperatures. In facg finite freezing temperatul®™ of about 13 K. This has
these changes are so drastic, although not discontinuous, tHgen considered as the signature of a possible glass transi-
we believe that they represent different CDW ground stategjon. And, finally, in the real-time dielectric relaxation, a new
This conclusion is based on various results that we havgrocess has been observed below 10 K, exhibiting very weak
collected from the literature. In particular we shall briefly temperature dependente??
review them for one of the most studied semiconducting Although neither the changes in the 70 K range nor those
CDW system0-TaS;, whereo stands for “orthorhombic.”  in the 20-10 K range are abrupt, they nevertheless separate
0-TaS;, undergoes a Peierls transition @=210 K. regions of a substantially different CDW behavior. This leads
Down to 100 K, its properties can be well described withus to consider these “transitions” in the frame of glass tran-
elastic distortions of the CDW phase and screening. A firssitions, which are not abrupt either, but separate ground
change occurs in the region between 100 K and 50 K. Istates different in many important aspects. This approach has
includes a plateau in the linear conductivfty® bridging be- ~ already been proposed'fn®for o-TaS;. It has been initiated
tween two regions of activated behavior, the high-by the results of the measurements of the thermal
temperature-activated energy being less or equal to half ofapacity;>>* which have shown many similarities with low-
the CDW gap and the low-temperature-activated energyemperature features of glasses together with the so-called
about 2 times smaller. Next, below about 70 K, the onset ofigeing effec®> However, the CDW superstructure is hardly
the slight nonlinearity in thé-V characteristics is observed expected to significantly influence the thermal capacity gov-
below the sharp thresholgl; of the CDW sliding'>®Thisis  erned by lattice dynamics above liquid helium temperatures,
usually described as a new threshold fieg,. This second where the changes described above occur. Ther(_afore the ther-
threshold field is even better resolved on lowering temperamodynamic methods typically used for detecting a glass
ture as it decreases whikg; increases substantially. In about fransition may not be so powerful as a way for seeing it in
the same temperature region the ratio of the NBN frequenc§#PW systems. On the other hand, the second most used
and the current carried by the sliding CDWygn/! cow: method in glass systems is d|electr|p spectroscopy. For the
starts to increast This has been attributed to the stiffening CDW systems—they being superdielectrics—this method
of the CDW!® and the same mechanism could explain theS€eémed promising. More so, dielectric spectroscopy can pro-
increase of the pinning frequency below 100 K measured irylde_ _the temperature_evolutlon of the d|ele_(_:tr|c response in
microwave dielectric spectroscopyin the same tempera- addition to the detection of the glass transition temperature.
ture region the amplitude of the low-frequency dielectric Therefore we have undertaken a systematic investigation
process decreases sharply and its characteristic relaxatiéh the dielectric response ofTaS; in a wide frequency and
time goes from an activated increase to saturafidine sub- ~ temperature range, paying a particular attention to the tran-
sequent dielectric measurements at lower temperatures ha§&ion regions. In particular, for one sample we have been
shown that there is in fact a minimum at about 40 K and thafble to collect a complete set of data ranging from abbve
the dielectric permittivity increases again below®t® The  down to liquid helium temperature. This has been essential in
thermal hysteresis present beldw closes?®?! at about 50 thalnlng consistent |nf9rm-at|on on the temperature evolu-
K, accompanied by strong fluctuations of the lineartion of the CDW dynamics i-TaS;.
conductivity?? similar to the fluctuatiors aroundTp. In the
same temperature range the stress dependence of the linear
conductivity disappearé. By adding that the thermopower
changes sigf?®at 70 K and the shear compliance has been We have measured the dielectric response-daS; in
shown to decrease substantiaflpelow 50 K, we have ex- the frequency range from about 100 MHz down to 10 mHz.
hausted the phenomena pointing to the change of the CDWo cover such a wide frequency range we have had to use
properties around 70 K~&Tp/3). several measuring techniques. A suitable experimental setup
However, there are evidences that another change occucsrresponding to the peculiarities of the technique had to be
at even lower temperatures, in the 20—10 K range. First, thased for each of them. Furthermore, as we wanted to cover a
linear conductivity flattens even mote?® and the tempera- wide range of temperatures from room temperature down to
ture dependence is more readily described by hopping lawsiquid helium temperature, it imposed further demands on the
The nonlinear conductivity has two regimes below 10 K,experimental setup and also some constraints on the range of
depending on the quality and the thickness of thethe measurements. Below is given a short review on all the
sample$®=° For pure and/or thin samples it flattens com- devices and setups that we have used with a brief description
pletely, leading to the temperature-independent regime, whilef the measuring procedure and limits for each of them.

II. EXPERIMENTAL METHODS
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In our measurements we have used three different instrufactor obtained directly from the length ratio of 1.85. The
ments to access different frequency ranges. The impedanceom-temperature resistivity estimated from the sample di-
analyzer HP4291BHP stands for Hewlett-Packardovers mensions andRgr is 2.7X10°® O m for measurements
the frequency range from 1 MHz to 1.8 GHz, it can measurebove 1 MHz and 3410 ¢ Q m for measurements below
the impedance up to 18(}, using ac signal amplitudes as 1 MHz, which is also in a good accordance with the value of
low as 0.2 mV. The HP4192A covers the frequency range3.2x 10 ® Q m quoted in the literature.
from 5 Hz to 13 MHz and can measure the impedance up to For measurements at higher frequencies using HP 4291B,
1 GQ, using ac signal amplitudes down to 5 mV. To in- the frequency range was %@2x 10® Hz and the tempera-
crease the accuracy for impedance higher than BQ0we  ture range 295—-80 K. The restriction in the frequency range
have used homemade preamplifiers-impedance matchesvailable with this impedance meter was due to the appear-
TBF2 (TBF stands for Tre Basses Frpences, and it is ance of a spurious resonance at about 500 MHz; on the other
homemad® at CRTBT-CNRS, Grenoble, Franceovers the hand, the temperature range has been limited by the increase
frequency range from 0.3 mHz to 3 kHz and can measuref the resistance of our samples beyond the instrument limits
impedance up to 28 Q, using signal amplitudes down to 1 at lower temperatures. We have also measured another
mV. sample of similar dimensionG@oom-temperature resistance

In the measurements with HP4291B the sample has beeRgz=17 ) from the same batch with no significant differ-
glued with silver paste to the end of an air gap coaxial line ofence in the results. The low-frequency response was mea-
0.5 m length. The cooling has been performed by continuousured using HP 4192A in the frequency range 400-Hz
helium gas flow from the liquid helium Dewar. The tempera-and TBF2 in the frequency range 18-10° Hz, in the tem-
ture has been controlled by an Oxford Instruments tempergserature range 150 K—-5 K. The available frequency range of
ture controller, using a standard proportional-integral-HP 4192A was limited by the bad resolution at low frequen-
derivative (PID) method. cies and low signal amplitudes, which we had to use in order

The measurements with HP4192A and TBF2 were perto prevent nonlinearity in the response. On the other hand,
formed using the same setup, where just the connectiorthe data above 1 MHz up to 13 MHz were discarded due to
were repositioned from one device to the other. It increasethe influence of the sample holder length. The frequency
the consistency of the results, as the sample and temperatuinge of TBF2 was restricted to above 0.01 Hz by the exces-
have been the same for the two sets of data. The sample haiwe time needed for the measurements at lower frequencies.
been mounted in the two-contact—four-wire configuration atThe low-frequency dielectric spectra of two more samples
the end of four rigid coaxial conductors using silver pastewere measured by these two techniques, the basic difference
The sample holder has been introduced directly in the liquidbeing only a slightly different relative amplitude of the re-
helium Dewar, the temperature being controlled by the in{axation processes observed, whereas the temperature depen-
strument designed at CRTBT-CNRS using the standard Plldence has been the same.
method. It is well established that the dielectric response of CDW

systems in the low-frequency range depends strongly on the
IIl. RESULTS AND ANALYSIS amplitude of the applied signal even for the values far below
the threshold field®3®3" Therefore we have checked this
dependence at all measurements and at all temperatures, usu-

We will present hereafter data obtained on the samally only for a small set of frequencies covering the whole
o-TaS; sample used with different measuring techniques, agequency range. The data presented are obtained in the low-
described in the previous section. The dimensions of th@mplitude limit where the response did not depend on the
sample have been as follows: the cross section estimategignal amplitude.
optically under a microscope was ab@#2.3x10 4 pum? The dielectric function will be presented in units &f,

(15 umx15 um). For measurements below 1 MHz, the i.e., the vacuum permittivity. This value should be taken as
distance between evaporated indium contacts Wwgs Only an approximate one, as the geometry of the sample that
=3.7 mm. In the frequency range above 1 MHz where aenters into the evaluation of the conductivity and subse-
coaxial line was used, the length was determined by the digquently of the dielectric function could not be determined
tance of about 2 mm between the inner and outer conductorglecisely.
and thereforéy-=2 mm. The room-temperature resistance

in the two cases waBrt=54 ) (below 1 MH2 and Ryt

=23 () (above 1 MHz. It is quite a good match considering

that the silver paint contact resistance can vary frorf to We present in Fig. 1 the frequency dependence of the real
10 Q, as measured in four-contact measurements. On thpart o’ of the complex conductivityr(w) at selected tem-
other hand, we have checked in four-contact measuremengeratures ranging from abov& at 216 K down to 5 K.

that, at least down to about 30 K, the contact resistance does We have achieved our goal of covering a wide tempera-
not change, so beloW, it can be considered as negligible. ture and frequency range. The linear dc conductivity,
Thus comparison of the resistance value from the two setupsbtained from the limito— 0 of the low-frequency dielectric
allows an estimate of the relative geometri¢at scaling spectroscopy decreases by almost 10 orders of magnitude. At
factor. Direct comparison of the complex conductivity yieldsthe same time the onset of the frequency-dependent conduc-
a scaling factor of about 2, which corresponds nicely to thdivity shifts as well by almost 10 orders of magnitude to-

A. Sample characterization

B. General temperature behavior
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FIG. 1. Real part of the conductivity’ of 0-TaS; as a function O
of frequency at selected temperatures. IRV R /A WA A
108 10 105 108 107 108
wards low frequences. This explains the need for different f (Hz)
instruments, in conjunction with several preamplifiers, cov- — . — | |
ering a wide frequency and impedance range. However, the e 6K
presentation of the real part of the conductivity can be mis-
leading, as the temperature evolution of the frequency- 107 3108
independent dc part cafand often doesmask the actual ]
temperature evolution of the frequency-dependent part. —  F3&s :
Therefore, in Fig. 2 the imaginary pagt of the complex
dielectric functione(w), i.e., only the frequency-dependent
dielectric response, is presented. It is calculated from the 108 107
complex conductivity as -
(=] ‘-
X A
o(w) =0y w $
e(w)y=——7. (1)
iw
The data in Fig. 2 reveal the “fine structure” of the tempera- 10° 10°
ture and frequency dependence. The wide maxima in the
frequency dependence represent the relaxation processes.
The characteristic or mean relaxation frequengycorre-
sponds to the position of the maximum, and the characteris-
tic relaxation timer is the inverse ofy,. 104 4 : A 105
107 10° 10" 102 10° 10* 105 10°
L \ O process i
+~ P process 82K FIG. 3. Reale’ and imaginarye” parts of the dielectric function
107 E B, process 70K \ 3 of 0-TaS; as a function of frequency at several temperatures. The
f 19K 25K N E 1 lines represent single-process Cole-Cole fits of the complex dielec-
F 18K Ve e 63 .“ . tric response datda) T>50 K: the solid lines correspond to the
— ERV .,-""\ T process above 1 MHz, the dashed lines to ¢hprocess below 1
L r .i":?- o " 4 il MHz, and the dash-dotted lines correspond to ghprocess seen
W 10¢ ° o ) 000%&8.’33:%%%}{ . 221K below 60 K. (b) T<50 K: the solid lines correspond to the
Fo | 0 o AT o 217K13 process and the dashed lines to geprocess.
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mo*“’n:n 5K -{f « 117K We can see that one relaxation process emerges already
®W %Y o 93K A aboveTp, and its temperature evolution can be followed
108 : . . ‘ . . ‘ ”ﬂnm N 8|3 K down to about 60 Ksee also Fig. @] as it gradually slows
107 100 10" 102 10° 10¢ 105 10° 107 108 10° down (7 increaseps In about the same temperature region

f (Hz)

FIG. 2. Imaginary part of the dielectric functiari of o-TaS; as

a function of frequency at selected temperatures.

another process appears at higher frequencies. We will call
this second procesg and the first onex in analogy with
glassy systems that we will justify below. Th# process is
also strongly temperature dependent, as it slows down with
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temperature and below 16 K actually exits our frequency T(K)

window [see also Fig. ®)]. However, below about 25 K we 08 = 290 ,1‘,‘3, ,1?0 5,0 , 2,0 — ,1|° 5
can see yet another process, which we na@geseemingly E Sihliigy
emerging from the high-frequency tail of th# process .8, 107 3 '58% 3
remains in our frequency window even at the lowest tem- g [ L o 4
peratures. SE o vy (o) ® “ A E
10 §_ = v, (B \ .I\R —§
C. Data analysis F 10 Vo (o) \ \\H ¢ mﬂ_
= s FE© V() Lyons \H O ‘s
In order to characterize these three processes, we will usi™ 10 . (0) Cava \\--:o
three parameters. These are the characteristic relaxation tim 102k | VO (B) Nad \ .
7 which is obtained from the position of the maximumeih F ¢ Baki 1 \\ - 3
the amplitudeA e which corresponds to the differencim- 10 ?0 Vo (P) Ba ar'lov \ E
crease between the high- and low-frequency frequency-  1go [~ Vo () frome Nad \ by N
independent limits of the real part of the dielectric function L, Vo (Bo) Baklanov2 Vo E

€' (see Fig. 3, and finally the widthw determined from the 10 0.01 010

1T (1/K)

ratio of frequencies at whic#’ is at half its maximum. Some

of these parameters can be extracted visually such as, for
instance; and everw in some occasions. However, we have
opted for obtaining them by numerically fitting the data to
the suitable phenomenological expressiefw) is a com-
plex function with the imaginary and real parts related by theg
Kramers-Kronig relation. Using a complex fitting function
we were able to extract from the frequency and temperature
dependences of bo#1 ande” more reliable estimates of the

D. Characteristic parameters
characteristic parameters. It actually enabled us to compen- \ne show now in Figs. 4—6 the temperature evolution of

FIG. 4. Variation of the characteristic relaxation frequencies
(1/7 from our dielectric spectroscopy measurements as a function of
the inverse of temperatyreData previously obtained by Lyons and
Tucker(Ref. 19, Cavaet al.(Ref. 10, Nad and MonceafRef. 19,
aklanovet al. (Ref. 31, and Baklanowet al. (Ref. 32 are also

' shown for comparison.

sate in several occasions for the restricted frequency rang@e characteristic parameters of these three processes on a
(see the data at 93 )Kor to distinguish the contribu- 5,46 temperature scale and compare them with data previ-
tion of different processegor instance, see the data at 63 K ously published in the literature.

or 26 K) . R The slowing down of all three processes is clearly seen in
For fits we have used the modified Cole-Cole functioa,  rjg 4. The comparison of our results with the previously

phenomenological expression often used for describing r&; plished data covering reduced temperature and frequency
laxation processes in dielectric spectroscopy: ranges shows a good agreement. It is clear that the distinc-

tion between thex and 8 processes has never been made
because the measurements have not been performed in the

e(w)=eyp+ Ll/w (2)  relevant temperature region where both are present.
1+(iw7) T K)
200 143 100 50 20 10 5

Here ey represents the frequency-independent “base line” S 'oéy ' o
of €' at frequencies higher than the characteristic relaxation g8 | o P % ® e -
frequencyry. A€ is the amplitude of the relaxation process, E 00 o%e © A 1
7 its characteristic relaxation time, and the width in the Ha s Aey 4
number of decades in frequency. We use itistead of usual oy oHYY '; ©
notation 1— « to avoid confusion with ther process. In Fig. — L, ¥ '& ¢
3 the temperature evolution @f(w) is presented in detail, <= . . O gt
together with the corresponding fits. 4107 by % \ " - 4

As considerable changes in the dielectric response occu o e . 3
aroundT~50 K, we separately show in Fig(&8 the tem- ©  Ae(w)Lyons ® TSN
perature evolution of ther process together with the emer- v Ag(1MHz) Wu =" M MR
gence of theB process below 100 K, whereas the tempera- o Ae(cr) Cava
ture evolution of B process below 50 K including the ¢ Ae(B) Nad
emergence of th@, process is shown in Fig.(8). We can 10° e =

, ; 0.01 0.10

see clearly how theB, process splits from the high- AT (4K

frequency tail of the3 process below 25 K, and although we
were not able to follow continuously the temperature evolu-

FIG. 5. Variation of the amplitudeXe) of the three relaxation

tion of the 8 process at higher temperatures, it also seemgrocesses in dielectric relaxation as a function of the inverse tem-

that theB process splits frona in a very similar manner at
about 100 K.
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FIG. 7. Arrhenius plot of the temperature dependence of the

FIG. 6. Variation of the widthw of the three relaxation pro- characteristic relaxation time of and rocess observed in
cesses as a function of the inverse of temperature, together with the Bp

. 0-TaS; in the CDW state. Solid circles correspond to the pinning
data from literatur¢Cavaet al. (Ref. 10, and Nacet al. (Ref. 19]. frequency taken from Ref. 17. The straight lines are fits to an acti-

vated growth(Ref. 41) for & andB process; the solid line represents

The same good agreement is obtained when the amplitudbe Vogel-Fulcher fi{Ref. 41) of the « process. The inset presents
of different processes is compared with the data from literathe characteristic relaxation time of and 8 process in a fragile
ture, as far as the temperature evolution is considéfggl ~ 9lass-forming liquid, 3-fluor anilingRef. 40.

5). On the other hand, the fact that the absolute values are
somewhat different is not too surprising, as the amplitude
depends strongly on the impurity content.

In Fig. 6 we have drawn the temperature evolution of the
width of the three relaxation processes that we have deter- We will start the discussion of our results by showing the
mined. It appears from our data thatseems to be charac- strong analogy between the temperature evolutions of the
teristic for a given process. It increases in the “hierarchy” of characteristic frequencies of the processes observed in our
the processes, fromr to S, indicating a more disordered CDW system and in supercooled liquids, representative for
nature of theB and especially thgg, process. The apparent glasses. We present the typical so-called Arrhenius plot of
temperature evolution o/ for the « process above 100 K the relaxation time of ther and 8 process in Fig. 7 and of
can be a consequence of splitting of therocess from the the g8 and B, process in Fig. 8. This type of plot of Ir(
pinning resonance and to the splitting of tAeprocess from  versus 1T is very convenient for strongly temperature-
a, which we will consider in more detail in the discussion. dependent phenomena, the straight line in the Arrhenius plot
The data from the literature are sparse as only several work€presenting the thermally activated behavior. We have
consider the temperature evolution of the relaxation widthdrawn in the inset of Fig. 7 the temperature evolution of the
The data of Ref. 10 have been obtained through a similar and 8 process in 3-fluor aniline, a typical supercooled
fitting procedure and match nicely our data. On the othefiquid systenf® For a complete analogy with glasses, we
hand, the data of Ref. 19 have been estimated directly frorhave also ShOWn in Fig. 7 the pinning resonance frequency of
the width of the peak in imaginary part of the dielectric func- TaS; taken from Ref. 17.
tion. This is basically a different approach, as we have tried So at first sight, the similarity between the temperature
to distinct two processesB(and B,) in this temperature evolution of thea and 8 processes in our CDW system and
range, whereas in Ref. 19 it is considered as a highly distribin 3-fluor aniline is striking. In both systems thke process
uted unique process. Therefore, it is natural that this estimatearies at first slowly with temperature, then shifts to a much
should give a larger width than ours. stronger dependence as the temperature is lowered, ending

This is the first time that the CDW contribution to the eventually in a criticalfaster than activatedslowing down
dielectric response o6-TaS; at low frequencies has been regime before it leaves the experimentally accessible fre-
shown not to be unique. Instead it comprises three distinctivguency window. In both systems tifeprocess seems to split
processes with different characteristics. However, these preff from the high-frequency tail of ther process and then
cesses are not completely unrelated, as it seems that thelows down gradually with a much less temperature depen-
“grow” one from another. In the next section we will discuss dence, remaining present below the temperature where the
our results within the phenomenology of glasses, which theyprocess has disappeared.
resemble in some respects, and within different existing The strong growth of the relaxation timeof the « pro-
CDW models. cess leads eventually to the freezing of therocess and the

IV. DISCUSSION

A. Glasslike phenomenology
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T(K) leads the authors to conclude that the boson peak arises from
50 25 17 13 10 the vibration modes of the structurally ordered units on na-
101?"""""""','/""""5 nometer scales.
o [ /e ¢ ] A similar analysis can be performed fa-TaS;. The
10 Ye T, strandlike domains seen in dark field electron microscopy,
10 i o ] which have been assigned to the instability of the CDW
£ ‘.” B guper-lgttiqe, have length of about 0.3 um. The acoustic-_
102 L Y E._400K ] like excitations of CDW are the phasons. The corresponding
0 Y e “sound” or phason velocityv,, can be estimated from the
ey ’ ] Fermi velocity® vp~10° m/s and the effective CDW
: Bo l mass’ m* ~ 10°m, asv,n=ve/m*/me~3x10° m/s. The
104k 4 g vibrations localized on the length scales of the CDW do-
/. Ea=10K mains would thus have the frequency of at least 10 GHz, and
105 & /‘ 3 the pinning resonance in Ta® situated’ at about 30 GHz.
i ] For Ky aMoO; or blue bronze, this simple relation between
L the phase coherence voluniieom x-ray diffractiort’), di-
0.00 0.02 0.04 0.06 0.08 0.10

rectly measured phason veloctfyand pinning frequenéy
also holds. Therefore, we can conclude that the pinning reso-

FIG. 8. Arrhenius plot of the temperature dependence of thd'ance 1s due to localized vibration of the CDW phase or-
characteristic relaxation time of thgand 3, processes observed in dered on the length scales of few hundreds of nanometers. It

0-TaS, in the CDW state. The lines represent the activated gront{MPlies that we could roughly accept the domains reported in
of the characteristic time@Ref. 4. Ref. 7 as some kind of dynamical LR domains of the corre-
lated phas8.Also, it establishes the CDW glass as a new
transition of the CDW system into a glass state. The freezingype of a glass with unusually large length scales of the order
of a given process is defined as the regime where the chaof 1 um.
acteristic relaxation time- becomes so large that it cannot  The separation ofr process from pinning resonance and
contribute to the dynamical properties of the system in anythe separation ofr and 8 process can explain the apparent
reasonable, i.e., experimentally accessible, time scale. Thtemperature dependence of the width seen in Fig. 7 above 80
system is then frozen in the glass state. This state is essek: At high temperatures the high-frequency tail of the
tially different from the high-temperature state, as many deprocess is truncated by the pinning resonance, leading to the
grees of freedom associated with the frozen process are ndecrease of the apparent width, whereas below 100 K the
any more accessible. Therefore they do not contribute to themergings process enlarges the high-frequency tail, leading
phase space, which is therefore substantially reduced. The an increase of the apparent width. Only below approxi-
critical value of 7 is conventionally definéd to be mately 80 K, where the two processes can be fully distin-
10°-1C° s, and the temperature at whictattains this value guished, does the apparent half-width of #eprocess re-
is consequently the temperature of the glass transilipn  sume its presumably intrinsic value of about 1.5.
For o-TaS; this enables us to estimate the glass transition Now let us consider the low-temperature regime shown in
temperature to be about 40 K, and we would expect thé-ig. 8. This can be done from two points of view. First, the
properties of our system to change in this temperature ranganalogy posted in Fig. 7 can be continued by saying that the
just as is documented in the literature. THerelaxation is B, process is analogous to the so-called backgroundfoSs,
accordingly attributed to the remaining degrees of freedoma very wide relaxation process seen in glasses at low tem-
There is another strong analogy between CDW systemperatures in the frequency range aboveghegrocess. On the
and glass forming systems. In glasses it is found thatathe other hand, one can view it separately and state that the
process sets off as a low-frequency wing of the so-calledncreasing relaxation time of th@ process would eventually
boson peakor resonance™ In CDW systems ther process  lead to freezingestimated to be at about 13 l&nd thus to
sets off as the low-frequency wing of the pinning resonancenother glass transition. It resembles the scenario of the glass
(for TaS; see Ref. 17; for KMoO; see Ref. 44 We will  transition in a typical strong glass fornf€rin this case, be-
compare the properties of these two high-frequency resdew 13 K, the CDW would be in another ground state, which
nances. is again documented in the literature. As we have already
In Ref. 45 two quantities characteristic for the structuralmentioned, the glass transition due to the freezing of@he
correlations on the intermediate length scales for severgirocess has already been considered in Refs. 18 and 19 based
glasses have been compared. The low-frequency Ramaiso on dielectric spectroscopy data.
scattering gives the frequeney, . Of the boson peak, typi-
cally in the THz range. The width of the first diffraction peak
in x-ray scattering gives the correlation lengtlof the dis-
ordered structure, typically of the order of few nm. Given the  So far, we have established that two out of the three pro-
sound velocityv in these glasses, which is typically about cesses that we have observed in the dielectric spectroscopy
10° m/s, they have shown that for all the materials underof the CDW systeno-TaS; freeze at finite temperatures, in
investigation a simple relations~ £vp,,x is obeyed. This the analogy with supercooled liquids. The freezingnoind

1T (1/K)

B. Charge-density-wave phenomenology
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FIG. 9. Variation of the amplitude of the relaxation processes

FIG. 10. Variation of the characteristic relaxation frequency of

measured im-TaS, as a function of the inverse of temperature, the @ and 8 processes and of the dc conductivity as a function of
together with the inverse threshold field measured by Lyonghe inverse of temperature in the same temperature range.

and Tucker(Ref. 12, Zhilinskii et al, (Ref. 19, and Wanget al.
(Ref. 5. The temperature dependence of for the o process
[vo(@)] follows that of oy, below 160 K(the temperature at

3 processes below 40 K and 13 K correspondingly Ieads\%/hi‘:h it splits from the pinning resonandgdown to about

new CDW ground states below these temperatures. Now, : R .
ecrease ofry., with the activation energy being equal to

will consider our results in the view of a general phenpm—half of the CDW gap opened at the Fermi level, as indicated
enology of CDW systems with respect to two mechanisms

. i . o .~ n Fig. 7. Below 80 K, however, the temperature dependence
that influence substantially their properties: namely, pinning ¢ 74 Starts to flatten towards a plateau, whereas fihe
by impurities and screening by free carriers. | lits f ' h h

In Fig. 9 we compare the temperature dependence of th rocess apparently splits from the process. On the other

. ) . and, the temperature dependencevgfa) remains acti-
amplitude Ae of the @ and 8 processes with the inverse vated below 80 K(see Fig. 7 and even becomes faster than

ré:fctivated, as we have seen in the previous subsection, lead-
ing eventually to the freezing at finite temperature. Below
approximately 50 Koy resumes the activated behavior, but
with an activation energy that is only about one-half of the
one above the plateau region. At the same temperature the
etemperature dependence of of the B process[vy(B)]
starts to follow closely the temperature dependence Qf
down to the lowest temperature of 16 K where it is still
observable.

0 K. This is also the temperature region of the activated

ranges(from different groups Above 50 K the threshold
field E; for the onset of CDW sliding is present&th!
whereas below 50 K the second, lower threshold fig}dor
the onset of the slight nonlinearity is givéhThis presenta-
tion is based on the relation obtained in basically all of th
CDW models considered so féfor comparison of several
models see Ref. 39stating that the dielectric permittivity
multiplied by the threshold fieldAeX E+, should be tem-

perature independent. Obvious!

o . . . y, bothyy(a) andvy(B) follow the temperature
One can see in F|g. 9 that this relation appl!es to b.Oth th%iependence Of g inowide tem([))erature regions. Even more,
a and g processes n: a different threshold field is co_nS|deredWe can suppose that a new conducting channel is responsible
Ey for the « and Ey for the 8 process. The relatiode ¢4 the gppearance of the plateaudy, and the subsequent

X Er=const is a very general consequence of the CDW pinyctivated behavior with a new activated energy, on which we
ning, regardless of the details of the pinning mechanismyij| elaborate below. In this case, it is possible that the

Therefore we can conclude that both processes represent thg,cess interacts only with the free carriers contributing to
response of the pinned CDW, despite the fact that the CDWyhe high-temperature conducting channel and actually fol-
ground state has changed below the freezing temperature Rfys jts temperature dependence even to the lowest tempera-
the a process. We will have to take this fact into accountyres. Therefore, we can conclude that the interaction with
when considering the appropriate microscopic model. free carriers indeed plays an essential role in the temperature
Next, we present in Fig. 10 the temperature evolution ofeyo|ution of the low-frequency dielectric response of CDW

the characteristic relaxation frequeney of the @ and 8 gypsystems in-TaS,, despite a different ground state below
processes together with the linear dc conductivity in the e freezing temperature of the process.

chain direction. This presentation is based on the results ob-
tained in the analysis of the dielectric response of various
CDW models?~®’ that has shown either close or approxi-
mate proportionality ofvy and o4, due to the screening of

CDW deformations by free carriers.

C. Microscopic models

In this subsection we will relate our phenomenological
observations from previous two subsections to the various

165109-8
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existing models of CDW dynamics. We will show that de- temperature8! The other explanation could be that the over-
spite the fact that the respective processes observed could lz of metallic islands created around impurities at low
understood within some of the models, a coherent theoreticaémperaturé¥ could lead to the formation of midgap states
approach that will explain a “cascade” of processes growingand eventually a new band. A final suggestion would be the
one from another still misses. contribution of the lattice quantum fluctuations to the CDW
The high-temperature regime, i.e., the splitting of the propertie€? It has been shown that, due to these fluctuations,
process and the pinning resonance and their subsequent tethe electronic density of states extends far into the CDW gap.
perature evolution, has been thoroughly considered in th&hese states are localized and do not contribute to the free
literature®*~>° Although different authors start from various carrier current; i.e., the CDW gap edge acts as the mobility
levels of approximations, from microscopic equatiting to edge. However, as the states above the CDW gap are empty
phenomenological Fukuyama-Lee-Rice model of the phasand those below are filled at low temperatures, the contribu-
dynamics;? basically all the relevant theories consider onlytion of these localized states might become important, and
the dynamics of the CDW phase slowly varying in the dis-the effective gap for dc conductivity would decrease. We
ordered(impurity) pinning potential, screened by free carri- believe that the relevance of these models can be tested now
ers. It is shown that the inhomogeneity of the pinning potenby that these “new” carriers do not couple to the local phase
tial, which leads to the formation of domains, is responsibleexcitations in the weak pinning model, i.e., theprocess.
for the low-frequency relaxatiofor «) process. It enables Important information regarding the new conduction mecha-
coupling of the local(finite wavelength excitations to the nism might be the fact that it is the most pronounced in
external electrical field. The dynamics of local modes iso-TaS;, where a smooth approach of the CDW wave vector
strongly influenced by the free carriers, as they screen thgy the commensurate value has been observed in x-ray
distortions of the phase and facilitate relaxation. Thereforemeasurement$to take place at about 140 K. This does not
the decrease of the free carrier density with temperdoe necessarily lead to the locking of the CDW phase to the
called descreenings responsible for the observed slowing underlying lattice, but can instead, in the presence of impu-
down of thea process. We can estimate the relevant spatiafities, result in a so-called “rough” phase where the overall
scales at which the screening is still effective; i.e., it enablegommensurability is obtained through the proliferation of to-
the low-frequency relaxation. At the glass transition temperapological defects of the pha§é.
ture Ty=~40 K the density of the free electrons estimated The additional contribution to the dc conductivity is
from the room-temperature value of aboufd@/cm® and  closely related to thg8 process, as we have shown that its
the activation energy of 800 K is 1 electron per 10 cm®.  temperature evolution follows the temperature evolution of
It is very close to the volume of the strandlike domain ob-the relaxation frequency of the process. Theg process has
tained from dark-field electron microscopyyhich we have  been modeled so far by the dynamics of the solitons pinned
associated with the domain of the correlated CDW phase. It impurities’®®” One of the modef§ involves the interplay
should be noted that we have assumed that the additionaf the collective(weak pinning and the localstrong pin-
contribution to the dc conductivity responsible for the pla-ning to explain the temperature evolution. As we have shown
teau does not contribute to the screening of phase deform#at the local modes of the weak pinning case are actually
tions responsible for process. This estimate permits us to frozen at about 40 K, it seems that this model is not appro-
set acriterion for freezingof the a process: it occurs when priate. The other mod¥ requires the screening of solitons
there isless than one electron per the domain of the corre-by the free carriers in order to explain the temperature evo-
lated CDW phaseThe microscopic CDW models should in- lution of the dielectric response and allows even that these
corporate the freezing of the process and discuss the con- free carriers can be the thermally activated solitons, so it
sequences of the corresponding glass transition and thaight be relevant for our results. Another approach, based on
properties of the glass phase. the idea of the hopping of the solitons between the impurity
The inhomogeneity, or domain structure, has also beesites, has already been proposed for an explanation g8 the
recently invoked as the origin of the low-frequency relax-proces$® It relies on the theory of the ion hopping in
ation (a procesin structural glassé8 aboveT,. It would  glasse$? in which both dc and ac conductivity can be re-
be interesting to see if the mesoscopic mean-field theory dated to the hopping motion, and the mean relaxation fre-
cluster thermodynamic,which naturally gives two charac- quency appropriately scales with the dc conductivity. Recent
teristic time scalegcorresponding to the and8 processes investigatiofi’ relates the finite-frequency relaxation with the
for relaxation, as well as high-frequency overdamped resospatially distributed hopping motion, whereas the time-
nance, can be applied to our results, and this work is undeaveraged hopping over large length scales leads to the dc
progress. conductivity. Even if the model of the hopping solitons can
The problem of the additional contribution to the dc con-be applied, the origin of these solitons still remains unre-
ductivity below 100 K has not been resolved yet. Severakolved. Particularly, the theories modeling the process
authors have attributed it to the thermally activated phasshould also incorporate the evolution of the low-temperature
solitons?®?8 They would have an appropriate activation state from the elastic pinned CDW through the freezing of
energy® of (1-2)Tp and would create a band within the local modes in order to get a consistent theory of the dielec-
CDW gap. On the other hand, solitons have not yet beefric response.
observed despite numerous efforts, and in addition, their con- Finally, there is the question of the origin of tifg pro-
tribution to o4, has been estimated to decrease at lowcess. The3, process might turn out to be very important for
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the general understanding of CDW systems. It is the onlyther hand, is associated with the dynamics of the reduced
process that can provide a link to the very slow CDW dy-degrees of freedom remaining after the freezing of the
namics observed in heat relaxatiof*below 1 K, where the process. It can be modeled by the relaxation of local, strong
characteristic relaxation time for bothand 8 processes are deformations of the CDW phase, i.e., solitons, strongly
extremely large while it would be abba s for theB, pro-  pinned to the impurities, which might be at the origin of the
cess. As it is almost temperature independent, it might beontribution to the dc conductivity below 50 K, too. The
related to some kind of thermally assisted quantum tunnelerigin of the B, process that evolves from thg process is

ing, just as has been proposed for the mechanism of nonlireven less clear. We tentatively relate it to some kind of quan-
ear conductivity ofo-TaS; at very low temperaturés. A tum process due to its weak temperature dependence. We can
model of two-level systenfi& consisting of neutral bisolitons set a quantitative criterion for the freezing of theprocess
created at impurity sit8"* has been proposed to account which occurs when screening becomes ineffective and then
for the low-temperature heat relaxation in both CDW andno longer allows the relaxation of the domains of correlated
spin-density-wavéSDW) systems. It might be also applied phase, namely, when there is fewer than one electron per
to the B, process; however, the evolution of tj#g process domain.

from B process would still be lacking. From our results we have drawn a new and quite complex
phase diagram ob-TaS; below the Peierls transition tem-
V. CONCLUSION perature. Similar phenomena have also been observed in

) ] other CDW's as well as in SDW materials. E.g., recent di-
We have measured the dielectric response of the CDVWjectric spectroscopy measurements on the CDW system
systemo-Ta$; in a wide temperature (5-300 K) and fre- K, MoO; have also revealed the existence of thend 8
quency rangéfrom 10 mHz to 100 MHy. Our data obtained processe&? Therefore, we consider that this new phase dia-
on the same sample have shown that three different relaXsram is not unique foo-TaS; and that reconsiderations of
ation processes can be observed, in contrast to the Commo'%(eoretical CDW models at low temperatures are clearly
accepted picture of a single response belgw The freezing  peeded. Particularly, the problem of the evolution of fe

of the « and B processes at finite temperatures gives a natuprocess from ther process and th@, process from thes

the corresponding temperatures. This freezing can be viewed
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