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Metacognitive processes play a major role in successful learning.
One of these processes entails monitoring one's progress and correctness
of acquired knowledge. Accurate monitoring has a significant impact on
regulation activities and is assumed to lead to better performance
(Kostons, van Gog, & Paas, 2012; Metcalfe & Finn, 2008; Nelson &
Narens, 1990). Miller and Geraci (2014) emphasize that “the benefits of
accurate metacognitive monitoring cannot be understated” (p. 139).
For example, a student who recognizes knowledge gaps or difficulties in
understanding will ideally invest more resources, such as time-on-task
or effort, and implement appropriate learning strategies in order to
understand and retain the topic. Conversely, a student who is convinced
of already understanding the content will not engage in further
learning, which might lead to low performance if the student does not
actually possess the required knowledge (Winne & Perry, 2000). Hence,
accurate monitoring is considered to have important implications for
learning success. However, even experienced learners such as university
students appear to struggle with accurately judging their performance
level and generally overestimate personal performance (Foster, Was,
Dunlosky, & Isaacson, 2017; Händel & Fritzsche, 2016).

Although it seems crucial to assist students in accurate monitoring,
there is only limited evidence on how to successfully accomplish this.
Previous training attempts were either only effective in laboratory

settings or improved only monitoring accuracy but not performance.
Some procedures focused on repeated monitoring judgments but did
not take into account the effect of repeatedly practicing content on
monitoring (Bol, Hacker, O'Shea, & Allen, 2005). In addition, these
studies neglected to provide students with feedback on task perfor-
mance and judgment accuracy, which is necessary to correct mis-
understandings and to assemble knowledge (Bol et al., 2005; Miller &
Geraci, 2014). The current study aimed to overcome these limitations.
For this purpose, metacognitive training with several features (psy-
choeducation, repeated testing and judging, and feedback) was devel-
oped. Its incremental effects on monitoring accuracy and performance
over and above those achieved by repeated testing plus feedback were
investigated in an authentic classroom setting. In addition, the study
examined the interindividual development of overconfidence over the
course of a study term.

1. Theoretical background

Metacognitive monitoring is addressed in both models of metacog-
nition and models of self-regulated learning (Nelson & Narens, 1990;
Winne, 1996). During monitoring, learning outcomes are compared
with previously set benchmarks in order to evaluate whether set goals
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have been met. Nelson and Narens (1990) described the interplay of
monitoring and regulation: Monitoring processes are relevant because
only they can depict inconsistencies or knowledge gaps that require
further learning and regulation of learning. Monitoring is always re-
lated to a specific criterion with which information is compared and
accordingly provides information about self-perceived knowledge for a
concrete task (Winne, 1996).

1.1. Metacognitive judgments and their accuracy

Metacognitive judgments can be characterized as a tool used to
explicitly undertake monitoring and to measure the outcome of mon-
itoring processes. They can vary according to several characteristics (for
an overview, see Nelson & Narens, 1990). For example, judgments can
be made before or after testing (pre-versus postdictions) and on a global
or local level. Global judgments are assessed at the level of the whole
test and are driven by more superficial cues such as domain-familiarity
or self-concept. In contrast, local or item-specific judgments refer to
each single item and can be based on task-specific cues.

Most students seem to have difficulties in judging their performance
accurately. A couple of studies in educational settings clearly indicated
students' overconfidence regarding exam performance (Foster et al.,
2017; Fritzsche, Händel, & Kröner, 2018; Miller & Geraci, 2011).
Especially low-performing students provide overconfident judgments
and are accordingly considered to be unskilled and unaware (Händel &
Fritzsche, 2016; Kruger & Dunning, 1999). Two main reasons are dis-
cussed as being responsible for students' inaccurate judgments. On the
one hand, students may not be able to provide judgments that are more
accurate. That is, students might not have recourse to item-specific cues
(including item difficulty, ease of processing, or ability to explain
meaning) that would help them to evaluate the adequacy of their
judgments (Koriat, Nussinson, Bless, & Shaked, 2008; Kruger &
Dunning, 1999; Thiede, Griffin, Wiley, & Anderson, 2010). On the other
hand, students may not be motivated to make more accurate judgments
(cf. Roelle, Schmidt, Buchau, & Berthold, 2017). For example, students
might not really want to put much effort into making accurate judg-
ments because they do not understand the value of doing so (Gillström
& Ronnberg, 1995). In addition, students’ judgments might be driven by
motivational influences such as wishful thinking (Händel & Bukowski,
2019; Serra & DeMarree, 2016).

1.2. Training approaches

In educational settings, the two assumptions of why students are
inaccurate judges of own performance convert into different training
approaches. First, students can be made aware of the relevance of
monitoring accuracy, for example, by providing them with knowledge
about it. Second, in a context with abundant practice and feedback
opportunities, a further promising approach is exercising metacognitive
judgments (de Bruin & van Gog, 2012). Practice and feedback should
point to diagnostic cues that help to judge personal performance ac-
curately. Here, it needs to be distinguished whether the focus is (a) on
practicing content with the aim to influence judgments implicitly or (b)
on explicitly practicing judgments.

1.2.1. Knowledge about the relevance of judgments
Students may only be motivated to put effort into accurate judg-

ments when they are aware of their importance and the negative con-
sequences of inaccurate judgments. Hence, informing students about
the dangers of making overconfident judgments seems a promising in-
tervention. This was studied by Roelle et al. (2017) in three computer-
based experimental studies indicating that informing students about the
danger of overconfidence increased their monitoring activities, led to
more cautious judgments, and fostered the acquisition of conceptual
knowledge (medium effects: η2≤0.11). Since the studies were ex-
perimental with quite a short learning phase, it needs to be clarified

whether the results transfer to authentic classrooms.
A classroom training study with fifth-graders by Huff and Nietfeld

(2009) combined approaches of strategy instruction and practicing
judgments. Students were required to think about the importance of
confidence judgments and to evaluate their judgments regarding under-
or overconfidence. This significantly influenced monitoring scores
(η2≤0.14) but not reading performance. In line with Roelle et al.
(2017), the lack of training effects might be explained by the young age
group's low knowledge regarding regulation strategies. Overall, edu-
cational input seems a promising approach, which, however, might
need to be combined with other features to be beneficial in a classroom
setting.

1.2.2. Retrieval practice
Testing can easily be embedded in classrooms—not only for sum-

mative assessment but also as a learning tool—and seems beneficial in
several regards. Previous research has found that repeated retrieval
positively influences future learning and recall, which is known as the
testing effect or repeated retrieval effect (Adesope, Trevisan, &
Sundararajan, 2017; McDaniel, Anderson, Derbish, & Morrisette, 2007;
Roediger & Karpicke, 2006). In their meta-analysis, Adesope et al.
(2017) found that the testing effect was robust across different types of
item formats, samples, settings, or retention intervals. While most of the
studies used experimental designs, the testing effect also occurred in
authentic learning settings with meaningful learning material (Endres &
Renkl, 2015; McDaniel et al., 2007; Roediger, Agarwal, McDaniel, &
McDermott, 2011). Usually, research in this tradition used identical
stimuli for learning and repeated testing—yet an important question for
educational settings is whether taking one exam benefits students with
regard to a future exam containing different questions. Some studies
using within-subject designs replicated the testing effect for non-iden-
tical items in the repeated testing situations or the final test (A. C.
Butler, Black-Maier, Raley, & Marsh, 2017; McDaniel, Wildman, &
Anderson, 2012). For example, quizzes with feedback enhanced exam
performance in two classroom-based experiments, even when the quiz
items differed from the exam items (d≤0.83; McDaniel et al., 2012).

It has been suggested that repeated testing also influences meta-
cognitive monitoring (Tullis, Finley, & Benjamin, 2013). For example,
Roediger and Karpicke (2006) found that repeated testing in contrast to
repeated studying of learning materials had a medium effect on stu-
dents' predictions of future recall in a final exam (η2=0.06). In a recent
study, undergraduate students in a repeated testing group were less
overconfident and had higher test performance compared to students
without testing (d≤1.27; (Fernandez & Jamet, 2016). Studies using
within-subject designs also found higher performance, higher accuracy
and less overconfidence for practice-tested items compared to non-
tested items in a text-learning setting (d≤0.67; Barenberg & Dutke,
2018) as well as in a regular undergraduate course setting (η2≤0.85;
Cogliano, Kardash, & Bernacki, 2019). Hence, there is growing evidence
that repeated retrieval does not only influence performance but also
metacognitive accuracy. Barenberg and Dutke (2018) proposed two
explanations for the potential testing effect on metacognitive judg-
ments. First, retrieval practice might serve as an implicit cue (Kelemen,
2000). That is, students can use information from earlier retrieval at-
tempts like ease of processing as a knowledge-based cue to judge the
outcome of a task response. Second, retrieval might stimulate ela-
boration of the respective content and thereby lead to a more solid
knowledge base. Students’ elaborate knowledge and the availability of
information should accordingly enhance monitoring accuracy.

1.2.3. Practicing judgments
So far, some studies have investigated the influence of practicing

judgments on metacognitive accuracy and performance. Those that
were conducted in settings with high external validity, however, either
lack (appropriate) control groups (Bol et al., 2005; Callender, Franco-
Watkins, & Roberts, 2015; Foster et al., 2017), which limits
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interpretation of results, or failed to achieve training effects (Bol et al.,
2005; Foster et al., 2017; Hacker, Bol, & Bahbahani, 2008; Kelemen,
Winningham, & Weaver, 2007).

Several reasons can be assumed as to why training procedures failed.
First, when predictions rather than postdictions are implemented, stu-
dents cannot base their judgments on elaborate knowledge before test-
taking and, hence, have little chance to improve (see Bol et al., 2005).
This might have been the case in a study, in which students predicted
their exam performance across 13 exams yet did not become more ac-
curate judges over time but remained overconfident (Foster et al., 2017).
Second, the implementation of judgments and feedback at the overall test
level might be responsible for the lack of both training effects and de-
velopmental changes in judgment accuracy over time (Foster et al., 2017;
Hacker, Bol, Horgan, & Rakow, 2000). Hence, when providing global
judgments, students have limited access to relevant cues. In addition,
global judgments might not inform students about the specific tasks or
content they should study further (van Loon & Roebers, 2017). Item-
specific judgments seem to be more informative for students, but only
rarely have these been investigated. A laboratory study, however, in-
dicates that repeatedly made item-specific judgments (without being
tested on the items) led to a comparable effect on final performance
(d= 0.57) as repeated testing (Jönsson, Hedner, & Olsson, 2012).

Finally, some studies cannot clarify whether training effects result
from repeated testing or from repeated judging (Barenberg & Dutke,
2018; Bol et al., 2005). To separate the effects, Kelemen et al. (2007)
used a design with three groups: a group that practiced vocabulary plus
judgments (item-specific predictions for a future cued-recall test), one
that practiced vocabulary only, and a no-practice group. In the posttest
session, students of all groups practiced vocabulary, provided predic-
tions, and completed a cued-recall test. Practicing in general lowered
overestimation compared with no-practice, but the additional practice
of judgments did not lower overestimation compared with practicing
vocabulary only. However, again only predictions were used and stu-
dents received no feedback, which calls for more intense interventions
with feedback on the item-level (D. L. Butler & Winne, 1995; Labuhn,
Zimmerman, & Hasselhorn, 2010). For example, medium to large ef-
fects for monitoring (η2=0.10) and performance (η2=0.16) were
found in a study that combined monitoring exercises with (classroom)
feedback (Nietfeld, Cao, & Osborne, 2006).

In sum, the empirical evidence obtained so far suggests that mon-
itoring accuracy can potentially be improved. However, previous stu-
dies have several limitations. First, most of the studies implemented
global judgments only. Such judgments neither rely on relevant cues
nor are informative for students’ future learning processes. Second, the
studies often used only one accuracy measure, which differed across
studies. Third, they often lacked a control group or did not take the
initial judgment level into consideration, which limits the interpreta-
tion of group differences. Fourth, the potential of training regarding
performance, especially in studies with high external validity, was ei-
ther not investigated or not fully exploited. Finally, there is little evi-
dence on the development of monitoring accuracy over time.

1.3. Aims of the study

We aimed to develop a training procedure that is beneficial for
students’ monitoring accuracy and performance in an authentic class-
room setting. We based our training procedure on the two deficiencies
that were assumed to be responsible for inaccurate judgments (lacking
skills and lacking will). We implemented item-specific judgments be-
cause they were assumed to be informative for students, allow task-
specific feedback on monitoring accuracy to be provided, and are
considered superior to global judgments from a methodological per-
spective as well (Dunlosky & Lipko, 2007).

Specifically, our study pursued three main goals. First, with respect to
the testing effect, we studied whether repeated testing in an authentic
setting with content-parallel non-tested items helps students to not only

perform better but also to judge performance more accurately (measured
via absolute and relative scores of monitoring accuracy) compared with
students without repeated testing. Second, we tested for an additional
effect of metacognitive training compared with repeated testing only.
Third, we aimed to depict interindividual developments of judgments.

Our hypotheses regarding the testing effect (H1) and the additional
effect of metacognitive training (H2) were as follows:

H1a. Students engaged in repeated testing show more accurate
metacognitive judgments in a final exam than students without
repeated testing.

H1b. Students engaged in repeated testing show higher performance in
a final exam than students without repeated testing.

H2a. Students engaged in repeated testing plus metacognitive training
show more accurate metacognitive judgments in a final exam than
students engaged in repeated testing only.

H2b. Students engaged in repeated testing plus metacognitive training
show higher performance in a final exam than students engaged in
repeated testing only.

Concerning the development of metacognitive judgments, our hy-
pothesis was as follows:

H3. On average, students are overconfident in their judgments and
their overconfidence decreases over the course of the metacognitive
training.

2. Method

2.1. Procedure

The quasi-experimental study was implemented in the ecologically
valid setting of regular psychology courses for undergraduate teacher
training students and lasted over the period of one study term (13
weeks). All students were enrolled in a lecture; in the first week, a
pretest was conducted and in the last week, the final exam (posttest)
took place. Both pretest and posttest consisted of knowledge tests, ac-
companied by item-specific metacognitive judgments. During the term,
students had the opportunity to participate in one of two content-
identical courses accompanying the lecture (Courses A or B, same lec-
turer, each 90min per week, and referring to lecture topics). Students
chose course participation before the term started with respect to their
weekly schedules. Students were not informed previously that the
courses would differ in any way and, thus, could not have known about
the different treatments within the courses. Students from Course A
were assigned to the metacognitive training group and students from
Course B to the testing group. Students who did not participate in any of
the courses but only in the pre- and posttest formed the control group.
Table 1 presents an overview of the implemented procedures in the
three conditions. In the testing and metacognitive training group, mock
exams were implemented as repeated testing occasions. They represent
low-stakes exams not affecting students’ final grades.

2.1.1. Testing group
Throughout the term, students in the testing group participated in

three mock exams, covering content of the preceding three sessions.
One week after each mock exam, students received individual written
feedback on their task performance: For each item, students were
provided with the correct answer, their given answer, and the re-
spective correctness of their answer.

2.1.2. Metacognitive training group
The metacognitive training combined three training elements,

namely psychoeducation, practicing judgments, and feedback on judge-
ment accuracy. In the first course session, students received information
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on the significance of monitoring accuracy, adapted from Roelle et al.
(2017). Because students are usually overconfident, this psychoeduca-
tional approach informed students about overconfident judgments and
asked them to elaborate on their danger and potential consequences.
Students’ comprehension of the psychoeducational input was confirmed
by a test with open- and closed-ended items on its content (possible
scores of 0–4, M=3.88, SD=0.40). Throughout the term, students in
the metacognitive training group worked on the three identical mock
exams as students in the testing group. However, the test items were
accompanied by item-specific judgments. One week after each mock
exam, students received a sheet with their original answers and feedback
on their judgment accuracy in addition to feedback on their task per-
formance (i.e., whether their answer to an item was correct or not and
whether they detected it as such in their judgment). Accordingly, stu-
dents were provided with one of the following four feedback options per
judgment: (a) “correct: your answer was true”, (b) “correct: your answer
was wrong”, (c) “incorrect: you were overconfident”, and (d) “incorrect:
you were underconfident”. To see how students dealt with the individual
feedback, they were explicitly asked about this at the end of the term.
The majority of students in the metacognitive training group paid at-
tention to the feedback: 90% of the students indicated that they analyzed
the feedback on task performance, and 62% indicated that they studied
the feedback regarding their judgments.

2.2. Sample

Based on the medium effect sizes reported in previous studies, a
power analysis was conducted. To detect medium effects of η2=0.10 in
an ANCOVA design (presuming α= .05, 1 - β=0.95), a minimum
sample size of 143 participants (48 per group) was needed. After pro-
viding study consent, 221 students voluntarily participated in study. All
students were informed about the possibility to participate in mock
exams. Six students were excluded because they changed courses
during the term. Six further students were excluded because they pro-
vided metacognitive judgments for less than two thirds of the items in
the posttest. The final sample thus consisted of N=209 students with a
gender distribution typical for German teacher education programs,
with 78.9% female (Schmidt, 2013). Students’ final high school grade
(ranging from 1-very good to 6-insufficient) was 2.42 (SD=0.49) and
can be regarded as average. Across all three groups, the majority of

students were in their first (n=150) or second (n=48) year of studies
(the remaining students in their third or fourth year). Sample sizes were
as follows: n=47 students in the control group, n=54 students in the
testing group, and n=108 students in the metacognitive training
group—the large metacognitive training group may be a result of the
subjectively more attractive weekday of the respective course. The
majority of the students (80.6%) in the testing and metacognitive
training group attended at least two of the three mock exams (no sig-
nificant group differences in course attendance rates; p= .46). As an
incentive, six gift cards (equivalent to € 10) were raffled off, three for
participation in the pretest and three for participation the posttest. In
addition, for regular participation in the testing and metacognitive
training group, students received a USB flash drive (equivalent to € 5).

2.3. Measures

2.3.1. Performance tests
The pretest and the three mock exams consisted of 12 items each. The

pretest covered content from a previous mandatory psychology course.
The mock exams each covered the topics of the preceding three lecture
sessions. The posttest (final course exam with 36 items) tested the con-
tent of the complete lecture—using different items than in the pretest and
mock exams. Hence, items in all tests were presented only once. All tests
were multiple-choice and curricularly valid. For each item, students had
to choose one out of four possible answers. A sample item was “The
statement ‘I am gifted for the subject I study’ expresses the person's … (a)
academic self-concept, (b) mastery-approach goal, (c), learning goal, (d)
attribution to internal, variable causes.” The implemented tests spanned
several topics, including motivation, intelligence, developmental psy-
chology, clinical disorders, and social psychology. Accordingly, the tests
cannot be considered homogenous one-dimensional tests. This is espe-
cially true for the mock exams, which were not developed with regard to
a measure of performance but served as an opportunity for students to
assess understanding of course content; McDonald's ω consequently in-
dicated fairly low values with 0.62, 0.51, and 0.56. Internal consistency
for the pre- and posttest was satisfying with ω=0.68 and 0.73. The test
scores of the pre- and the posttest were significantly related with each
other (r=0.33, p < .001).

2.3.2. Metacognitive judgments
The mock exams in the metacognitive training group and the pretest

and posttest for the whole sample were each accompanied by item-spe-
cific metacognitive judgments. After completing each test item, students
had to indicate whether they thought their answer to the respective item
was correct or not (yes or no). Metacognitive judgment items were
printed in the same booklet as the performance items so that students
had direct access to the items and their respective answers when judging
the correctness of their answer. McDonald's ω of the metacognitive
judgments across the five tests was .92, .81, 0.90, 0.92, and 0.90.

For all tests, absolute and relative accuracy scores were calculated
(Bol & Hacker, 2012). Bias reflects the degree of underconfidence
(negative bias values) or overconfidence (positive bias values) and is
computed as the signed differences between performance pi and judg-
ments ci, averaged over the n items (Schraw, 2009):

=
=n

c pBias 1 ( )
i

n

i i
1 (1)

Bias ranges from −1 (underconfidence) to 1 (overconfidence).
Absolute accuracy as the absolute value of bias indicates the fit of
performance and judgment. Scores close to zero point to accurate
monitoring and values close to one indicate inaccurate judgments:

=
=n

c pAbsolute accuracy 1

i

n

i i
1 (2)

These two absolute scores provide unique information. For instance,

Table 1
Overview of the study procedure per group.

Week
Measures and
interventions

Group

Control Testing Metacognitive
training

1 (pretest) Prior knowledge
test + judgments

x x x

Psychoeducation x
4 Mock exams x x

Judgments x
5 Feedback on task

performance
x x

Feedback on judgments x
8 Mock exams x x

Judgments x
9 Feedback on task

performance
x x

Feedback on judgments x
11 Mock exams x x

Judgments x
12 Feedback on task

performance
x x

Feedback on judgments x
13 (posttest) Final exam + judgments x x x

Note. In addition to the intervention, students regularly participated in the
weekly courses lasting 90min each.
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when a student over- and underestimates item performance in equal
shares, only absolute accuracy provides substantial information and
points to the student's low metacognitive accuracy. Conversely, if a
student solves all items correctly but assumes all are incorrect, bias
provides additional information aside from absolute accuracy and in-
dicates students' underconfidence.

In line with previous studies, the sensitivity and specificity scores
were calculated (Rutherford, 2017; Schraw, Kuch, & Gutierrez, 2013).
Sensitivity indicates the relative frequency of accurately detected cor-
rect answers:

=
items accurately detected as correct

correct items
Sensitivity

(3)

Specificity indicates the relative frequency of accurately detected
incorrect answers:

=
items accurately detected as incorrect

incorrect items
Specificity

(4)

These relative scores take into account the number of items solved
correctly and incorrectly and are therefore superior to the signal de-
tection categories of hits, false alarms, misses, and correct rejections,
which depend on total test performance (Green & Swets, 1966). The
two scores complement each other: Sensitivity provides diagnostic in-
formation about the detection of correct items; specificity refers to in-
correct items. Hence, a student can have a high sensitivity and a high
specificity at the same time.

2.4. Data analyses

To investigate training effects (Hypotheses H1 and H2), group dif-
ferences in posttest variables (monitoring scores and performance) as
dependent variables were analyzed. Due to significant group differences
in performance and monitoring scores in the pretest (Pillai's trace
p < .001),1 analyses of covariance with group as a between-subject
factor and respective pretest variables as a covariate were conducted.
That is, for group differences in posttest bias, for example, pretest bias
was used as a covariate.2 Planned contrasts tested for differences be-
tween the testing group and the control group and between the meta-
cognitive training group and the testing group.

Moreover, for students in the metacognitive training group who
continuously practiced judgments, the development of judgment bias
was investigated (H3). We focused on judgment bias because psy-
choeducation explicitly aimed to reduce overconfidence. Latent growth
curve modeling (LGCM) was used to fit the individual development of
judgment bias; the full information maximum likelihood (FIML) ap-
proach was used to deal with missing data. For students who partici-
pated in the respective mock exams, the nonresponse missing rate
ranged from 1.3% to 5.5%.

3. Results

For descriptive statistics of the pretest and posttest measures, see
Table 2. Jittered points boxplots per group are displayed in Fig. 1 to
illustrate the distributions of all dependent variables corrected for
pretest values.

ANCOVAs are reported to reveal group differences in the posttest
variables. Significant and medium to large training effects were found for

bias (F(2, 205)=9.10, p < .001, η2=0.08), absolute accuracy (F(2,
205)=17.15, p < .001, η2=0.14), and specificity (F(2, 204)=3.45,
p=.033, η2=0.03). In addition, a significant and large effect for exam
performance was found (F(2, 205)=23.63, p < .001, η2=0.19). No
significant group difference emerged for sensitivity (F(2, 203)=0.34,
p=.72, η2=0.00).

To examine these main effects further, planned contrasts tested the
effect of pure testing (H1) and the additional effect of metacognitive
training (H2) on monitoring and performance (Table 3). In comparison
to the control group (no testing), repeated testing with feedback on task
performance in the testing group resulted in significant and medium to
large effects for absolute accuracy and performance. As expected, stu-
dents in the testing group developed lower absolute accuracy scores,
that is, better monitoring accuracy, than students in the control group
(H1a). Moreover, repeated testing led to a higher final exam score than
that of the control group (H1b).

Above and beyond the effects of pure testing plus individual feed-
back on task performance, the metacognitive training positively influ-
enced several monitoring scores and performance. Planned contrasts
indicated significant differences for bias, absolute accuracy, specificity,
and performance between the testing group and the metacognitive
training group (H2a). Specifically, students in the metacognitive
training group less strongly overestimated their performance in the
final exam (lower bias), provided more accurate judgments (lower ab-
solute accuracy scores), and were better at detecting incorrect answers
in the final exam (higher specificity). Finally, the planned contrast re-
garding final exam performance indicated a significant and medium
effect: The metacognitive training led to higher performance in the final
exam than the testing group (H2b).

Lastly, the development of judgment bias in the metacognitive
training group was studied, Fig. 2 illustrates this development at the
group level. Overall, students were initially overconfident. Subse-
quently, bias decreased, with students even overregulating (bias score
below zero in mock exams two and three), but ending up at nearly zero
in the final exam. To account for possible individual differences in the
development of judgment bias, LGCM was applied. A latent basis model
(Grimm, Ram, & Hamagami, 2011) indicated good fit (CFI= 1.00,
RMSEA=0.054, χ2(7)= 7.06, p= .42; see Fig. 3 for the model spe-
cification). The estimated mean intercept differed significantly from
zero. Concurrently, significant intercept variance points out substantial
interindividual differences in their—overall overconfident—starting
levels. The slope factor revealed a significantly negative mean but non-
significant interindividual variance. Hence, students lowered their
overconfidence across mock exams but showed negligible inter-
individual differences in their developmental trajectories, that is, a
uniform development in bias (H3). Accordingly, the non-significant
intercept-slope-correlation indicates that the development of judgment
bias was independent of individual starting levels.

4. Discussion

The current study implemented training that was highly effective
not only for monitoring accuracy—assessed via several scores—but also
for final exam performance. The study combined relevant training
features in an authentic learning setting. To support students’ skills and
will to monitor their understanding of study content accurately, we
informed them about the importance of monitoring accuracy, re-
peatedly provided them with mock exams over the course of the term,
and asked them to judge their performance for every single exam item.
Moreover, students received detailed individual feedback regarding
their performance and judgments.

To our knowledge, the present study is the first to investigate the
additional effects of metacognitive training in comparison to the effects of
repeated testing, which was in turn compared with a control group
without any practice opportunities. Further strengths of the study are that
monitoring accuracy was investigated via several metacognitive measures

1 Post-hoc tests revealed significant group differences in the pretest variables
only in comparison with the control group but not between the testing and
metacognitive training group.

2We furthermore conducted all analyses with pretest performance as an ad-
ditional covariate to consider its potential influence. This did not substantially
alter the results. Similarly, correcting for guessing, which was possible only for
performance but not for monitoring scores, did not alter the results.
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for item-specific judgments in order to depict a more holistic pattern of
training effects (Boekaerts & Rozendaal, 2010; Schraw et al., 2013). Fi-
nally, our study substantially contributes to the understanding of the de-
velopment of monitoring judgments—LGCM were used as a state-of-the
art procedure to consider individual variability in this development.

4.1. Repeated testing improves not only performance but also monitoring
accuracy

Overall, significant and strong effects of repeated testing with un-
known items were found. Repeated testing enhanced performance in an

Table 2
Means (standard deviations) of the pretest and posttest variables per group.

Group

Bias Absolute accuracy Sensitivity Specificity Performance

Pre Post Pre Post Pre Post Pre Post Pre Post

Control group 0.17 (0.31) 0.13 (0.26) 0.44 (0.18) 0.38 (0.12) 0.62 (0.30) 0.78 (0.22) 0.51 (0.33) 0.40 (0.31) 0.35 (0.18) 0.57 (0.11)
Testing group 0.18 (0.24) 0.10 (0.20) 0.34 (0.17) 0.30 (0.10) 0.76 (0.28) 0.83 (0.18) 0.46 (0.34) 0.39 (0.31) 0.44 (0.20) 0.66 (0.11)
Metacognitive training group 0.15 (0.24) 0.02 (0.17) 0.40 (0.18) 0.28 (0.09) 0.68 (0.33) 0.80 (0.16) 0.45 (0.32) 0.48 (0.29) 0.47 (0.21) 0.71 (0.10)
Total 0.16 (0.26) 0.05 (0.21) 0.39 (0.18) 0.31 (0.10) 0.69 (0.31) 0.80 (0.18) 0.47 (0.33) 0.44 (0.30) 0.44 (0.20) 0.67 (0.12)

Fig. 1. Multi-group boxplots for the residuals of dependent posttest variables regressed on pretest variables, separately displayed for the control group (CG), testing
group (TG), and metacognitive training group (MG).

Table 3
Group comparisons (planned contrasts) for the posttest scores.

Group comparison Bias Absolute accuracy Sensitivity Specificity Performance

p g p g p g p g p g

Testing group vs. control group .287 0.15 .001 0.74 .218 0.29 .905 0.05 .001 0.77
Metacognitive training group vs. testing group .003 0.53 .027 0.26 .216 −0.22 .018 0.32 .002 0.52

Note. Hedges' g is calculated as an effect size measure. Its interpretation is similar to Cohen's d (it uses pooled weighted standard deviations instead of pooled standard
deviations).
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authentic classroom context (H1b), which is in line with previous
findings in laboratory and classroom settings (McDaniel et al., 2007;
Roediger & Karpicke, 2006). The implementation of mock exams in
regular classrooms was beneficial for students’ exam performance. Be-
cause students had prior experiences with multiple choice exams,
dealing with the format of the test items alone could not have been
responsible for the testing effect. Instead, the examination of content is
suggested to lead to better understanding and retention. This is in line
with a previous study, in which mental effort as an indicator for se-
mantic elaboration contributed to the testing effect on performance
(Endres & Renkl, 2015).

Furthermore, repeated testing was also beneficial for one out of four
measures for monitoring accuracy, namely absolute accuracy (H1a).
Students who engaged in repeated testing might not only have elabo-
rated on the content but also on how well they understood the content.
Altogether, students seem not only to achieve more elaborate knowledge
but also seem to be better able to recognize whether they correctly solved
the items in the final exam or not. Previous research has provided evi-
dence for positive training effects on monitoring when the same items
were repeatedly tested and judged (Barenberg & Dutke, 2018; Jönsson
et al., 2012). Our research substantially contributes to the field by ex-
panding the testing effect on metacognitive monitoring to material that
differed for each testing situation—an important finding relevant to
classroom settings (Kelemen et al., 2007). Retrieving content in authentic
learning settings seems to serve as an implicit cue to reflect upon item
correctness and thereby leads to higher monitoring accuracy.

Further research is needed to understand why repeated testing
helped students to be more accurate but not, for example, to be less
overconfident. Think-aloud protocols or open responses seem to be

useful methods for revealing the cues to which students refer (Dinsmore
& Parkinson, 2013; Hacker et al., 2008; Händel & Dresel, 2018; Thiede
et al., 2010). This should help to understand the basis and purpose of
students’ judgments.

4.2. Metacognitive training adds to the effects of repeated testing

While repeated testing plus feedback already resulted in strong ef-
fects on performance and on absolute accuracy, the metacognitive
training significantly added to the effects. The combination of psy-
choeducation, which provided students with knowledge on the re-
levance of accurate judgments, with several judgment practice oppor-
tunities plus feedback on their judgment accuracy positively influenced
metacognitive monitoring (significant group differences for three out of
four monitoring accuracy scores—H2a) and performance (H2b). This is
a remarkable result, especially with regard to previous studies, which
were not or only partly successful in supporting students to become
more accurate judges and better achievers (Bol et al., 2005; Kelemen
et al., 2007; Miller & Geraci, 2011). Specifically, students less strongly
overestimated their final exam performance, provided more accurate
judgments, and were better able to detect incorrect items. Only correct
items were not better identified as such. This might be explained via the
psychoeducational approach, which mainly focused on the dangers of
overconfidence (Roelle et al., 2017). Accordingly, students might have
focused more on incorrect items than on correct ones. Hence, sensitivity
and specificity might have been affected by psychoeducation and
feedback differently (cf. Schraw et al., 2013). In sum, the metacognitive
training influenced monitoring accuracy as a proximal training variable
and final exam performance as a distal variable. Especially the

Fig. 2. Judgment bias across exams for students who received metacognitive training. Error bars represent 95% confidence intervals.

Fig. 3. Latent basis growth curve model with a latent intercept (i) and slope (s) factor for judgment bias across mock exams.
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combined procedure of psychoeducation together with practice and
feedback opportunities might have supported students in engaging in
monitoring and regulation activities.

4.3. Development of judgment bias: students adjust their judgments over
time

Investigating judgment bias in the metacognitive training group in
more detail revealed interesting findings. Group means at a descriptive
level indicated that students were initially overconfident, which is in line
with our expectations and earlier research results (Händel & Fritzsche,
2016; Kruger & Dunning, 1999). Subsequently, students lowered their
bias, and even temporarily provided underconfident judgments, which
corresponds to the underconfidence-with-practice effect (Koriat, Sheffer,
& Ma'ayan, 2002). The metacognitive training seemed to lead students to
overregulate their judgments. Remarkably, however, in the final exam,
students no longer showed strong over- or underconfidence. Hence, the
received feedback on being underconfident in the respective items of the
previously taken mock exams might have compensated for the over-
regulation of judgment bias in the final exam.

A LGCM fitted this nonlinear development of judgment bias with
significant estimates for intercept and slope, indicating interindividual
differences in the pretest and quite similar development across students
(H3). The early decrease in overconfidence after the pretest (where no
feedback was provided) points to an influence of the psychoeducation
focusing on the negative consequences of being overconfident (Roelle
et al., 2017). The later decrease in bias was most likely due to the
feedback on judgments.

4.4. Limitations and directions for future research

The limitations of this study are that it cannot reveal how dedicated
the students of all three groups were in their preparations for the final
exam. This is especially true for the control group, which did not take
part in any of the mock exams. Similarly, no information was collected
about how students prepared for the mock exams (these were not
graded) or how seriously they took the judgments in the final exam (in
which the item solution but not the judgments were graded).
Nevertheless, previous studies have not revealed any differences in
judgment accuracy due to extra credit for accurate judgments (Hacker
et al., 2008; Miller & Geraci, 2011). In addition, the study yields limited
information about how extensively students elaborated on the feedback
that was provided one week after answering the related items. Because
students in our sample might not have realized the relevance of feed-
back on judgments, it can be assumed that metacognitive training ef-
fects might even be boosted, for example, when prompting students
how to deal with the feedback.

A further limitation relates to sample sizes, which differed between
the testing and the metacognitive training group. Students’ schedules
are thought to be the main reason for sample size differences. While
access to the experimental groups was available to all students (via an
online platform) and all provided information regarding the courses
was identical (duration, lecturer, and content) when students enrolled,
experimental groups differed in scheduled time, which by chance led to
higher participation rates in the metacognitive training group.

Furthermore, results might be biased due to pretest differences be-
tween the testing and the metacognitive training group, on the one
hand, and the control group on the other hand. Control group students
might not only have had schedule difficulties but might not have
deemed it necessary to attend an accompanying course. Although
pretest scores were used as covariates, it cannot completely be ruled out
this led to a certain overestimation of the effects of the testing group. It
is important to note that this could not have impaired the additional
effects of the metacognitive training above and beyond repeated test-
ing—the central innovative finding of the present study—that were
found.

Finally, we cannot completely pinpoint whether the metacognitive
training effects and the development of judgment bias are based on the
combination of psychoeducation and repeated judging plus feedback or
on single training features. Students might have been prompted by the
psychoeducation on the dangers of overconfidence and students might
have benefitted from practicing judgments and thereby considering
item-specific cues (Koriat et al., 2008; Thiede et al., 2010) and re-
spective feedback in order to derive according judgments.

Of relevance for future research is to unravel which information and
cues students take into consideration when providing judgments,
especially after receiving individual feedback on performance and
judgments (Callender et al., 2015; McDaniel et al., 2007; Miller &
Geraci, 2011). Metacognitive judgments are presumed to influence
performance not directly but rather via subsequent control processes
(Nelson & Narens, 1990). Students might have used learning ap-
proaches that helped them to better understand and retain the course
content relevant for the final exam. Possible regulation activities in-
clude that students put in more study effort or adapted their learning
strategies. Subsequent studies should investigate not only monitoring
but also regulation, and especially the influence of their interplay on
performance. That is, an important further step is to study which
strategies students implement when they notice that they lack knowl-
edge and whether, for example, this depends on the type of knowledge
or task (Endres & Renkl, 2015).

5. Conclusions

Due to the relevance of accurate monitoring during learning and
because students are usually inaccurate and overconfident judges of their
own performance, successful interventions to improve monitoring and
performance are needed. This study indicates that the facilitation of
practicing content during a study term supported students' performance
and monitoring accuracy. In addition, the combination of making stu-
dents aware of the relevance of accurate monitoring and providing them
with judgment practice opportunities and respective feedback was found
to be highly successful in terms of monitoring accuracy and performance.
These findings should encourage future classroom interventions to sup-
port students in becoming accurate judges of their own performance. In
addition, the study contributed to the understanding of interindividual
developments of judgments over time. Interindividual differences in the
intercept point to the relevance of considering (meta-)cognitive pre-
requisites when studying the development of judgment accuracy. Further
research is needed to provide evidence on the interplay of monitoring
judgments and performance and on the (mediating) role of regulation
activities. A next step toward this understanding consists of exploring
which monitoring activities trigger which regulation strategies, and how
these regulation strategies influence students’ performance.
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