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It is the world in Wittgenstein’s sense: the totality of all obtaining states of
affairs. The import of principles P7 and P9 is now clear; according to them,
the world is neither the minimal (or “tautological) nor the maximal (or “self-
contradictory”) state of affairs.

Note, furthermore, that the “small” conjunction of states of affairs can be
defined on the basis of the “big”:

(DY) conj{x,y) == CONJv(v =x Vv =y).

As can easily be seen, CONJv(v = x Vv = y) is for all states of affairs x and y
identical with 1z [S(z) A P(x, 2) A P(y, 2) A Yu(P(x, u) AP(y, u) D P(z,u))], in other
words: the conjunction of states of affairs x and y is the smallest state of affairs
of which both x and y are parts.

Moving on to the next principle after P4, it becomes clear that P5 is an atom-
istic principle, once the predicate QA(x) is defined:

D9 QA() = S(x) A Vy(P(y,x) Oy = x V M(y)).

According to D9, a quasi-atomic state of affairs is a state of affairs whose only
proper part (if it has a proper part) is the minimal state of affairs (considering
that Vy(M(y) = y = t")). One does well to distinguish quasi-atomic states of
affairs, atomic states of affairs — states of affairs that have no proper part — and
elemental states of affairs — states of affairs that have exactly one proper part.
It can easily be shown that all atomic or elemental states of affairs are quasi-
atomic, and vice versa: that all quasi-atomic states of affairs are either atomic
or elemental. In the mereology of states of affairs, there is exactly one atom:
t*, and thus, in the mereology of state of affairs, atomicity coincides with mini-
mality. For this reason, I do not here introduce a formally defined predicate for
expressing atomicity of states of affairs. But I do formally introduce a predicate
for expressing elementalness of states of affairs:

(D10)  EL(x) := QA(x) A ~M(x).

While there is exactly one atomic state of affairs, which is a consequence of P4
and P3, the above eleven principles do not determine the exact number of ele-
mental states of affairs. Some mereologists have argued that entities that have
the same proper parts must be identical — which, if correct, would imply that all
elemental states of affairs are identical with each other, since they all have ex-
actly one proper part, and the very same proper part, namely ¢*. But the invoked
identity-principle is false for nonmaterial mereologies, like the mereology of
states of affairs, or the mereology of sets.* Thus there can easily be more than

*Its validity is also dubious for material mereologies: Since material atoms have no proper parts
(in the relevant material sense), they all have the same proper parts, and hence, according to the
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versa; if b # k* is false of the basis b", then 00" is an inconsistent necessity, and
vice versa. For necessities 0" that are consistent one can prove in the mereology
of states of affairs: O"B > ~O"-B.

Proor. Assume O"B, where 00" is a consistent necessity. Hence: P(that B, b").
Assume also 0" -B. Hence: P(that —B,b™). Hence: P(neg(that B), "), accord-
ing to P14. It is provable in the mereology of states of affairs: VxVy(P(x,y) A
P(neg(x),y) = y = k7). Hence: " = k' — contradicting the consistency of 0",
Therefore: -O0"-8. O

One can also prove in the mereology of states of affairs: b" # k* = Vx[O"(x) D
—~O0%(neg(x))] (where Yx[0"(x) D —~O"(neg(x))] is the obvious predicate-logical
correlate of 0"B > —-0"-B if the latter is taken as a general schema). Another
question I leave open for the time being is whether one can deduce, in the mere-
ology of state of affairs, b* # k* from assuming 0"B D -0"-B as a general
schema (but see again Section 9).

We also have in general: If »* # ¢* is true of the basis of necessity b”, then
the necessity 0" is a contingent necessity, and vice versa; if b" # t* is false of the
basis 5", then O" is a noncontingent necessity, and vice versa. The designation
“contingent necessity” is confusing, and still remains so when the gloss is added
that what is meant by “contingent necessity” is logically contingent necessity. In
what sense contingent necessities 0" are called “(logically) contingent” becomes
clear when one considers that the following is deducible in the mereology of
states of affairs: b" # * = I(T(x) A -0 (x)).

Finally we have in general: If 4" # w* is true of a basis of necessity 5", then
the necessity O" is a proper necessity, and vice versa; if b" # w"* is false of the
basis b", then 0" is an improper necessity, and vice versa. It is deducible in

the mereology of states of affairs for every consistent necessity 0": ¥ # w* =
Ax(0(x) A -O"(x)).

Proor. Let 0" be a consistent necessity. Assume b = w*, and O(x). Hence
according to D7, D1, P3 and P4: P(x, w"). Hence P(x, #"). Hence 0"(x). Assume
conversely: Yx(0(x) D O"(x)). Hence because of S(w*) (a consequence of D7,
D1, P3 and P4), P12, D6: O(w*). Hence: 0"(w*). Hence: P(w*, b*). According
to P8: QC(w*), and hence (according to D14): w* = b vV T(b"). Since 0" is a
consistent necessity, we have: b” # k*, and therefore: = T(b"). Hence: b" = w".

O

Since there are, according to P17, infinitely many states of affairs, there are
infinitely many necessities faithful to truth, just as many necessities faithful to
truth as there are bases for them. The extremes are marked, on the one side,
by logical necessity, with the basis 1* (= b'), which is a proper and noncontin-
gent necessity faithful to truth, and, on the other side, by factualitv, with the
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basis w*, which is an improper and contingent necessity faithful to truth. There
are infinitely many proper and contingent necessities faithful to truth in between,
nomological necessity, with the basis b2, being one of them. Most of these ne-
cessities do not have a designation. The sequence 0!, 0%, 0, 04, 03, %, ... —
even if prolonged to infinity — does not contain enough terms to give a desig-
nation to every proper and contingent necessity faithful to truth. (But there are
certainly enough designations in the sequence for every necessity we specifi-
cally refer to here.) It is a matter of fact that we do not give much thought to
most of the infinitely many proper and contingent necessities faithful to truth.
But this should not mislead us into thinking that somehow they are not “real”
necessities.

The strength (or force) of a necessity is inverse to the (intensional) strength
of its basis. Logical necessity — having the absolutely weakest basis: the state of
affairs r* which has no intensional content — is the absolutely strongest necessity.
Factuality —having the strongest basis which is faithful to truth (and which is
almost the absolutely strongest basis): the state of affairs w* —is the weakest
necessity faithful to truth, so weak that it is quite rightfully called an improper
necessity. We have the following correlation: 0" is a stronger necessity than O™
if, and only if, b” is a proper intensional part of &™. There are of course many
pairs of necessities which are such that the basis of each pair-member does not
contain the basis of the other pair-member: neither one of the paired necessities
is stronger than the other.

An important fact should be noted. General determinism is sometimes as-
serted as the thesis that every obtaining state of affairs is necessary, where “is
necessary” is thought to express a necessity 0" which is faithful to truth (and
therefore consistent) and has more force than “obtains”. But as, a matter of fact,
it cannot have more force. Who accepts Vx(0(x) > O*(x)) for a consistent ne-
cessity 0" must, according to the theorem stated and proven above, also accept
b = w*, and therefore the necessity 0" is not stronger than factuality, which is
the weakest necessity faithful to truth. This shows that general determinism is
an incoherent position: it intends to spread a proper necessity over more states
of affairs than it can apply to, namely, over all obaining states of affairs.

Leibniz famously asserted that general logical determinism is true, i.e., that
Yx(0(x) > 0'(x)) is true. But if Vx(0(x) > O'(x)) is true, then, according to
the theorem b! # w* = Ax(0(x) A -0Ol(x)), b' = w* is also true (O' being a
consistent necessity), or in other words: w* = r* is true (since b! = ¢*, ac-
cording to P18) — contradicting P9. General logical determinism is, therefore,
false — provably false in the mereology of states of affairs. Leibniz is, therefore,
provably wrong. But it should be noted that P9 is one of the two principles of
the mereology of states of affairs (the other being P8) which are not concep-
tually true. Leibniz, therefore, did not commit a logical mistake in asserting
the truth of general logical determinism. It seems, however, that Leibniz would
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of necessity that is expressed by the following two definitions: O(x) := P(x, b),
DA = O(that A). These definitions are expressive of a basis-theory of necessity,
since “b” refers to a state of affairs which is the basis of the necessity concerned.

Remark. The basis-theory of necessity is not a theory of necessity that is appli-
cable to all kinds of necessity. There are some necessities for which the analysis
in terms of a basis of necessity is inadequate, for example, epistemic neces-
sity: knowledge. What somebody knows is not what follows from his basis of
knowledge (there is no such thing); it is what follows from his basis of belief
and satisfies in addition several further conditions. Take the simplest concept
of knowledge (which is implied by all other concepts of knowledge): true con-
viction. In this sense, what somebody knows is what follows from his basis of
belief and is true. The principle ~0OB > 0-0B is not valid for knowledge in this
sense, for the following situation frequently obtains:

B is false, and therefore —OB is true; but (in this same situation) that B is
an intensional part of the basis of belief of the person concerned, and therefore
that person is convinced that B (i.e., 0. B), hence convinced that she is convinced
that B (i.e., O.0.B, according to P22), hence convinced that she knows that B
(because of O.0.8 > O.(a.B A B)). Hence O0-0OB must be false. (For if it were
true, then the person concerned would know, and therefore be convinced, that
she does not know that B. Hence the person concerned would be both convinced
that she knows that B (as we have already seen) and convinced that she does not
know that B — which cannot be.)

Note that conviction — or doxastic necessity — can very well be treated ac-
cording to the basis-theory of necessity. Since one will not require that con-
viction be faithful to truth but only that it be consistent, OB O B needs to be
replaced by OB D —O-B in the above system; this replacement turns it into a
system which defines a defensible modal propositional logic for —dispositional,
rational — conviction. O

The theory of necessity advocated here is, moreover, an onto-nomological
theory of necessity, since it is grounded in ontological laws for the realm of states
of affairs. By being an onto-nomological theory of necessity, it is automatically
also an adequate onto-nomological theory of possibility, since possibility can be
adequately defined on the basis of necessity (OA = —0-A) and is, therefore,
completely determined by the latter concept. (But the onto-nomological theory
of possibility can also be developed independently of the theory of necessity:
on the basis of the mereology of states of affairs, and the definitions ¢"(x) :=
S(x) A = P(neg(x), ") and O"A := O"'(that A).)

It needs a separate paper to handle the question how far conditionals (or rela-
tional necessities) can be treated within the mereology of states of affairs on the
basis of the definitions "—(x, y) = P(y,conj(b”, x)) and B"—A = "—(that B,
that A).
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