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Abstract. SmartKom is a multi-modal dialogue system which combines speech with
gesture and facial expression. In this paper, we want to deal with one of those
phenomena which can be observed in such elaborated systems that we want to call
‘offtalk’, i.e., speech that is not directed to the system (speaking to oneself, speaking
aside). We report the classification results of first experiments which use a large
prosodic feature vector in combination with part-of-speech information.

1 Introduction

1.1 TheSmar tKom System

SmartKom is amulti-modal dialoguesystem which combinesspeech with gestureand facial
expression. Thespeech datainvestigated in thispaper areobtained in large-scaledWizard-of-
Oz-experiments [7] within the SmartKom public scenario: in a multi-modal communication
telephone booth, the users can get information on specific points of interest, as, e.g., hotels,
restaurants, cinemas. The user delegates a task, for instance, finding a film, a cinema, and
reserving the tickets, to a virtual agent which is visible on the graphical display. This agent
is called ‘Smartakus’ or ‘Aladdin’. The user gets the necessary i nformation via synthesized
speechproducedby theagent, andon thegraphical display, viapresentationsof listsof hotels,
restaurants, cinemas, etc., and maps of the inner city, etc. The dialogue between the system
and theuser is recorded with several microphonesand digital cameras. Subsequently, several
annotations are carried out. The recorded speech represents thus a special variety of non-
prompted, spontaneous speech typical for man-machine-communication in general and for
such a multi-modal setting in particular. More details on the system can be found in [13],
moredetailson the recordingsand annotations in [10,11].

1.2 Offtalk

The more elaborate an automatic dialogue system is, the less restricted is the behaviour
of the users. In the early days, the users were confined to a very restricted vocabulary
(prompted numbers etc.). In conversations with more elaborate automatic!dialogue systems
likeSmartKom, usersbehavemorenatural; thus, phenomenacan beobserved and have to be
coped with that could not beobserved in communicationswith very simpledialoguesystems.

                                                                          
                                     



                                                        

In this paper, we want to deal with one of these phenomena that we call ‘offtalk’. Offtalk is
defined in [10] ascomprising ‘every utterancethat isnot directed to thesystem asaquestion,
a feedback utterance or as an instruction’. This comprises reading aloud from the display.
Other terms are ‘speaking to oneself ’, ‘speaking aside’, ‘ thinking aloud’. In most cases, the
system should not react to these utterances, or it should process them in a special way, for
instance, on a meta level, as remarks about the (mal-) functioning of the system, and not on
an object level, as communication with thesystem.

In the annotation, two different types of offtalk are labelled: read offtalk (ROT) and
other offtalk (OOT); every other word is via default annotated with the label NOT as ‘no
offtalk’. If the user reads aloud words presented on the display, this is labelled as ROT; it
was decided not to tell apart all other types of offtalk, e.g., speaking aside to another person
or speaking to oneself, because these decisions are often not easy to make. Moreover, such
a detailed labelling system would end up with a small number of tokens for each sub-type
which anyhow had to be mapped onto higher classes in order to process them automatically.
Offtalk as a special dialogue act has not yet been the object of much investigation [1,6]
most likely because it could not be observed in human-human communication. (In a normal
human-human dialogue setting, offtalk might really be rather self-contradictory, because of
the “ Impossibility of Not Communicating” [14]. Wecan, however, easily imagine the use of
offtalk if someone is speaking in a low voice not to but about a third person present who is
very hard of hearing.)

In the following example, a user wants to reserve two tickets for the cinema; first,
the German original is presented, then an English translation. In the German example,
<P> denotes pauses, +/ and /+, respectively, beginning and end of a repair, and <hm>

a filled pause. Offtalk is labelled adjacent to the pertinent word, without blanks. Most of
the annotated phenomena are, however, filtered out of the German example; the English
translation contains only the wording; here, ROT is given in capitals, and OOT boldface
and recte.

system: in diesemKino können Sienur telefonisch reservieren
user : kannst du mich dahin verbinden <P> Aladdin
system: diese Funktion ist momentan leider nicht verfügbar <P> kann ich Ihnen auch

anders helfen
user : <hm> <P> das<OOT> is’<OOT> doof<OOT> <hm> <P> <A> geh doch

noch mal zurück <P> Aladdin <P> zurückgehen
system: einen Augenblick bitte
user : ja <P> +/wie sieht d=/+ wie sieht das aus mit dem Kino Schloß <P> drei-

undzwanzig fünfundvierzig Armageddon <P> zwei Karten Aladdin <P> hoffent-
lich<OOT> nich’<OOT> wieder<OOT> telefonisch<OOT> doch<OOT>

system: in diesemKino können Sienur telefonisch reservieren
user : <hm> das<OOT> is’<OOT> natürlich<OOT> auch<OOT> doof<OOT>

<P> gibt es noch eine andere Möglichkeit <P> sicher<OOT> nicht<OOT>

<P> zurück
system: Reservierungen können nur im Kino StudioEuropa durchgeführt werden



                                                  

user : aha na dann <P> gib mir doch mal das <P> Kino Europa <P> Kino
Europa ah das sieht doch schon gut aus gut dann nehmen wir mal <P> <hm>

<P> AmericanHistoryX zwoundzwanzig fünfundvierzig <P> aha<OOT> Re-
servierung<ROT> bestätigen<ROT> da<OOT> kommen<OOT> wir<OOT>

doch<OOT> schon<OOT> der<OOT> Sache<OOT> näher<OOT>

system: For thiscinema, only reservation by phone is possible.
user : Can you connect me, Aladdin?
system: I’m afraid, at themoment, this isnot possible.
user : That’s bad – well – pleasego back, Aladdin – go back!
system: Onemoment please!
user : Well, what about, what about the Castle Cinema, 10.45 pm, Armageddon – two

tickets, Aladdin – I hope it’s not again reservation by phone.
system: For thiscinema, only reservation by phone is available.
user : Again, that’s bad. Is thereanother possibility? I guess not! Go back!
system: Reservationsare only possible for theStudio Europe.
user : Well, okay, Studio Europe, Studio Europe, that’s fine, well, then let’s take – uh

– AmericanHistory, 10.45 pm, okay, CONFIRM RESERVATION, now we are
coming to thepoint.

At least in thisspecific scenario, ROT isfairly easy toannotate: thelabeller knowswhat is
given on thedisplay, and knows thedialoguehistory. OOT, however, asasort of wast-paper-
basket category for all other typesof offtalk, ismoreproblematic; for adiscussion wewant to
refer to [11]. Note, however, that the labellers listen to the dialogues while annotating; thus,
they can use acoustic information, e.g., whether some words are spoken in a very low voice
or not. This isof coursenot possible if only the transliteration isavailable.

2 Mater ial and FeaturesUsed

The material used for the classification task consists of 81 dialogues, 1172 turns, 10775
words, and 132 minutes of speech. 2.6% of the words were labelled as ROT, and 4.9% as
OOT. Notethat therecording is, at themoment, not finished yet; thus, thismaterial represents
only apart of thedata that will eventually beavailable.

It isstill an open question which prosodic featuresarerelevant for different classification
problems, and how thedifferent featuresare interrelated. Wetry thereforeto beasexhaustive
as possible, and we use a highly redundant featureset leaving it to thestatistical classifier to
find out the relevant features and the optimal weighting of them. For the computation of the
prosodic features, afixed referencepoint hasto bechosen. Wedecided in favor of theend of a
word becausetheword isawell-defined unit in word recognition, and becausethispoint can
be more easily defined than, for example, the middle of the syllable nucleus in word accent
position. Many relevant prosodic featuresareextracted from different context windows with
the size of two words before, that is, contexts−2 and −1, and two words after, i.e. contexts
1 and 2 in Table 1, around the final syllable of a word or a word hypothesis, namely context
0 in Table 1; by that, we use so to speak a ‘prosodic 5-gram’. A full account of the strategy
for the feature selection is beyond the scope of this paper; details and further references are
given in [2]. Table1 shows the95 prosodic featuresused and their context. Themean values
DurTauLoc, EnTauLoc, and F0MeanGlob are computed for a window of 15 words (or less,



                                                        

if theutterance is shorter); thus they are identical for each word in the context of five words,
and only context 0 is necessary. Note that these features do not necessarily represent the op-
timal featureset; this could only be obtained by reducing a much larger set to those features
which prove to berelevant for theactual task, but in our experience, theeffort needed to find
the optimal set normally does not pay off in terms of classification performance [3,4]. The
abbreviationscan beexplained as follows:
duration features ‘Dur ’ : absolute (Abs) and normalized (Norm); the normalization is de-
scribed in [2]; theglobal valueDurTauLoc isused to scalethemean duration values, absolute
duration divided by number of syllablesAbsSyl representsanother sort of normalization;
energy features ‘En’: regression coefficient (RegCoeff) with its mean square error
(MseReg); mean (Mean), maximum (Max) with its position on the time axis (MaxPos), ab-
solute (Abs) and normalized (Norm) values; thenormalization is described in [2]; theglobal
valueEnTauLoc isused to scale themean energy values, absoluteenergy divided by number
of syllablesAbsSyl representsanother sort of normalization;
F0 features ‘F0’: regression coefficient (RegCoeff) with its mean square error (MseReg);
mean (Mean), maximum (Max), minimum (Min), onset (On), and offset (Off) valuesas well
as the position of Max (MaxPos), Min (MinPos), On (OnPos), and Off (OffPos) on the time
axis; all F0 featuresare logarithmized and normalized as to themean valueF0MeanGlob;
length of pauses ‘Pause’: silent pause before (Pause-before) and after (Pause-after), and
filled pausebefore (PauseFill-before) and after (PauseFill-after).

A Part of Speech (PoS) flag is assigned to each word in the lexicon, cf. [5]. Six cover
classesareused: AUX (auxiliaries), PAJ(particles, articles, and interjections), VERB (verbs),
APN (adjectivesandparticiples, not inflected), API (adjectivesand participles, inflected), and
NOUN (nouns, proper nouns). For the context of +/- two words, this sums up to 6 × 5, i.e.,
30 PoS features, cf. the last line in Table 1.

Table1. Ninety-fiveprosodic and 30 PoS featuresand their context.



                                                  

Table 2. Recognition rates in percent for different constellations; leave-one-out, offtalk vs.
no-offtalk; best resultsareemphasized.



                                                        

Table 3. Recognition rates in percent for different constellations; leave-one-out, ROT vs.
OOT vs. NOT; best resultsareemphasized.



                                                  

5 Concluding Remarks

Offtalk is certainly a phenomenon whose successful treatment is getting more and more
important, if the performance of automatic dialogue systems allows unrestricted speech,
and if the tasks performed by such systems approximate those tasks that are performed
within these Wizard-of-Oz experiments. We have seen that a prosodic classification, based
on a large feature vector – actually the very same that had been successfully used for the
classification of accents and boundaries within the Verbmobil project, cf. [2] – yields good
but not excellent classification rates. With additional lexical information entailed in the PoS
features, classification rates went up. However, the frequency of ROT and OOT is rather
low and thus, their precision is not yet very satisfactory; if we tried to obtain a very high
recall for the marked classes ROT and OOT, precision would go down even more. Still, we
believe that already with the used feature vector, we could use a strategy which had been
used successfully for the treatment of speech repairs within the Verbmobil project, cf. [12]:
there, we tuned the classification in such a way that we obtained a high recall at the expense
of a very low precision for speech repairs. This classification could then be used as a sort of
preprocessing step that reduced thesearch space for subsequent analyses considerably, from
some50.000 tosome25.000 instances. Another possibility would bean integratedprocessing
with theA* algorithm along the linesdescribed in [9], using other indicators that most likely
will contribute to classification performance as, e.g., syntactic structure, the lexicon (use of
swear words), the use of idiomatic phrases, out-of-sequence dialogue acts, etc. Eventually,
experimentswill haveto beconducted that useword hypothesesgraphsinstead of thespoken
word chain.
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