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Abstract For linear flows on vector bundles, it is shown that the topological entropy of
lower dimensional subspaces in the fibers is determined by the Morse spectrum over chain
recurrent components of the induced flows on Grassmann bundles.
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1 Introduction

The purpose of these notes is to compute topological entropies for linear flows on vec-
tor bundles. For linear flows, which have a noncompact state space, the entropies have to
be defined with respect to compact, in general noninvariant, subsets K of initial values.
Classical results for linear maps by R. Bowen [4] show that the unstable eigenvalues deter-
mine the topological entropy. Since linear flows are nonautonomous dynamical systems
given by a linear cocycle over a base flow, one will expect that Lyapunov exponents play
an analogous role here when entropy in the base space is neglected. However, things are
complicated by two facts as follows: In contrast to the measure theoretic situation, the
topological situation leads to “many” Lyapunov exponents, which may be captured in the
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Morse spectrum (see Colonius/Kliemann [7]) consisting of compact intervals associated to
the chain recurrent components in the projective bundle. Furthermore, since volume growth
plays a key role, the topological entropy depends critically on the considered sets of initial
values. It turns out that the Morse spectrum corresponding to the chain recurrent compo-
nents in the associated Grassmann bundles comes into play (see Colonius and Kliemann
[9], Braga Barros and San Martin [5], San Martin and Seco [21]). Our main result
(Theorem 5.2) relates the topological entropy of a k -dimensional subspace V' of a fiber
to the Morse spectrum in the Grassmann bundle obtained by projection to the unstable
subbundle.

Topological entropy for nonautonomous dynamical systems has found some interest in
the literature. For example, Kolyada and Snoha [14] define an entropy for nonautonomous
dynamical systems. A main motivation for their work, which is restricted to compact spaces,
comes from skew product systems; see also Zhang and Chen [23] for a recent contribu-
tion. A classical result by Abramov and Rokhlin (see, e.g., Petersen [17]) shows that the
metric entropy of a skew product flow is the sum of the entropy of the base flow and the
fiber entropy. For skew product flows with compact fibers, Bogenschiitz [3] proved a vari-
ational principle relating metric fiber entropy and topological fiber entropy. Instead, we
consider noncompact (linear) fibers and linear flows. Furthermore, we concentrate on the
fiber entropy, since in control systems, which provide a major motivation for our work, the
topological entropy of the base space is infinite. It is also worth to note that the fiber entropy
considered in the present paper depends on the metric. We refer to Handel and Kitchens [11]
and Patrdo [15] who discuss related questions in the general context of topological entropy
in noncompact spaces.

In Section 2, we briefly recall the finest Morse decomposition of linear flows in Grass-
mann bundles and the main properties of the associated Morse spectrum. Furthermore, some
notions from multilinear algebra are recalled. Section 3 introduces fiber entropy for linear
flows on vector bundles and presents an estimate from below. Section 4 uses the Oseledets
theorem to establish that the fiber entropy is determined by the corresponding interval of
the Morse spectrum on Grassmannian bundles, at least for all points in the base space for
which the Oseledets theorem holds. Here, also the special case of bilinear control systems
is discussed.

2 Linear Flows on Vector Bundles

In this section, facts on linear flows on vector bundles, on the chain transitive components of
their induced flows on Grassmannians, and on the associated Morse spectra are recalled. We
also fix some notation from multilinear algebra. For the general theory of continuous flows
on compact metric spaces, we refer to the recent book by Alongi and Nelson [1], and for
the definition of vector bundles = : VV — B, we refer to Karoubi [13] (or [8, Appendix B]).
Locally, they are the product of an open subset of a metric space B with a finite dimensional
Hilbert space H. We always assume that the base space B is compact. A continuous bilinear
form on V is constructed by adding the inner products in the local charts with appropriate
weights taking into account the distance in the base space ([8, p. 535]). All norms obtained
in this way are equivalent. A linear flow ® on a vector bundle 7 : VV — B is a (continuous)
flow ® on V such that for all « € R and vy, v € V with 7(v{) = w(v2) and ¢t € R, one
has

7 (P(t, v1)) =7 (P, v2)), P, (v +v2) =ad(t,v) +ad(, v2).



Topological Fiber Entropy for Linear Flows 471

Where notationally convenient, we write instead of ® (¢, v) either ®;(v) or ®(¢)v. The flow
® induces a flow 6 on the base space B (corresponding to transport of the fibers) and flows
on the Grassmann bundles G} and, in particular, on the projective bundle PV = G V. For
ease of notation, we also denote these induced flows by ®. A metric in PV is constructed
using the metric on the projective space for H given by

!/ !/

v v 4 v >’ 0
Il

v
ol 'l vl

where v, v’ are elements of a fiber V}, which are not in the zero section Z C V (for dis-
tances in fiber bundles, see also the general construction of [16], Section 3.3). The cocycle
associated with @ consists of the following family of maps on the fibers

o(t,b): V= Vgp 1 v ®(t,v) for (t,0) € R x B,

d(Pv, Pv) := min <

satisfying the cocycle property
o(s,0:b)p(t,b)v = (s +t,b)vfors,t e R,b e B, andv € V.

The following theorem goes back to Selgrade [22]; see also Salamon and Zehnder [20],
Colonius and Kliemann [8].

Theorem 2.1 (Selgrade) Let ® be a linear flow on a vector bundle w : V — B with chain
transitive flow on the base space B. Then the chain recurrent set of the induced flow P®
on the projective bundle PV has finitely many, linearly ordered components {M, ..., M},
and 1 <1 < d := dimVy, b € B. Every chain recurrent component M; defines an
invariant subbundle of V, called Selgrade bundle, via

Vi =P ' M) ={veV, v¢ ZimpliesPv € M;}
and the following decomposition into a Whitney sum holds:

V=V& --oV. 2

For points v € V which are not in the zero section Z in V, the Lyapunov exponent or
exponential growth rate of the corresponding trajectory is given by

1
A(v) :=limsup log|®,v| 3)
t—o0 I

and the Lyapunov spectrum X, of the linear flow ® is the set of all Lyapunov exponents
Yry={A(v), v € V\ Z}. The concept of Morse spectrum is defined via (¢, T')-chains in the
projective bundle. Recall that for e, T > 0, an (e, T')-chain ¢ in PV of ® is givenby n € N,
To, ..., To—1 > T, and py, ..., py in PV with d(®(T;, pi), pi+1) < efori =0,....,n — 1.
Define the finite time exponential growth rate of such a chain ¢ (or “chain exponent”) by

~1
n—1 n—1
rME) = (Z T,~> > (log [|@(T;, vi) || — log [[v; ) .
i=0 i=0
where v; € P~!(p;). Then the Morse spectrum over a chain recurrent component M is
__ | A €eR, there are g >0, T/ — oo and (sj, Tj)—chains
EM”(M’GD)_{ ¢/ in M with A(¢7) — has j — oo }

The Morse spectrum Xz, (®P) of & is defined as the union of the Morse spectra over the
chain recurrent components in P). The main properties of the Morse spectrum are collected
in the following theorem [8].
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Theorem 2.2 Let ® be a linear flow on a vector bundle & : V — B with chain transitive
flow on the base space B. Then

l
By(D) C Zao(®) = | JEmo (M, ).

i=1

where the M are the chain recurrent components of the projective flow P®. Furthermore,
foreveryi,

oM, @) = [k (M), k(M))]

with k*(M;) < «*(M;) and k(M;) < «(M;j) for i < j; the boundary points
K*(M;), k(M;) are obtained as limits for t — =00 for all points in the base space B
outside of sets with measure zero for certain ergodic measures.

We also note that, for a chain transitive base space, the Morse spectrum coincides with the
Sacker-Sell spectrum [19]; one obtains the exponentially dichotomous subbundles provided
by Sacker-Sell theory by taking in the decomposition (2) the sum of all subbundles with
intersecting Morse spectral intervals.

For the volume growth and its relation to the chain recurrent components in the
Grassmannian bundles GV, it will be helpful to keep in mind the following facts from mul-
tilinear algebra. For a (real) Hilbert space H of dimension d with scalar product denoted
by (-, -), let w : H* — R be an alternating k-linear map. For (xi, ..., x4) € H4, consider
V1, .o, y&) € HF with y; = Z?:l bijx . Then one computes

o1, y) = Yy detBj jo(xj..... X)), 4)
J1<..<Jk
where Bj, . j, is the k x k-matrix obtained from the columns ji, ..., ji of B = (b;;) and sum-
mation is over all ordered k-combinations of {1, ..., d}. The map w defines a k-dimensional
volume for H. For 1 < k < d, the k-fold alternating product /\kH = HA---AH is defined
as the vector space with an alternating k-linear map w,, : H* — /\k H:(x1,...,xx) —
X1 A -+ Axg with (i) if (xq, ..., xg) is a basis of H, then

fxjy A" Axj 1 <j1 < < jk <d}

is a basis of /\k H, and (i) if ¢ : H¥ — R is an alternating k-linear map, then there is a
unique linear map 0 : /\k H — Rwithgp =60 owy.

The elements of the form x; A --- A xi are called indecomposable and ( /\k H )1 J C
n
/\k H is the subset of all indecomposable elements. If eq, ..., ¢4 is an orthonormal basis of
H,thenw(ej,...,ej,) = 1,1 < ji <--- < jir <d, defines via (4) an alternating bilinear
form. The exterior product is the bilinear form determined by

/\ij/\kH—>/\j+kH:(yl/\~--/\yj,zl/\-~~/\zk)r—>yl/\--~/\yk AZIA A Zk.
For an orthonormal basis ey, ..., ¢; of H, one obtains a basis of /\kH by

ey "o Aejpl 1= ji <.+ < jk =d}.
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By linear extension, this also induces an inner product (-, -) on /\kH by making the basis
above orthonormal. The parallelepiped spanned by a k-tuple of linearly independent vectors
in H, or k-parallelepiped, is

i
cod Y xilij#ipforj# jandiy, ... ipefl,....1}.1€{0.1,... k}
j=1
For two such k-tuples (x1, ..., xx), (¥1, ..., Yx), one has
XEA s AXE=YIA - Ak &)
if and only if (x1, ..., xx), (J1, ..., Yx) span the same subspace and the parallelepipeds P

spanned by them have the same volume given by voli (P) = [[x1 A -+ - A Xk ||

Hence, we can identify the set Gy H of k-dimensional subspaces in H with the equiva-
lence classes of indecomposable elements xj A - - - Axg in /\k H differing only by a nonzero
factor. In other words, we can identify Gy H with the subset IP( /\kH ) 1na Of projective space
P( /\kH ). It is not hard to see that under the metric (1), this subset is compact, and in the
following we use this metric for Gy H.

We endow H with the following inner product which is adapted to a decomposition
into linear spaces L;, 1 < j < I: for each j, one has a basis e{, e e(jlj of L; which is
orthonormal with respect to the given inner product. Define

TN 0 for jj # jooriy #ip
<"’ijl ’eijz> = {1 for ji = j» and iy = i». ©

The chain recurrent components on Grassmannians (and more generally on flag mani-
folds) are expressed as fixed point sets of diagonalizable matrices, viewed as maps of the
Grassmannians. If / is a diagonalizable linear map of H, then a point Pv of P is fixed by &
if and only if v is an eigenvector of 4. Hence, the connected components of the fixed point
set fixp (k) of h in P are the sets PW with W C H an eigenspace of .

The same way, the fixed points of 4 in Gy H are spanned by the decomposable vectors
X1 A -+ A X that are eigenvectors of /\kh, that is,

/\kh(xl/\~~~/\xk)=hx1/\~~~Ahxk=A(x1/\~~~/\hxk).

Hence, the fixed point set fixg, # (h) of h in Gi H is the P (W N (/\k V)[nd> with W run-

ning through the eigenspaces of /\kh. The connected components of fixg, i (/) has a simple
description in terms of the eigenspaces Wy, ..., W; of h: Letd; = dimW;,i = 1,...,1,
and take integers (ki, k2, ..., k) withk; +ky +---+k = kand 0 < k; < d;. Then

Wlf] =1V € G¢H : dim (VN W) = k;}

.....

is a connected component of fixg, i (1), and these sets exhaust the components. Below, we
also write

W]i(] k]:GhW]@"'@Gk[WI

,,,,,

with the interpretation that on the right hand side, we have the sum of arbitrary k;-
dimensional subspaces of W;.

All this can be extended in a standard way to bundles: One constructs the k-fold alternat-
ing product bundle /\kV and the subset ( /\k V) 1na of indecomposable elements as well as
the Grassmann bundle G )/, with inner products on V adapted to (2), by performing these
constructions on every chart H x U, where U is open in the base B. One obtains a continu-
ous bilinear form on the vector bundle which is equivalent to the original one. This does not
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change the chain transitive sets or the Lyapunov exponents. A linear flow ® on V induces
a linear flow on /\kV if we define vi A -+ Avg = Pv; Ao A Do, v; € Vp, On the
indecomposable elements and then extend by linearity. Then

Dz, v1) Ave- AP, Vi)l

is the volume of the parallelepiped spanned by the images under the map &(z,:) of
Uiy e, Uk

Again, we can identify the compact set P /\kV) 1nd With GiV. This yields a (locally
trivial) fiber bundle ( /\kV) ind = G V. The induced flow is fiber preserving.

The following theorem holds by Braga Barros and San Martin [5, Theorem 10.1] and
Patrdo and San Martin [16, Theorem 10.1], combined with the above description of the
components of fixed point set fixg, g (h).

Theorem 2.3 Let @ be a linear flow on a vector bundle w : V — B with chain transitive
base space B and dimension d. Let V; with dimension d;, i = 1,...,1, be the Selgrade
bundles. Define for 1 < k < d the index set

1(k) :={(k1,ky, ... k), ki1 +hko+---+k =kand0 < k; <d;}.

Then the chain recurrent components in the Grassmann bundle GV — B are given by the
sets

,,,,,

,,,,,

k-dimensional subbundles VW with dim(W, NV, ) = ki, i = 1, ..., 1, or, equivalently, with

W:é[WﬂVi].

i=1
We turn to determine the exponential growth rates of volumes. The associated spectrum
is defined as follows. For ¢, T > 0, consider an (g, T)-chain ¢ of ® in G,V given by
neN, Ty, .. T,.1>T, Vo, ..., V, € GV
with d(®(T;, V;), Vig1) < efori =0, ..., n — 1. Identify the subspace V; and v;1 A ... Avjk

where [|vi1 A - -+ A vig|| = 1. Let the exponential growth rate of ¢ be
n—1 -1 '
1) = (ZT,-) (Zlog U@D(T‘,v,~1>A~~~Ad><T,-,v,-k>U) ™
i=0 i=0

and define the Morse spectrum over a chain recurrent component by

. { A € R, there are ¢/ — 0, T/ — oo and }

,,,,,

Furthermore, the Morse spectrum of the linear flow on the Grassmann bundle GV is
defined by taking the union over all chain recurrent components in GV . The following
theorem is a consequence of [9, Theorem 9].

Theorem 2.4 For a chain recurrent component M],jl ..k, [n the Grassmann bundle GV,
the associated Morse spectrum is a compact interval
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All limit points for t — oo of growth rates along a trajectory in the chain recurrent com-
ponent are in this interval. The boundary points are obtained as limits for t — Fo00 for all
points in the base space B outside of sets with measure zero for certain ergodic measures.

The following lemma is a consequence of [6, Theorem 2.7].

Lemma 2.5 For the fiber bundle 7 : ( /\kV) 1nd = GV, consider the continuous function
f (/\kV)Ind — R given by f(vi A--- Avg) :=log|lvi A -+ A vk||. Then we have that
forllvi A Al =1

. 1

limsup (@ (01 A+ Av0) € Tuto (ME 4, )
t——4oo I '

where ./\/llli1 1, s the Morse set that contains the omega limit of the point w (v A - - - A vg)

for the induced flow in G V.

Proof Since f(®;(vi A--- Avg)) — f(vr A--- A vg) only depends on the fiber and the
limit superior is uniformly bounded over the base space, the function f satisfies the two
basic assumptions (2) and (3) in [6], cp. also [6, Remark 2.1].

3 Fiber Entropy

In this section, we define the topological fiber entropy of linear flows and derive some of
its properties.

Let ® be a linear flow on a vector bundle YV — B with base flow 6;(b) and cocycle
o(t,b),t € R,b € B. Consider a compact subset K contained in a k-dimensional subspace
V of a fiber V.

A set R in V is called (T, ¢, K; ®)-spanning if for every v € K there is w € R, such
that for all ¢ € [0, T'] one has

o byv — o, Dyw| = [[Prv — Pw| < &,

where the norms are taken in the fibers V... Denoted by r(T, ¢, K; ®) is the minimal
cardinality of a (T, ¢, K; ®)-spanning set.

Definition 3.1 With the notation above, the topological fiber entropy of ® with respect to
K is defined by

1
h(e, K; ®) := limsup T logr(T,e, K; ®), h(K; D) := li\r‘r(l)h(s, K; ®).
&

T—o0

and the fiber entropy of V is

h(V,®) = sup {h(K, D)}.
Kcv

If the base space is a point, then we have a linear flow on a vector space and the entropy
is determined by the eigenvalues of the (linear) time-one map; cf. Bowen [4] or Walters
[24, Theorem 8.14]. The definition above does not look at the topological entropy of the
linear flow @ on the vector bundle V), since the behavior in the base space B is not taken
into account. Instead, we only study the behavior with respect to the fibers. It is immediate
from the definition that h(K; ®) < h(K’; ®) for K C K'.
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A set § C K is called (T, ¢, K; ®)-separated if for all v, w € § with v # w there
ist € [0, T] with ||e(t, b)v — ¢(t, b)w|| > ¢. Denoted by s(n, ¢, K; ®) is the maximal
cardinality of a (T, €, K; ®)-separated set. It is easily seen that the topological entropy can
also be defined via separated sets

h(V; ®) := sup {lim lim sup ! logs(T, e, K; d))} .
Kcv [EN0 7500 T
This follows, since a maximal (7, €, K; ®)-separated set is also (7, €, K; ®)-spanning,
which implies s(7, ¢, K; ®) > r(T, ¢, K; ®); furthermore, using the triangle inequality,
one sees that s(7T', ¢, K; ®) <r(T,2¢, K; D).
In order to estimate the fiber entropy, the following technical lemma is needed.

Lemma 3.2 Let K be a compact subset contained in a k-dimensional subspace V of a
fiber Vy. Then the fiber entropy with respect to K is invariant under translations and
multiplication by scalars, that is,

h(K,®) =h(K +v, D) =h(aK, D),
forallv eV andall @ # 0.

Proof Let R be a (T, ¢, K, ®)-spanning set with cardinality (7, ¢, K, ®) and consider
the set R = R + v. Then for all w’ € K + v, there is w € K and u € R such that
w = w+ vand |, b)w — ¢(t,b)u|| < &,t € [0, T]. By the linearity of the flow, we
can conclude that ||g0(t, byw' — o(t, b)u/| < e, where u’ = u + v € R'. Therefore, R’ is
a(T,e, K 4+ v, ®)-spanning set and r(T, ¢, K + v, ®) < r(T, ¢, K, ®). In the same way,
taking a (7T, €, K + v, ®)-spanning set, we obtain that

r(T,e, K+v,®)>r(T, ¢ K, D),

and consequently, we have the equality 4 (K, ®) = h(K + v, ®). Similar arguments show
the equality #(K, ®) = h(a K, D).

By Lemma 3.2 we just need to calculate (K, ®) for K being a k-parallelepiped in V,
since in this case h(K, ®) = h(V, ®). For the further analysis the following elementary
properties of the fiber entropy will be needed.

Lemma 3.3 Consider a decomposition of V into measurable invariant subbundles
YV =W, & W valid over all b in a subset By C B. Denote the corresponding projections
bymia YV — Wi . Then for every compact set K C Vy, b € By, the fiber entropy with
respect to K and to w1 2K for the restrictions @12 : Wi 2 — Wi 2 of ® satisfies

h(K,®) <h(m K, ®) +h(mK, &) and h(K, ®) > h(m 2K, 1 2).

Proof Fix ¢,T > 0 and consider for i = 1,2 minimal (7, ¢, m; K, ®;)-spanning sets
Iéi C m; K with cardinality (T, e, 7; K; ®;). Then there are subsets R; C K with the
same cardinality such that Ié,- = m;(R;). Every element v € K can be written as v =
m1v @ mov. Using the spanning property of R; for the restrictions ®;, one finds that R; U
Ry is (¢, T, K; ®)-spanning. For T — oo and then ¢ — 0, the first assertion follows.
For the second assertion, observe that a minimal (7, ¢, K , ®)-spanning set projects to a
(T, ||m121le, m1 K , ®1)-spanning set.
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4 Lower Bounds

The lower bounds for the fiber entropy to be given in this section are based in the following
estimate in terms of the Morse spectrum.

Proposition 4.1 Let ® be a linear flow on a vector bundle V. Consider a k-dimensional
vector space V. C Vyp, . Then the topological entropy of V is bounded below by the lower

bound of the Morse spectrum of/\/lf1 "

h(V, ®) > k* (Mfl,‘.‘,k,) ;

where M],zl ....
flow on G V.

K is the Morse set that contains the omega limit of the point V for the induced

Proof Let K be a k-parallelepiped in V spanned by vy, ..., vx € V. Then for t > 0, the
k-dimensional volume of ®;(K) satisfies

Vol (®4(K)) = [|D;vr A=+ A DPrug]l -
Let e > 0,T > 0, and consider a (T, ¢, K; ®)-spanning set R of minimal cardinality
r(T, e, K; ®). Then (by the definition of spanning sets) the set ®7(K) is contained in the
union of 7(T, &, K; ®) balls B(wj, &) of radius &,

B(wj, &) ={veVyr]| Hv — ij < &gl
Each such ball has volume bounded by c(2¢)?, where ¢ > 0 is a constant. Thus

volg(®7(K)) < (T, &, K; ) - c(2e)".
This yields

logr(T, e, K: ®) = log | d7v1 A -+ A vyl — log[c(2e)¢ ],

and hence by Lemma 2.5

1
lim sup T logr(T,e, K, ®)

T—o00

1
> lim sup T log | ®rvi A - A Pruk|l € Tpyo (Mil.,mkz) .

T—o0

For ¢ — 0, one obtains the assertion.

From now on, we assume that 0 ¢ X,7,(®). This means that,
V=VreV- ®)

with Z37,(VT) C (0, +00) and Zp7,(V ™) C (=00, 0), where V7 is the sum of the Selgrade
bundles V; with Morse spectrum contained in (0, +00) and V'~ the sum of Selgrade bundles
V; with Morse spectrum contained in (—oo, 0).

Note that for k-dimensional vector space V. C V), , we have that h(V, ®) = 0, since
for any compact set K C V, the minimal cardinality of a (T, ¢, K, ®) remains bounded
as T goes to infinity. Since we are interested in what happens in the unstable part, we will
always assume that the projection of the vector space V to the positive part V;r has positive
dimension.
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+

In the following, we denote by m* the projection of V to V*. Furthermore, let

,,,,,,,,,,

of all subbundles obtained by projecting the subbundles to V. It is convenient to write

k=

ki if Tp1o(Vi) C (0, 4+00) ,
, { and kKt =k + .+ K

0 if Tpo(V;) C (—00,0)

Thus k™ = dim V" and k; = 0iff V; C V™. The following proposition, which describes
what happens to the chain recurrent components in the Grassmannians when we apply 7T,
is an immediate consequence of the definitions and Theorem 2.3.

Proposition 4.2 For elements VW in a chain recurrent component M],jl .k in the
Grassmann bundle GV, let

W= @Wn V.

Then the set

,,,,,

kT -dimensional parallelepiped in =W,

Lemma 4.3 For the decomposition (8) of V into the stable and unstable invariant sub-
bundles V* and V™, the topological entropy with respect to a compact set K C V)
satisfies

h(K,®) =h(@TK, "),

Proof In view of Lemma 3.3, we only have to show that 2(w~ K, @) = 0. This follows,
since the minimal cardinality of a (T, &, 7~ K; ®~)-spanning set remains bounded for T —
Q.

Now, we combine Lemma 3.3 with the lower bound of Proposition 4.1 to get the
following sharper lower bound for the fiber entropy.

Theorem 4.4 Let © be a linear flow on a vector bundle V with 0 € X p,(®). Consider a
k-dimensional vector space V. C Vy. Then the topological entropy of V is bounded below

by the lower bound of the Morse spectrum of M:; ok

+
V@) = e (ME L),
F ;
+ . . .. .
where M@ o+ 18 the Morse set that contains the omega limit of the point £+ (V) for the
IR

induced flow on G+ V', and k is the dimension of the vector space 7+ (V).

Proof By Lemma 3.3, we have
h(K,®) > h(zTK, dT).

Then, the result follows by applying Proposition 4.1 to 7+ (V).
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5 An Upper Bound and Invariant Measures

In this section, we establish an upper bound for the fiber entropy of subspaces and discuss
the relation to the Morse spectrum.

First, we observe that there exists an invariant measure | for the base flow 6 on
the compact metric space B. If u is ergodic, the multiplicative ergodic theorem by
Oseledets implies that there exist an invariant subset By C B with W(Bg) = 1, numbers
A(w) < ... < Ar(w), r =r(w), and a decomposition into measurable invariant subbundles,
called Oseledets subbundles,

Vo =Vip(W) @ - @ Vyp(W,
valid for every fiber V,, with b € By, such that

. 1 .
lim  log||®@)v] = A (W) iff v € V;(W). C)
t—+o0 t
Here, in every fiber, the convergence is uniform for v with [|v|| = 1; see for example,

Arnold [2, Theorem 3.4.11], Johnson, Palmer, and Sell [12]. By [8, Corollary 5.5.17], each
subbundle V; (1) is contained in a Selgrade bundle V; and
Vip=> Vip(w and Y 1 (W) € Zyo(V)),

where summation is over all i with V;(1) C V; and b € By; the second equality follows,
since ) A; (1) is the volume growth rate. An easy consequence of uniform convergence in
(9) is that

. 1
lim log[[®(M)I = Ar(W). (10)
t—to0
Next, we give a rough estimate for the topological entropy using Lyapunov exponents.
Proposition 5.1 Let ® be a linear flow on a d-dimensional measurable vector bundle V
with ergodic measure |\ for the base flow 0. With the notation from the multiplicative ergodic

theorem, consider a k-dimensional parallelepiped K C Vp, where b € By. Then, the fiber
entropy with respect to K satisfies

h(K; @) < k- Ar(W).
Proof Project K to the corresponding Oseledets bundles V; (W) with projections p; and
denote the restricted flows by ®;. Then, by Lemma 3.3(i),
h(K; ®) < h(p1K; ®1) + -+ h(p,K; ©).
In a local chart, we may identify K with a subset of R? and hence there is N € N with
K C [-N, N1~

Foré > Oand M := H—‘ € N, every pointin [N, N] has distance less than 1\1/1 < § to one
of the 2M N + 1 points in

S:={x = ,i=—N,..,N}.

1

Then, in the max-norm, every pointin K C [—N, NT¥ has distance less than y < dtoone

of the 2MN + 1)¥ points in the product Sk, Since
[Prx — Dryll < 1Dl llx — ¥l
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we see that S¥ is an (T, § max;c[o,7] || Pl , K; ®)-spanning set of cardinality
17% 1 k
k k k_ k k
Q2MN+ 1) <M*(2N +1) _’78-‘ 2N +1) 5(8-‘,—1) (2N + 1)".

Thus fore > Oand § := ¢ [max,e[o,ﬂ [| D, ||]7l, we find that the minimal cardinality of a
(T, &, K; ®)-spanning set satisfies

k
r(T,e, K; ®) < [g—‘ max ||q>t||+1] (2N + ¥
te[0,T]

k
= [ max ||®, || + g} e F@N + Dk,
te[0,T]

Up to a multiplicative constant, this estimate remains true for the norm on the vector bundle
V. Let

1 1
lim sup T logr(T,e, K; ®) = lim T logr(T;, ¢, K; ).

T—o0 Ti—oo 1j

There are 7; € [0, T;] with ”@r,- H = maxe(o,7;] [P+ |l. If 7; and hence HdDT,. remains
bounded for i — oo, it is easy to see that #(K, ®) = 0. Hence, we may assume that there
is a subsequence of (t;), again denoted by (t;), with 7; — oo. It follows that

1 1 1
lim sup 7 logr(T, e, K; ®) = lim T logr(T;, e, K; ®) < lim  logr(T;, ¢, K; ®)

T—00 i—o0 I i—00 Tj

1
< lim [log(” Oy, | + &)k — kloge + klog2N + 1)]
i—00 Tj

—klim | log |y |

i—o00 T;

1
< klimsup T log || @]l

T—o00

= k-2 (),

where the last equality follows by (10).

Combining Proposition 5.1 with Theorem 4.4, we can prove the desired result on the
relation between fiber entropy and the Morse spectrum.

Theorem 5.2 Consider a linear flow ® on a vector bundle V with chain transitive base
space B and assume that ® is hyperbolic, i.e., 0 & X1, (D).

(i) Then for every ergodic measure \L in B, there is a subset By of full measure such that
every b € By has the following property:

Let V. C V) be a k-dimensional subspace. The fiber entropy of V satisfies

h(V,®) € Ty (Mf;tk,*)

+ . . L .
where M’;r is the Morse set that contains the omega limit of the point =+ (V) for the

induced flow on G+ V7.
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.. . + , .
(ii) Consider a Morse set /\/li+ . Then there is an ergodic measure W* on B and a
1

,,,,, Kt
subset By of full W*-measure, such that for all b € B and every k-dimensional subspace
Vvcven Mfi K
.

Proof (i) By Theorem 4.4, h(V, ®) is greater than or equal to «* (Mg k,*) It remains

to prove the other inequality, i.e., h(V, ®) < k <./\/lk+ ) For every ergodic measure

U in the base space (there is at least one) and all points in an invariant subset of measure
1, the assertions of the multiplicative ergodic theorem hold. Take b € By and consider the
decomposition of V into the Selgrade bundles V;. By Lemma 3.2, we can consider the
compact set K as a k-parallelepiped spanned by vectors in V. Then 77| K is a parallelepiped,
and by Lemma 3.3, (ii) only the unstable Selgrade bundles have to be considered,

WV, ®) = h(K, ®) = h(x*K, &+) <Y h <nj+K, q:j) ,

where JT;’ denotes the projection to V/?L. Decompose V;’ into the Oseledets bundles V}: (w

+

with projections T and denote the corresponding restrictions of ® by @;.rl.. We may

assume that 77 i K is spanned by vectors v;,i = 1, ..., kT in the Oseledets bundles.
Lemma 3.3 (i) implies
+ + + +
h(7r K V) = Yo (afiK 08
i

. . L
Now Proposition 5.1 applied to each @, yields
" (N/J?riK; q);ii) <k w.

+ . + +
where A 7 is the Lyapunov exponent of V (u) and k = dim V (). Then

h(V, @) < Zh (w7 K. q:j) =3 Y n(xfik o)
joi
<22k+ S

zlimsup log |®;v1 A+ A Dyug+]l,
t—oo I

since j > k;rl A+ ; (W) is the volume growth rate of 7 ™K. Using again Lemma 2.5, we

conclude that 2(V, ®) < « (M’; +> as claimed.
1

(ii) By Theorem 2.4, there is an ergodic measure u* such that for all b in a subset B of
full measure, one has

1
lim sup ; log |®;v; A -+ A Qv+ || = min Xy, (Mfi
1

1—00
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Then the arguments from (i) show that 2(V, ®) = min Xy, <./\/lk+ ) Similarly, the

+ g+
Kok

arguments in the proof of Theorem 4.4 show the assertion for

Remark 5.3 Theorem 5.2 with k = d yields that h;,,(®) is an element of the maximal
Morse spectral interval in the Grassmann bundle G+ V' with k™ = dim V*. When the
base space is a point, the flow reduces to a linear flow on a vector space, and its topological
entropy is given by the sum of the unstable eigenvalues of the time-one map; cf. Walters
[24, Theorem 8.14]. This, naturally, is the volume growth rate in the unstable subspace.

The results above apply, in particular, to bilinear control systems of the following form
(cp- [6D)

%= [Ao + Zui(t)Ai:| x(¢) in RY,
i=1

ueld ={u:R— UCR", locally integrable}

where U C R™ is compact and convex. Denote the solutions of the differential equation
with initial condition x (0) = xo € RY by @(t, xo, u),t € R.

Let 6, : U — U be the shift (B,u)(s) = u(t+s), s € R,andendow U C Lo(R, R™) =
(L1(R, R))* with the weak™ topology. Then I/ becomes a compact metrizable space which
is chain transitive. The flow defined by &, (x, u) = (¢(t, x, u), 6,u) on V := R x U —
U is continuous and linear. The following result shows that only the fiber entropy gives
interesting information on this flow, since already the base flow has infinite entropy.

Proposition 5.4 Under the assumptions above, the shift 8 on U has infinite entropy,
hiop (0, U) = 0.

Proof We prove this by embedding, for every N € N, the shift on the symbol space on N

symbols into (01, ). Recall (see, e.g., Robinson [18], Section 2.5) that the shift ¢ on the
symbol space of maps from Z into {1, ..., N} with metric

d(l', S) — Z a(rk,Sk)

k
k=—00 2
is a continuous map on the compact metric space £y = {1, ..., N}%. The entropy is log N
by [18, Exercise 8.4]. Consider a set of N elements vy, ..., vy € U and define a map

f:Ey = U, f(r) =ur,
where the control u, is given by
upr(t)y =v;forteli,i+1)ifr, =1i.

Clearly, the injective map f conjugates the shifts o and 6y, f oo = 6 o f. We will show
that f is continuous. Then, see [18, Theorem VIII.1.7], it follows that

hiop(01,U) > log N forevery N e N
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and the theorem is proved. In order to see continuity of f, consider r € X and let W be a
neighborhood of f(r) = u,. Then there are ¢ > 0 and x1, ..., x; € L1(R,R™) with

| folur(@) —u(),xj®)dt| <& forj=1,...,1

j— m
Wo = {u € Loo(R,RT), and u(¢) € U for almostall t € R

few

because the sets of this form are a subbasis of the weak™® topology (see, e.g., [25, p. 31] or
[10]). Because x; € L1 (R,R™), there is K € Nsuch thatfor j =1,...,!

&
xi(t)| dt < . ,
/R\[K,K]| J ’ diam U

where diam U = sup {|u; — uz|, uy,up € U}. There is § > O such that for alls € Xy

o 8(rk, sK)
drs)= Y~ <8

k=—00

implies ry = s¢ for all k < K. Hence for all s with d(r, s) < §, it follows that

| f () — us(t). x; () d
R

K
E/ (ur(t) — us(t), x; (1)) dt| +
K

/ (ur() —us(t), x; (1)) dt| < e,
R\[~T,T]

and hence f(s) € Wy C W as desired.
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