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procedure used to exclude the multifarious confounding factors encountered in real-life
situations, This approach, typical of basic research, was adopted by eatly attempts at incorp-
orating prosodic knowledge in ASP.

Table 46.1 gives an overview of research on prosody in ASP over the past 40 years. Most
of the studies conducted in the earlier period can be characterized by the components in
the left column and most of the studies from the later period by the components in the
right column. The entries under ‘integration’ in Table 46.1 denote a sliding transition from
studies where prosody is processed alone (stand-alone) and as sole topic (intrinsic), by
that being visible, to studies where prosody is used jointly with other parameters in an
integrated way, towards some extrinsic goal (i.e. targeting some application), and leading
to prosody becoming invisible as a contributing factor. Eatly studies that laid the founda-
tions for prosody in ASP in the 1980s include Lea (1980), Vaissi¢re (1988, 1989), and
Batliner and Noth (1989). The year 2000 can be viewed as a turning point away from these
classical approaches, culminating in a functional prosody module in an end-to-end system
(Batliner et al. 2000a) and moving towards new approaches with a focus on the processing
of paralinguistics, starting with emotion recognition (Batliner et al. 2000b). Approaches
from the earlier years nevertheless continued to be pursued after 2000, but to a lesser
extent,

Table 46.1 can be seen as a set of building blocks: any ‘component’ in the chain of process-
ing (alone or in combination with some other component) from one of the cells (1-6) can
be combined. Normally, only cells from the left or cells from the right are combined with
each other unless a comparison of methodologies is aimed at (see, for instance, Batliner
et al. 2000¢).

46.2.2 Phenomena and performance

In this section we take a closer look at the phenomena addressed in past studies on prosody
in ASP (Table 46.1) and performance obtained for them in ASP. This is intended as a com-
pact narrative overview instead of a systematic meta-review.

In the second phase (after the year 2000), prosodic features were mainly used together
with other features, especially spectral (cepstral) ones. It is therefore important to keep in
mind that performance measures are usually not obtained by using prosodic features alone.
In the 1990s, speech processing focused narrowly on the role of word and phrase prosody
(accents and boundaries), intonation models,? syntax (parsing) based on prosodic models,
semantics (salience), and segmentation and classification of dialogue acts. This trend went
in tandem with the general development of automatic speech and language processing sys-
tems, moving from read speech to less controlled speech in more natural situations and
leading to conversational speech and dialogue act modelling. In the first phase (before
2000), most of the time, only prosodic features—sometimes enriched with features from
higher linguistic levels—were used; see reviews of state-of-the-art systems in Shriberg and
Stolcke (2001) and Batliner et al. (2001), as well as Price et al. (1901), Wang and Hirschberg

? We use ‘intonation’ in a narrower sense, comprising only pitch plus delimiters of pitch configur-
ations (boundaries), and ‘prosody’ in a wider sense, comprising pitch and duration (rhythm), loudness,
and voice quality, too.






PROSODY IN AUTOMATIC SPEECH PROCESSING 637

prosody can have for ASP.* However, such an integration comes at a cost, as described in
Spilker et al. (2001) for speech repairs and in Streit et al. (2006) for modelling emotion. The
interaction of the prosody module with other modules is highly complex and to some
extent unstable. In general, the modular and partly knowledge-based design of such sys-
tems gave way to an integrated ML approach, which proved to be successful in subsequent
years: in a state-of-the-art paper (Xiong et al. 2017) on conversational speech recognition,
prosody is not even mentioned. This might be the main reason why the focus of prosody
research in ASP, and concomitantly the visibility of prosody in ASP, has shifted to the
domain of paralinguistics, whereas ASP (and especially ASR) systems today employ pros-
odic information, if at all, in a rather implicit way, for instance by using prosodic features in
combination with all kinds of other features in a large, brute-force feature vector. Yet, there
are many studies concerned with the assessment of non-nativeness or specific speech
pathologies that address the impact of prosodic features, aiming at identifying the (most)
important features; see §46.3.*

The implementation of the Tones and Break Indices (ToBI) model (Silverman et al.
1992) in ASP nicely illustrates how a genuinely phonological-prosodic approach was har-
nessed but eventually abandoned by ASP. One of the aims of ToBI was to foster a close
collaboration between prosody researchers and engineers (Silverman et al. 1992).
Especially during the 1990s, researchers tried to employ ToBI categories in mainstream
ASP. However, using tonal categories as features in ML procedures introduces a quantiza-
tion error by reducing detailed prosodic information to only a few parameters (Batliner
and Mdbius 2005). A reduced set of ToBI labels—that is, a light version proposed by
Wightman (2002), which was based on results from perception experiments and would
recognize classes of tones and breaks instead of the full set of ToBI labels—actually cor-
responded closely to the labels used in the VERBMOBIL project (Batliner et al. 1998). In
other words, a functional model based on the annotation and classification of perceived
accents and syntactic-prosodic boundaries should be preferred to a formal model relying
on the annotation and classification of intonational forms—that is, pitch configurations
with delimiters (break indices as quantized pauses), without a clear-cut relationship of
these forms to functions.

In Table 46.2, we report performance obtained for a selection of representative phenom-
ena that have been addressed, ordered vertically from linguistic features to paralinguistic
features, and from the more basic ones to the more complex ones, largely corresponding to
the entries listed under ‘phenomena’ in Table 46.1. Performance depends on a plethora of
factors, such as type of data and features employed. Moreover, it makes a big difference
whether ‘weighted average recognition’ (WAR) or ‘unweighted average recognition’ (UAR)
is used.® Instead of presenting exact figures, we map the figures onto ranges of performance,

* Syntactic-prosodic boundary detection reduced the search space for parsing considerably, yielding
tolerable response times. This was a limited yet pivotal contribution.

! Shriberg (2007) gives an overview of higher-level (including prosodic) features in the field of auto-
matic speaker recognition. Schuller and Batliner (2014: chs. 4, 5) survey studies on CP, again including
prosodic ones.

* For WAR, chance level is the frequency in per cent of the most frequent class. UAR reports the mean
of the diagonal in a confusion matrix in per cent; chance level is always 50% for two classes, 33.3% for
three classes, and so on. UAR was introduced in the VERBMOBIL project as the ‘average of the class-
wise recognition rates’ (Batliner et al. 1998: 216), to facilitate a comparison of performance across results
with different numbers of syntactic-prosodic boundary classes (skewed class distributions, up to 25



























