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Abstract
In this work, we study the drowsy state of a speaker, induced
by alcohol intoxication or sleep deprivation. In particular, we
investigate the coherence between the two pivotal causes of
drowsiness, as featured in the Intoxication and Sleepiness tasks
of the INTERSPEECH Speaker State Challenge. In this way,
we aim to exploit the interrelations between these different,
yet highly correlated speaker states, which need to be reliably
recognised in safety and security critical environments. To this
end, we perform cross-domain classification of alcohol intoxi-
cation and sleepiness, thus leveraging the acoustic similarities
of these speech phenomena for transfer learning. Further, we
conducted in-depth feature analysis to quantitatively assess the
task relatedness and to determine the most relevant features for
both tasks. To test our methods in realistic contexts, we use
the Alcohol Language Corpus and the Sleepy Language Corpus
containing in total 60 hours of genuine intoxicated and sleepy
speech. In the result, cross-domain classification combined with
feature selection yields up to 60.3 % unweighted average recall,
which is significantly above-chance (50 %) and highly notable
given the mismatch in the training and validation data. Finally,
we show that an effective, general drowsiness classifier can be
obtained by aggregating the training data from both domains.
Index Terms: Computational Paralinguistics, speaker states,
drowsiness detection, transfer learning, feature analysis

1. Introduction
Drowsiness exhibits a distinct pattern of effects on human be-
haviour, including sleepiness, lethargy, and latency, as well as
reduced control and coordination of speech articulation, phona-
tion and respiration [1]. The severity of the drowsiness-related
cognitive, physiological impairment can be observed in many
instances. Drowsy driving due to alcohol intoxication or sleep
deprivation frequently results in fatal traffic accidents and is
identified on police reports as one main driver risk factor [2].
Given the nature of the medium-term speaker states continuing
over a certain period, people are usually unaware of the onset
of drowsiness, e. g., after alcohol intake. For this reason, auto-
matic monitoring and warn systems which detect diminishing
vigilance and performance impairment are of vital importance
[3]. Other possible applications relate to the digital health care
domain, forensics, and work contexts, especially in safety sen-
sitive areas such as chemical factories, nuclear power stations,
and air traffic control.

Drowsiness – which can be induced by inebriation, fatigue,
and health issues – influences the way a person speaks. Percep-
tual studies have shown that a person listening to voice samples
can reliably discriminate between sober and intoxicated speech
according to various linguistic and phonetic properties [4, 5, 6].
Hence, much research effort has been undertaken to analyse the

measurable characteristics indicating the effects of alcohol on
human speech, including acoustic features [7, 8, 9, 10], articu-
latory characteristics [11, 12, 13], and emotional aspects [14].
In particular, the bulk of studies found that the rate of speech
and the overall amplitude decrease after alcohol consumption,
whereas the pitch variability, the mean fundamental frequency
(F0), and the sentence duration increase [1]. Likewise, sleepy
speech manifests changes in prosody (e. g., monotonic intona-
tion, shifted speech rate, reduced syllable duration due to re-
tarded cognitive speech planning), articulation (e. g., slurred
pronunciation, speech errors, disfluency), and voice quality
(e. g., nasal or breathy speech) [15]. Specifically, in accordance
with the findings of alcohol intoxication, the sleepiness-induced
changes of speech parameters include a general decrease in
speech rate [16] and an increased average absolute deviation
of intensity [17]. On the other hand, quite opposite effects, for
instance a decreased mean fundamental frequency (F0), have
been observed [18, 19].

Aside from the contributions within the INTERSPEECH
Speaker State Challenge [20], only a few studies reported on
attempts to detect alcohol intoxication and sleepiness from the
speech signal by means of statistical classification [21, 22, 17].
The work [23] first pointed out the synergistic and antagonis-
tic effects on a high level when combining sleep deprivation
and moderate alcohol consumption. However, to the authors’
best knowledge, the acoustic correlates between alcohol intoxi-
cation and sleepiness have never been regarded so far, despite
their common effects in relation to drowsiness. In this work, we
aim to shed light on the coherence between these two speaker
states by means of cross-domain experiments and acoustic fea-
ture analysis, This approach is especially meaningful given the
scarcity of genuine intoxicated speech data since usually plenty
of speech is available from speakers being sober, but rarely
when being inebriated. Finally, due to the fact that the actual
cause of drowsiness is often unknown in practical situations,
we suggest to jointly using the data from both domains to train
a general drowsiness classifier.

2. Data sets
In this section, we briefly describe the collection of the drowsy
speech data considered for our study. More detailed descrip-
tions can be found in [15].

2.1. Alcohol Speech Corpus (ALC)

The Alcohol Language Corpus (ALC) [24, 25] comprises 162
speakers (84 male, 78 female) within the age range 21–75, mean
age 31.0 years and standard deviation 9.5 years, from 5 different
locations in Germany. For our experiments, the same gender
balanced subset is used as in the Speaker State Challenge (154
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Table 1: Partitioning into train, development, and test set ac-
cording to the setup of the Speaker State Challenge. ‘NAL/AL’
and ‘NSL/SL’ denote recordings of non-alcoholised/ alco-
holised and non-sleepy/ sleepy speakers

(a) ALC

# NAL AL Σ

Train 3 750 1 650 5 400
Develop 2 790 1 170 3 960
Test 1 620 1 380 3 000
Σ 8 160 4 200 12 360

(b) SLC

# NSL SL Σ

Train 2 125 1 241 3 366
Develop 1 836 1 079 2 915
Test 1 957 851 2 808
Σ 5 918 3 171 9 089

speakers, 77 male/female). Speakers voluntarily underwent a
systematic intoxication test supervised by the staff of the Insti-
tute of Legal Medicine, Munich. Before the test, each speaker
chose the blood alcohol concentration (BAC) he or she wanted
to reach during the intoxication test. The BAC was measured
for each subject 20 minutes after alcohol intake, ranging be-
tween 0.28 and 1.75 per mill. Immediately after the BAC test,
each speaker was asked to perform the ALC speech test which
lasted no longer than 15 minutes, to avoid significant changes in
BAC. The corpus further contains control recordings from each
speaker in sober condition, which took place in the same acous-
tic environment. Three different speech styles are part of the
ALC speech test: read speech, spontaneous speech, and com-
mand & control.

The recordings from the intoxication experiment were as-
signed to the classes non-alcoholised (‘NAL’) and alcoholised
(‘AL’) based on the threshold of 0.5 per mill BAC value, cor-
responding to the legal limit for driving in Germany and other
countries. The sober recordings were associated with the ‘NAL’
class, accordingly. The recordings are randomly partitioned into
speaker-independent and gender balanced data sets (cf. Table 1).

2.2. Sleepy Language Corpus (SLC)

The Sleepy Language Corpus (SLC) contains recordings from
99 participants (56 female, 43 male), who took part in six par-
tial sleep deprivation studies. The age range of the participants
is 20–52 years, with a mean of 24.9 and a standard deviation
of 4.2 years. The speech material consists of different tasks
including sustained vowel phonation, read speech, and sponta-
neous speech. A well established, subjective sleepiness ques-
tionnaire based on the Karolinska Sleepiness Scale (KSS) was
filled by the subjects (self-assessment) and additionally by two
experimental assistants from a perceptive point of view.

The scores ranging from 1 (extremly alert) to 10 (cannot
stay awake) were discretised into not sleepy (‘NSL’) and sleepy
(‘SL’) at the threshold of 7.5. This threshold (between level 7
‘sleepy, some effort to stay awake’ and level 8, ‘very sleepy,
great effort to stay awake’) marks the occurrence of microsleep
events, leading to a significant increase in accident risk [26].
For automatic classification, a speaker-independent partitioning
was used that is additionally stratified by gender and study setup
(environment and degree of sleep deprivation). The distribution
of instances is given in Table 1.

3. Methodology
3.1. Feature extraction

The ComParE set of supra-segmental acoustic features is a well-
evolved set for automatic recognition of paralinguistic speech
phenomena, as used for the baseline of the INTERSPEECH
ComParE series. It contains 6 373 static features resulting from
the computation of various functionals over low-level descrip-
tor (LLD) contours. The configuration file is provided in the
public release of openSMILE [27, 28]. Important subgroups
of the ComParE feature set comprise prosodic (PROS), Mel
Frequency Cepstral Coefficients (MFCC), spectral (SPEC), and
voice quality (VQ) features, which represent highly relevant
acoustic attributes as mentioned in Section 1.

3.2. Classification

For transparency and reproducibility, we use open-source im-
plementations of Support Vector Machines (SVMs) from the
WEKA data mining toolkit [29]. As training algorithm, we use
Sequential Minimal Optimisation (SMO) [30]. In cross-domain
experiments, feature standardisation is crucial to alleviate co-
variate shift. To this end, we follow a straightforward scheme
that does not require batch processing at test time. The training
set of each corpus (ALC, SLC) is standardised to zero mean and
unit variance. When evaluating on a development set, it is stan-
dardised using the scales and offsets computed on the training
set of the same database. When evaluating on the test set, the
scales and offsets are computed on the union of training and de-
velopment set of the same corpus. No further standardisation
is applied during training and testing. Due to the skewed class
distribution in both the ALC and SLC, the instances of the mi-
nority class (NAL and NSL) in the data used for training the
classifier are duplicated once, so as to reach an approximately
balanced class distribution while guaranteeing reproducibility.

3.3. Feature selection

We found feature selection to be crucial for the performance
for cross-domain experiments. There, we strive to identify fea-
tures which carry similar meaning with respect to two different
causes of drowsiness in speech. In this section, we detail the
methods we evaluated in our study.

3.3.1. Correlation-based feature selection

A widely used method to reduce the feature space dimension
is correlation-based feature selection (CFS) [29], which we use
as a baseline method. This technique aims to minimise inter-
feature correlations while maximising correlation with the class
labels. There, the merit M of a feature subset S with k features
is given by

M(S) =
k CCcf√

k + k(k − 1)CCff
, (1)

where CCcf denotes the mean correlation coefficient (CC) of
features in S with the class label, and CCff is the average CC of
features in S with each other. It is easy to see that a candidate
subset that maximises M will provide an optimal trade-off be-
tween high predictive power regarding the class label (numera-
tor) and low redundancy among the features (denominator). To
apply CFS for identifying suitable cross-domain features, we
simply measure the merit on the union of the training sets of
both domains.
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Figure 1: Box-and-whisker plots of the distribution of CCs of
the 6 373 ComParE acoustic features on the ALC and SLC data
sets, as well as the corresponding CDCCs.
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3.3.2. Selection by cross-domain correlation coefficient

We also apply the cross-domain correlation coefficient (CDCC)
measure introduced in the work [31], which is particularly tai-
lored to cross-domain experiments. The purpose of the CDCC
measure is to weigh high correlation in single domains against
correlation deviations across different domains. Denoting by i
and j the domains (here: alcohol intoxication and sleepiness),
the definition of CDCC is

CDCC2
f,i,j =

∣∣∣r(i)f + r
(j)
f

∣∣∣− ∣∣∣r(i)f − r
(j)
f

∣∣∣
2

, (2)

where r
(i)
f is the correlation of feature f with the domain i. It

is obvious that the CDCC measure is symmetric in the sense
that CDCC2

f,i,j = CDCC2
f,j,i, and that it ranges from -1 to

1. If a feature f exhibits either strong positive or strong nega-
tive correlation with both domains, the CDCC will be near one,
whereas it will be near -1 if a feature is strongly positively cor-
related with one domain yet strongly negatively correlated with
the other. A CDCC near zero indicates that the feature is not
significantly correlated with both domains (although it might
still be correlated with either one). Thus, we can expect similar
performance across domains when selecting features with high
CDCC. In our study, we cross-validated the usage of the top 50,
100, or 200 features.

4. Experiments and Results
4.1. Feature analysis

In a first experiment, we assess the predictive power of the
acoustic features for within-domain and cross-domain intoxica-
tion and sleepiness classification, we compute the point-biserial
correlation coefficient (CC) of each acoustic feature with the
target label (alcohol intoxication/ sleepiness), as well as the
CDCC. The chosen form of CC is equivalent to the Pearson
CC with the nominal target label converted to a numeric label
with values 0 (non-alcoholised/ non-sleepy) and 1 (alcoholised/
sleepy). The distribution of the three coefficients across the
acoustic features is shown in Figure 1. It can be seen that the
correlations on the ALC are much lower than on the SLC, but
the value range of the CDCC resembles the one on the ALC.
This is promising insofar as previous results [15] indicate that
reasonably robust classification is possible on the ALC corpus
despite the generally low feature-label correlations.

Next, to shed light on the cross-domain consistency of the
predictive power of the acoustic features, and hence the resem-
blance of the tasks of intoxication and sleepiness classification
from speech, we plot the CCs on the ALC and SLC training sets
in Figure 2. It can be seen that measured across all features,

Figure 2: Scatterplots of the point-biserial correlation coeffi-
cients (CC) of ComParE acoustic features with the target labels
of the ALC and SLC training sets.
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there is no strong coherence of the tasks in the acoustic space1.
However, there do exist features that are positively correlated
with both intoxication and sleepiness2. This fact motivates the
usage of CDCC-based feature selection.

4.2. Classification results

In the following, we present the cross-domain classification re-
sults, i.e., training on (non-)alcoholised and testing on (non-)-
sleepy speakers, and vice versa. We compare these with the
in-domain baseline, i. e., training and testing on disjoint sub-
sets of the the same corpus (ALC or SLC), as was the task
of the Speaker State Challenge [20]. Following the Challenge
procedure, the evaluation measure is unweighted average recall
(UAR). The complexity constant C, which is one of the most
important hyper-parameters of SVM training, is chosen from
the set 10−5, 10−4, 10−3, 10−2 according to the highest UAR
on the development set. Furthermore, since the number of se-

1It has to be noted, though, that the correlation of the CCs on ALC
and SLC (ρ = −.0270) is significant at the 5 % level according to a
two-tailed t-test.

2For space constraints, we do not show a scatterplot of features that
are negatively correlated with both tasks – these do exist as well.
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Figure 3: Intoxication classification results by percentage of
unweighted average recall (UAR) on the ALC development set
when training on the SLC and using 50, 100, or 200 features
selected by best CDCC.
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Figure 4: Breakdown of feature sets into percentages of
CEPStral, PROSodic, SPECtral and Voice Quality features.
CDCC(n): Feature selection of n features by highest CDCC.
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lected features is the primary hyper-parameter of the CDCC se-
lection method, we tune it in a preliminary experiment on the
development set of the ALC. The results of the latter are de-
picted in Figure 3. By comparison, 100 features provide the best
performance, which is consistent with our observation that only
a limited number of features show ‘reasonable’ correlation on
both tasks (cf. Figure 2). Breaking down the selected features
by CDCC into feature groups (cf. Figure 4), we observe a gene-
rally increasing importance of cepstral features when restricting
ourselves to using less and less features, while the relative im-
portance of prosodic features remains constant. Voice quality
features are not selected at all by the CDCC method. Table 2
shows the results of the in-domain baselines and cross-domain
classification in terms of UAR. Note that the baseline results are
slightly better than those reported in the Speaker State Chal-
lenge, which can be attributed to using the ComParE acoustic
feature set, which is somewhat larger and more carefully de-
signed than the one used for the Challenge.

As a rule of thumb derived from a one-tailed z-test (at the
5 % level) [32], UARs above 52.2 % can be considered signifi-
cantly above chance (50 %), which holds for both the ALC and
SLC test sets due to their similar size.

Summarising the results, we note that on the development
set of the ALC, 60.3 % UAR can be obtained by training on the
SLC training set and using CDCC-based feature selection. This
significantly outperforms the result obtained by CFS. Using the
entire feature set, only chance level results can be obtained. The
picture is similar on the ALC test set, but overall performance is
lower – still, the CDCC result is significantly above chance. On

Table 2: In-domain and cross-domain classification results by
percentage of unweighted average recall (UAR). Feature selec-
tion by correlation-based feature selection (CFS) and cross-
domain correlation coefficient (CDCC, top 100 features). C:
Complexity constant for SVM training, tuned by UAR on the
development set of ALC/SLC.

(a) ALC, training on the ALC (in-domain), SLC
(cross-domain), or joint training

Train on / UAR C Dev Test
ALC 10−4 66.1 66.5
SLC 10−5 50.1 47.7
SLC (CFS) 10−5 54.7 51.4
SLC (CDCC) 10−4 60.3 55.4
ALC+SLC 10−4 65.5 63.3

(b) SLC, training on the SLC (in-domain), ALC
(cross-domain), or joint training

Train on / UAR C Dev Test
SLC 10−4 66.5 72.0
ALC 10−5 47.3 50.2
ALC (CFS) 10−3 50.7 59.5
ALC (CDCC) 10−2 51.6 54.7
ALC+SLC 10−4 62.7 69.0

the SLC development set, none of the cross-domain classifica-
tion methods yields a result above chance, yet on the SLC test
set the CFS-based selection gives 59.5 % UAR when training
on the ALC training and development set.

Finally, investigating joint training with both the ALC and
SLC, we observe worse classification performance on the test
sets than when training on only in-domain data. Nevertheless,
these results are promising in the light of a general classification
of drowsiness where the potential cause (intoxication or sleep
deprivation) is unknown at test time. Averaging across the ALC
and SLC test sets, data aggregation yields 66.2 % UAR, com-
pared to 63.0 % / 63.7 % (training only on ALC or SLC, test on
both), without requiring knowledge of the reason of drowsiness.

5. Conclusion
In this study, we have provided evidence for the acoustic co-
herence of two drowsiness related phenomena, namely alcohol
intoxication and sleepiness, in speech. While the overall cor-
relation of acoustic descriptors with the target labels severely
differs between the two, the proposed usage of cross-domain
feature selection by CFS or CDCC enabled classification ac-
curacies significantly above chance on the ALC and SLC de-
velopment and test sets, as well as the SLC test set, with only
out-of-domain training data. These results are all the more no-
table as the ALC and SLC data comprise real-world recordings
of spontaneous as well as command-and-control speech, and
only a fraction of the baseline features (100 vs. 6.3 k) are used.
Furthermore, robust classification of general drowsiness can be
achieved by joint training. Future work will exploit multi-task
learning such as by means of deep neural networks with shared
hidden layers in order to model task interrelations in a common
feature space [33].
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