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Categories and Subject Descriptors
H.1.2 [User / Machine systems]: Human information
processing; H.5.5 [Sound and Music Computing]: Method-
ologies and techniques, Modeling, Signal analysis, synthesis,
and processing; I.2.10 [Vision and scene understand-
ing]: Video analysis; I.5.2 [Design Methodology]: Fea-
ture evaluation and selection, Classifier design and evalua-
tion; I.5.4 [Applications]: Signal processing

General Terms
Human Factors, Signal processing, Feature evaluation and
selection, Classifier design and evaluation, Experimentation
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1. MOTIVATION
Emotion has attracted the interest of the multimedia com-

munity in two forms, namely as emotion in media and emo-
tion evoked by media. Emotion in media refers to people in
video or audio documents where they interact and commu-
nicate subtle emotions and affective states by means of lan-
guage, vocal intonation, facial expression, head movement,
body movement and posture. This causes multimedia con-
tent to be heavily loaded with emotion in speech [4], music
[6], sound [5], text [4], and video [2]. The wide-spread nature
of such affective content has also brought about interest in
emotion and mood classification in multimedia, e. g., mood
classification in music, sentiment and opinion mining in text,
etc. Emotion evoked by media focuses on the analysis of
emotions evoked in human observers by sounds played and
images displayed. This area of research is also closely linked
to implicit human-centered tagging where the aim is to au-
tomatically tag multimedia data based on analysing user’s
nonverbal reactions (e. g., laughter or accelerated heart beat)
to such data [3]. Affective computing aims to equip multime-
dia computing devices (such as personal PCs, smart phones,
media players) with the means to retrieve, interpret, under-
stand, and respond to emotions, affect and moods – similar
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to the way humans rely on their senses to assess each other’s
communicative and affective state. In the last 15 years re-
searchers in the affective computing and related fields have
invested increased effort into creating automatic (media)
processing systems, and exploring how to best model, ana-
lyze and interpret the subtlety, complexity and continuity of
human affective and communicative behavior, and affective
cues encoded in music, image, and text, and how to make
these findings applicable to naturalistic and realistic appli-
cation settings (e.g., multimedia retrieval, interaction with
robots, virtual agents (tutors), and games; single and multi-
user smart environments, e. g., in a car; implicit (multime-
dia) tagging; clinical and biomedical studies, e. g., autism,
depression, pain; etc.) [1]. Such efforts have been bearing
fruit – the affective computing field has undergone a rapid
growth and has become a highly active area of research and
practice. There are now various conferences and workshops
dedicated to expand various research ideas in these fields
(e. g., the conference series on Affective Computing and In-
telligent Interaction (ACII)). This resulted in a number of
valuable publications (e. g., IEEE Tran. on Affective Com-
puting, and various textbooks) and portals (e. g., the HU-
MAINE Portal1). Despite such notable developments, the
application aspect of affective computing has largely been
neglected – it has not managed to go out ‘into the wild’.
This is mainly due to the fact that human and media en-
coded emotions are complex constructs with fuzzy bound-
aries. A small number of discrete categories (e. g., happiness
and sadness) may not reflect the subtlety and complexity of
the emotions conveyed by such rich sources of information.
Therefore, researchers in relevant fields have recently in-
vested increased effort exploring how to best model, analyze
and interpret the subtlety, complexity and continuity (repre-
sented along a temporal continuum) of affective behavior in
terms of latent dimensions (e.g., arousal, power and valence)
and appraisals, rather than in terms of a small number of dis-
crete emotion categories (e. g., happiness, sadness, surprise,
disgust, fear and anger) [1]. This is particularly needed for
multimedia applications where enabling automatic and con-
tinuous emotion analysis would be extremely beneficial for
personalized and emotion-sensitive multimedia content anal-
ysis and processing, implicit human-centered tagging, multi-
media event understanding, search and retrieval, multimedia
interaction and digital art installations, etc.

1http://www.emotion-research.net
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2. AIMS
In the light of the above, this tutorial aims to become the

initial but crucial step towards bringing together researchers
and academics from the very relevant yet disconnected fields
of research and practice: affective computing and multime-
dia. The tutorial aims to give a comprehensive introduc-
tion to automatic, dimensional and continuous analysis of
emotions and affective signals, and provide indicators and
examples of how the current developments in this field can
be utilized to enhance multimedia applications.

More specifically, the tutorial aims to provide answers to
the following questions: 1) Why has the field shifted towards
dimensional and continuous analysis and interpretations of
affective displays recorded in naturalistic settings? 2) What
are the affect models used, and the affect signals measured?
3) How has the current automatic measurement technology
been developed? 4) How can the recent advancements in
this field be utilized to enhance multimedia applications?
The tutorial will focus on providing a broad overview of
recent algorithms and methodology, and predict potentially
upcoming trends for relevant multimedia applications.
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