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Abstract — Faee recognition is emploved in several systems
and computer based applications hesides sccurity
applications. A  broad wvaricty of appcarance based
approachces has been presented and cvaluated cven on large
datascts. Howcever, most of the systems mainly concentrate on
images and modcls that have been taken from the frontal view
of the face. Thus they arc limited to test views being taken
from a similar vicwpoint. In the present treatise we introduce
several integrated hybrid systems consisting of artificial
ncural networks and scatistical Hidden Markov Models to
recognize profile views of unfamiliar persons, althongh the
system has just been trained on frontal matcrial. This
problem is called ¢he mugshot recognition task.

Keywords — Faece Recognition, MUGSHOT, hvbrid
systems, discriminative training objective.

I. INTRODUCTION
M;\NY scenarios [or [lexible and highly reliable [ace
image based identification mechanisms  can be
congidered, such ag sccurity applications in airporls and
railway slations or the capluring ol escapees or LoITorisis or
1o identily individuals in multimedia documents such as
images or video streams.

The numcrous in the lilerature presented sysiems show
dillerent  capabilitics and  swrengths  in
recognition perlormance such as those surveyed in [1]. So
called appearance based systems have 10 be trained with
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aspectls ol

representlative examples 10 constitute robust models for the
subscquent recognition. Up 1o now, most of the prosented
gystems are limited 1o Fontal vicws or cxamples with very
restricled variations in the head posc.

2

In the course ol the paper we concentrale on the 80-
called mugshol recogmition lask, whore just  lwo
photographs ol a candidale arc available. One image s
taken [rom the [ront and the other [rom the profile. Qur
first approach to implement a solution [or this [acc
recogmition lask i3 to keep the [rontal [ace image and apply
a trans(orm uging neural networks 1o normalize the pose of
the face to the prior learmed one. In a [ollowing step
unknown images can be classilicd using [lidden Markov
Models (1IMMz). Since both obeyed approaches need a
traiming step with dillerent optimization srategics, 1l Seoms
desirable 1o combine the image based trans(ormation slep
with the cstimation procedure of the [ace models yiclding
in a hybrid structure. The emphasis in this work relics on
hybrid recognition  sysiems  uging  joinl  cslimation
procedurcs.

With the goal ol having a common Lest-enivironment [or
all Lest systems, a sct ol 100 images [rom the NIST Special
Databasce 18 i3 compiled [2]. The image pairs o be
recogmized are commonly pre-processed and cropped as
depicted in Figure 1. Furthermore a sccond databasc
containing a digjunclive sel of 600 people is collected rom
which the image translormation is derived, called DB-1.
The test setis called DB-2.

The paper is structured as [ollows: In the next scetion
we brielly summarize the underlying diserete [IMM based
[ace recognition [ramework and iU's basic [ronlal [ace
perlormance on the FERET- [3] and AR-Database [4].

[lercalier  we  introduce  neural  nelwork  bhascd
approaches o generate artilicial images [or recognition. In
scetion I'V the presented approaches are extended 10 novel
hybrid recognition  systems  using  integrated  lraming
paradigms.

The developed systems are evaluated and compared on
the MUGSIIOT database.

The work closcs with our conclusions and an outlook on
posgible improvements and extensions.

II. FACLERECOGNITION USING TIMMS

[IMMs in conjunction with images, more preciscly the
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so called pscudo 2 dimensional [IMMs (P2DIIM M), have
success[ully been applied within the face rocognition
domain. Fundamental work about [IMMs can be [ound in
[5]. Aller image based normalization and pre-processing
steps, the most meaning(ul clements of a patlern arc
cduced in the [cature cxiraction stage. This can be the
oxtraction ol pixel intensities or a  higher  level
representation alter a DCT-wranslorm, as presented in
[6,7]. The resulting [caturcs [urther deseribe  the
characteristic  information of an  individual and arc
modclled into a double statistical P2DIIMM.

Unknown [cature scquences or [aces can be classilicd
using the [ollowing maximum-likelihood (ML) decision

M' = argmax P(X | M) (D

A e nenFacas

where X is the unknown image and M onc [IMM among
all known individuals [rom a databasc. The sysiem
recognizes the image as belonging o the individual M*
whosce corresponding model M achicves the highest
production probability P(X|M). In the training phasc all
[IMM parameters have 1o be estimated using the known
Baum-Wclch cstimation  algorithm, which iteratively
improves the ML-criterion.

To demonstrate the performance ol a P2DIIMM bascd
system [or [rontal [aces, we measure the recognition Scores
on two datascts. A more detailed description of the obeyed
system using a block based DCT can be [ound in [8]. The
first sct i the known fb versus fa corpus [orm the FERET
databasc [3] with 1,195 image pairs showing dillerent
lacial expressions. The sceond corpus is the AR-database
(4] providing 7 training and test examples [or cach of the
115 individuals with dillcrent [acial cxpressions and
lighting conditions at dilTcrent dates.

TaBLE 1: Results [or [rontal [ace recognition.

Accnracy [%] Hlosts
AR 99.15 819
FERET 98.58 1195

The results demonstrate the high [exibility ol the
obeyed classilication approach. [lowover, applying this
approach, which is specialized 1o [rontal [laces, 0 the
MUGSIIOT rccognition task results in a poor recognition
scorc ol just 5% correct recognized persons.

ITI. RECOGNITION USING ARTIFICIAL IMAGLS

As reported in our previous work [9], it is possible Lo
train a Multi Layer Perceptron (MLP) that is able to
trans(orm a given image 1o a new viewpoint. To perform
this dilficult task without using 3D information the
network parameters, respectively their weights W, have o
be learned [rom a sct of image pairs during the training
phasc by minimizing the training crror between the mput
cxamples ¥ and their target values §:

W' =argmin|y, -¥,| )

feDE-I
Fig. 1 shows the underlying matching problem
originated by a change of the azimuth by three planar
representations of a three dimensional object.

mouth plane

Fig. 1 In-planc pixcl correspondences.

One success[ul implementation ol a MLP architecture 1o
transform views using dircct pixel intensitics 18 shown in
Fig. 2. Intuitively cach line in the output layer has to be
linked over a hidden layer o a input region in the same
planc respectively height.

64x64

19x128

Fig. 2 MLP structure [or synthesizing proliles.

Feeding an unknown image o the MLP's input layer
constitutes a corresponding image al the output layer.
Examples ol [rontal and proflilc views [rom the
MUGSIIOT test set are depicted together with artificial
views in Fig. 3
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Examples ol image pairs in the database.
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As can be scen [rom the examples above, it is basically
possible 1o achicve the desired views [rom the new
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viewpoint. [Towcver, the images arc noisy and do not have
photo rcalistic quality. In addition o the pixel intensitics
we therelore have demonstrated in [10] that it is also
possible o do the image transform using Eigenmugsholts,
i.c. the PCA weights of the images resulting in smoother
outputs. Examplcs ol synthesized images are shown in Fig.

-
+4
’
Fig. 4 Examplcs of synthesized Eigenmugshots.

IV. TIYBRID SYSTEMS

Now, being able 1o transform images 10 the now view
point, images can be classiliecd with the proposed
P2DIIMM approach. As an cxtension, it [urther becomes
now possible o cstimate the parameters ol continuous
[IMMs dircctly using challenging hybrid structures. A
typical resulting connectionist [IMM/MLP  system i3
depicted in Fig. 5 and can be summarized as [ollows:

1. Estimation ol prolilc [IMMs [or people in DB-1

]

MLP training with [IMM's means as larget valucs

3

Propagation ol [accs in DB-2 1o cstimate models

4. Rogular [IMM classilication ol unknown proliles

Training phase

Recognition

Initizl lra‘n®=5 wizh DB-1 Phase
AR e FARC -
S—CNCNTE N PXA Y
k. BT . — o~
’e{ POX| 2ypp)?
~outul views Lest molles

Fig. 5 [1ybrid System consisting o'a MLP and [IMM3s

Besides the utilization and processing ol direct pixel
intensitics the well known Eigenlace computation (EFC)
can be applicd o cstimate novel views. In contrast o the
proposcd  distance  classilicrs, Euclidecan or
Mahalanobis, a sccond MLP [or classilication is cmployed.
For this purposc a similar structure with a MLP bascd
rotation and classi[ication can be introduced:

such as

1. Train rotation MLP with prolilc weights W

2. Train classilicr MLP with known profilcs

3. Morge MLPs Lo recognize unknown [rontals

4. Classilication

o Tesprolil:
Tminal Trnming, Recognition
with DB 1 phase
Frentsls
e m| o PwWIFy
TS™
o« m | O P(WIFg)

argmax(WIF)?

Fig. 6 [1ybrid Sychm'using Eigenmugshots

The third presented system consists of a strongly
combincd MLP/RBF compound. As introduced carlicr,
two diflerent eriteria arc optimized during the two training
sieps.  Therclore the paramcters of the [IMM  arc
considered w0 be the same as those ol an cquivalent RBF
network. This can be casily done by coupling the means
and variances of the [IMM to the RBF. By [using the
rolation MLP with the classilication RBF integrated
raining paradigms become realizable. In more detail this
means that a discriminative gradient descent traiming
algorithm similar 10 RPROP [11] can be applicd such that
the parameters W are updated according o

. Py | W
W = argmaxw
T etk Py | W)

Aller the joint training, the classilication can be carricd
out by [IMMs again. The cntire structure 18 depicted in
Fig. 7 and can be described as [ollows:

Estimation ol rotation MLP using DB-1

[IMM training using synthetic views ol DB-2
Porting 0 RBF structure and (usion with MLP
Discriminative parameler cstimation
Re-conversion of RBF to [IMM and classi[ication

[

N o

V. EXPLERIMENTS AND RESULIS

Table 2 shows the performance ol all proposed
recognition architecturcs, which arc measured on the test
sct DB-2. The hybrid MLP/RBF approach shows a
supcrior performance and can be mceasured with an
accuracy ol 60\%. It wrns out that duc to the low
photorcalistic quality ol the synthesized images, the
P2DIIMM have a dramatically drop in perlormance.
Furthermore it scems that there is not a sulTiciently strong
relation between the [rontal and the profile weights in their
Eigenlace domains.

TapLE 2: Comparison ol recognilion accuracics.

Accuracy [%] Feature
P2DIIMM 5 DCT
MLP/TIMM 49 Intensitics
MLP/MLP 34 Eigenlaces
MLP/RBF 60 Intensitics
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Fig. 7 [lybrid System consisting ol a MLP, RBF/[IMM

In order to have a reference and a better understanding
of this dilficult rccognition task, wc carricd out a
perception st with people having comparable  test
conditions as the computer. Thus a considerably high
number of wrong classilications has been observed and an
accuracy between 70% - 80% was measured.

Therelore the achicved score of 60% [or 100 wunfamiliar
individuals can alrcady be regarded as an acceplable
perlormance.

In [12] Maurer ¢t al. reported a similar obscrvation, and
that recognition rates [or this task will not rise against the
perleet performance.

I. CONCLUSIONS AND OUTLOOK
In the presented work we introduced dillerent three
hybrid approaches o solve the mugshot recognition task
without using any 3D inlormation. Besides an Eigenlace
approach, a stronger MLP/RBF/IIMM combination was
introduced using jointly cstimated parameters. Applying

the proposcd systems, we achicved a recognition score ol

up o 60% for a test set of 100 unlamiliar people in the
MUGSIIOT database, duc to the supcriority ol the
oplimized training criterion.

To obtain similar or cven beller recognition rates than
with our third approach, aliernative and improved network
structures have 1o be cxamined. In the [uture we will
weight (ace parts in the (inal recognition stage, since not
all predicted arcas are of the same importance and quality.

Duc to the limitation of prolilc to [rontal vicw
recognition, it 18 [urthermore planned to derive artificial
surface maps [or a complete view independent processing
as depicted in Fig. 8

Fig. 8 Surlace map [or view independent recognition
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