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ABSTRACT

A novel approach to beat detection where Long Short-Term
Memory Recurrent Neural Networks (LSTM-RNN) are com-
bined with a comb filter bank is presented. The approach
is designed to be computationally efficient. In a first phase
log-mel spectra are extracted as features. A LSTM-RNN
predicts beat probabilities for each frame, based on the
log-mel spectra as input. The beat probability output is
differentiated and then filtered by a comb filterbank, and
the tempo is inferred by selecting the highest peak in the
comb filterbank output spectrum. Beat tracking is then per-
formed by filtering the first order difference of the beat
probability function with a single comb filter matching the
selected tempo. Beat tracking is performed by picking
maxima of the resulting function.

1. INTRODUCTION

...

1.1 Feature Extraction

The audio is first downsampled to 16 kHz sampling rate,
in order to reduce the computational complexity. Then,
26 Mel-spectral bands are extracted from FFT magnitude
frames of 25 ms length sampled every 10 ms. A Hamming
window is applied prior to performing the FFT. The 26
Mel-spectral bands are converted to auditory spectra by
applying an auditory weighting of the bands followed by
a compression with an exponent of 0.33.

Finally, the first order differences of Mel-spectral bands
over time are calculated applying a half-wave rectifier func-
tion H(x) = x+|x|

2 to the difference of two frames:

MSPEC+
n,l = MSPECn,l −MSPECn−1,l 1≤l≤b

(1)
This results in a total of 52 features.
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1.2 LSTM Neural Network

We train a Long Short-Term Memory Recurrent Neural
Network on a set of 190 rock and pop songs sampled from
the top 10 charts of 1981-2000. The files have been la-
belled semi-automatically with our previous beat tracking
algorithms followed by manual corrections.

A network with 2 hidden layers, with 50 and 40 LSTM
units, respectively, is used. The output layer has a single
linear neuron with an identity transfer function.

1.2.1 Network Training and Dataset

Presenting each audio sequence frame by frame to the net-
work, its weights are recursively updated by standard gra-
dient descent with backpropagation of the output error. The
gradient descent algorithm requires the network weights
to be initialised with non zero values. We initialise the
weights with a random Gaussian distribution with mean 0
and standard deviation 0.1.

1.3 Comb filterbank

1.4 Beat tracking
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