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Abstract

Whole genome sequencing (WGS) can provide comprehensive insights into the genetic makeup of
lymphomas. Here we describe a selection of methods for the analysis of WGS data, including alignment,
identification of different classes of genomic variants, the identification of driver mutations, and the
identification of mutational signatures. We further outline design considerations for WGS studies and
provide a variety of quality control measures to detect common quality problems in the data.
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1 Introduction

Compared to traditional sequencing techniques, next-generation
sequencing (NGS) offers a tremendous increase in throughput
combined with a drastic decrease in cost per sequenced base. This
makes it possible to perform whole genome sequencing (WGS) for
large cohorts of samples and also to use it as a diagnostic tool in
clinical settings.

Especially in cancer research, genome sequencing has been
quickly adopted as genome alterations play a central role in malig-
nant transformation [1]. Since the first publication of a cancer
genome in 2008 [2], NGS formed the basis for substantial advance-
ments in the understanding of the mechanisms underlying initia-
tion and progression of several cancers including lymphomas.

Cancer genomes can either be sequenced in total (WGS), or
sequencing is restricted to protein-coding regions (whole exome
sequencing, WES) or selected genes or regions (panel sequencing).
Only WGS covers the entire genome, including all exons, introns,
and intergenic regions (but excluding highly repetitive parts which
are not accessible with current short-read sequencing techniques),
reveals all classes of alterations, and thus provides a comprehensive
characterization of the cancer genome.
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Four classes of variants can be identified from WGS data:
single-nucleotide variants (SNVs), small insertions and deletions
(indels), structural variants (SVs), and copy number aberrations
(CNAs) [3]. In cancer sequencing studies, it is important to distin-
guish between germline variants, i.e., variants which the patient has
inherited or which arose de novo in the very early stages of embry-
onic development and which are hence present in (almost) all cells
of the patient, and somatic variants, which were acquired later
during lifetime. Since a tumor stems from clonal expansion of a
single cell, all variants which this cell has acquired before or in the
early stages of tumor development appear as somatic variants in all
cells of the tumor. Genomic variants which are acquired later dur-
ing tumor evolution are only present in a subset of tumor cells and
are commonly referred to as subclonal variants.

Although numerous computational tools dedicated to specific
aspects of NGS data analysis have been developed in the past few
years, most have project-specific features, and their functionality
and parameterization are complicated. Furthermore, even when
analyzing the same input data, the use of different processing
pipelines results in different results [4]. In this chapter, we will
introduce selected methods for processing and analysis of cancer
WGS data. The current de facto standard for human genome
sequencing experiments is paired-end sequencing on the Illumina
platform. The analysis methods presented here assume short-read
(100–150 bp) paired-endWGS data generated on Illumina sequen-
cers. To enable reliable detection of genomic variants and to a
certain extent also subclonal variants, the average depth of coverage
should be at least 30�. The presented methods require availability
of a Unix or Linux computing system with sufficient memory and
storage (a BAM file of a human genome sequenced at 30� coverage
is almost 100 GByte in size; the minimum RAM requirement of
some of the processing steps is 50 GByte). It is recommended to
performWGS data analysis on a high-performance compute cluster
or in a cloud environment to enable parallel processing and reduce
analysis time. It should be noted that human WGS data cannot be
de-identified without drastically reducing its utility and hence
always bears the risk that the sample donor can be identified.
Therefore, all infrastructure involved in storage, processing, and
transfer of such data has to be adequately secured to minimize the
risk of a privacy breach. The exact regulations differ between
countries, and the patient’s informed consent might impose addi-
tional restrictions on the allowed usage of the data. It is thus
necessary to check for each individual scenario that the planned
data generation, transfer, storage, and sharing are in agreement
with all relevant regulations.
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2 Methods

2.1 Experimental

Design Considerations

2.1.1 Use of Matched

Normal Controls

In addition to the tumor tissue, sequencing of matched normal
tissue from the same patient is necessary to discriminate between
germline and somatic variants (see Note 1). Any non-clonal tissue
from the same patient can be used as matched normal tissue; due to
good accessibility, most often white blood cells are chosen. Care has
to be taken that the matched normal sample is not contaminated
with tumor cells, which would lead to a misclassification of somatic
variants as germline.

2.1.2 Whole Genome,

Whole Exome, or Panel

Sequencing

Only WGS enables the comprehensive identification of variants in
the nonprotein-coding part of the genome. However, many other
downstream analyses also benefit tremendously from the availability
of broader data as delivered by WGS. These include the identifica-
tion of structural variants (SVs) and copy number aberrations
(CNAs) as well as the determination of tumor cell content and
ploidy. Furthermore, WGS information results in a much higher
power to identify genomic patterns including mutational signa-
tures. The identification of mutational signatures and similar pat-
terns might even have therapeutic implications, for example, in the
case of “BRCAness” which indicates potential sensitivity of the
tumor to PARP inhibitors [5]. A disadvantage of WGS is the higher
cost (for data generation and for data analysis), especially if a high
sequencing coverage is needed to detect variants with low allele
frequencies (e.g., to analyze samples with low tumor cell content).
In such settings exome sequencing or gene panel sequencing might
be a more suitable choice.

2.1.3 Coverage In the first large-scale cancer WGS projects as, for example, in the
International Cancer Genome Consortium (ICGC) [6], the
required minimum coverage was 30�. This depth should be con-
sidered as absolute minimum for cancer WGS analyses. If a study
aims at deciphering the subclonal composition of a tumor or ana-
lyzes tumors with low tumor cell content (see below), considerably
higher coverage might be required. It is discussed controversially
whether the matched control tissue should be sequenced to the
same coverage depth as the tumor or whether a fixed coverage of
30� in the matched normal control is sufficient even if the tumor is
sequenced much deeper. In our experience, the analysis of samples
with higher coverage in the tumor than in the matched normal
requires additional filtering steps like filtering against a panel of
normals to remove artifacts from the somatic variant calls [4].

2.1.4 Tumor Cell Content Low tumor cell content of a sample causes reduced sensitivity in
somatic variant identification [4] and especially impairs the identi-
fication of subclonal variants. The ICGC requires a tumor cell
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content of at least 60%. It should be noted that the tumor cell
content as determined from histological analysis is often consider-
ably higher than the tumor cell content as determined from
sequencing data analysis, so that samples which appear to be “still
good” in histopathology might result in hardly usable data. To a
certain extent, a lower tumor cell content can be compensated by
higher sequencing depth and the use of improved bioinformatic
methods to detect variants with low mutant allele fraction (MAF),
but the discrimination between sequencing and library errors and
true variants becomes more challenging.

2.1.5 Sample

Requirements

WGS should be done on DNA extracted from fresh frozen tissue.
Blood samples, for example, for use as matched normal, should be
collected in EDTA-coated tubes; heparin-containing tubes should
not be used because heparin inhibits PCR reactions and hence
interferes with sequencing library preparation. Sequencing of
DNA from FFPE tissue can, with some limitations, be used for
small variant and CNA identification [7], but the identification of
SVs is usually not possible. The depth of coverage in FFPE-derived
data often shows strong fluctuations, and considerable parts of the
genome might not be sufficiently covered for reliable variant call-
ing. In many cases FFPE-induced DNA damage causes drastically
increased sequencing error rates, and hence additional filtering
steps are needed to reduce the number of false-positive variant calls.

2.2 Alignment

2.2.1 Choice

of the Reference Genome

Next-generation sequencers produce millions of short sequence
reads, which are stored in FASTQ files. The first step of WGS
data analysis is to align the sequence reads to a reference genome.
Two builds of the human reference genome are concurrently used:
GRCh37 (hg19) and GRCh38. For both builds several different
versions exist, which differ in the patches applied by the Genome
Reference Consortium but also in the inclusion (or exclusion) of
additional sequences like the “unlocalized sequences,” “unplaced
sequences,” “decoy sequences,” and in the case of GRCh38 also
“alternate loci” (ALT contigs). For GRCh37, the reference
sequence of the 1000 Genomes Project Phase II, called hs37d5
(ftp://ftp.1000genomes.ebi.ac.uk/vol1/ftp/technical/refer
ence/phase2_reference_assembly_sequence), is commonly used.
This version differs from the standard build in the sequence of
mitochondrial DNA, in masking of the PAR regions in chromo-
some Y and in the inclusion of decoy sequences, which reduce
artifacts in variant calling. For GRCh38, the inclusion of ALT
contigs, which represent common variation (e.g., the HLA loci)
and multi-placed regions, makes this step of the analysis more
challenging. Processing with standard pipelines which are not
adapted to handle these new features properly will lead to a loss of
variant calls in all regions affected by these issues. Many recent
aligners (e.g., the current version of BWA-MEM) are “ALT-
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aware” and can hence be used with a reference sequence containing
ALT contigs, as, for example, included in the current GATK bundle
(https://software.broadinstitute.org/gatk/download/bundle).
For other pipelines, versions without ALT contigs have to be used
(e.g., ftp://ftp.ncbi.nlm.nih.gov/genomes/all/GCA/000/001/
405/GCA_000001405.15_GRCh38/seqs_for_alignment_
pipelines.ucsc_ids/README_analysis_sets.txt).

2.2.2 Preprocessing Most sequencing facilities remove sequencing barcodes already
during generation of the FASTQ files; otherwise they should be
removed in the data analysis prior to alignment, for example, using
TRIMMOMATIC [8]. Trimming of low-quality parts of the
sequencing reads improves alignment quality if methods which
require reads to be mapped in full length are used (e.g.,
BWA-backtrack [9]), but it is not required for methods based on
local alignments like BWA-MEM [10].

2.2.3 Alignment

Algorithms

While a plethora of algorithms to align short low-divergent
sequences to a large reference genome has been developed, only
few of them are commonly used for human WGS data, including
BWA [9], Bowtie 2 [11], and GEM [12]. Several papers have
reviewed the differences between them [13, 14], and we will not
review these tools here but focus on the most commonly used
algorithm, BWA. BWA is based on backward search with the
Burrows-Wheeler transform [15], which enables high alignment
accuracy while keeping a small memory footprint also for large
genomes [9]. The first two algorithms of the BWA family,
BWA-backtrack and BWA-SW [16], have later been complemented
by a third algorithm BWA-MEM [10], which is suited to align
sequences in the range from 70 bp to a few megabases against
reference genomes. Hence BWA-MEM is usually the algorithm of
choice when aligning WGS data generated on current Illumina
instruments.

2.2.4 BAM File

Processing

After the alignment, several postprocessing steps are required to
generate BAM files for further analyses. It is recommended to
combine several steps with Unix pipes instead of writing every
output file to disk in order to reduce disk space requirements and
enable fast processing. Several tools are available for these proces-
sing steps, including samtools [17], Picard [18], biobambam [19],
and sambamba [20]. Essential postprocessing steps after alignment
are coordinate sorting of the reads, merging of data (if a sample has
been sequenced onmore than one lane), and marking or removal of
PCR duplicates (see Note 2). To reduce processing time, it is
recommended to choose a tool that can perform merging and
duplicate marking in one step (e.g., Picard or biobambam). In
addition to these essential steps, other protocols [21, 22] recom-
mend to perform base quality score recalibration and indel
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realignment to improve BAM file quality, but in our setting these
steps did not result in detectable improvements in the downstream
analyses.

2.3 Variant Calling In cancer sequencing projects, variant calling methods need to
distinguish between germline and somatic variants. For somatic
variant calling, it is crucial to use dedicated tools. Germline variant
callers usually make assumptions about allele frequencies when they
determine the most likely genotype as a measure to reduce the
number of false-positive calls. For somatic variants, however,
these assumptions cannot be made, because due to variable tumor
cell content, aneuploidy, copy number aberrations, and the pres-
ence of different subclones, virtually all allele frequencies can be
present.

2.3.1 Single-Nucleotide

Variants (SNVs)

SNVs are the most abundant variant type in most cancer genomes.
In general, SNV detection relies on single-nucleotide mismatches
in the alignment after mapping the reads to the reference genome.
Almost all SNV calling algorithms compute “pileups” (i.e., a sec-
tion of all bases aligned to the respective position and their quality
values through a stack of all reads overlapping this position), which
are then used to determine the most likely genotype (germline
variants) given the observed data or to determine the presence of
a variant and its variant allele frequency (somatic variants). Prior to
computation of the pileups, additional steps like local realignment
or adjustment of quality scores might be performed.

Widely used tools for germline SNV calling include GATK
HaplotypeCaller [23] and Platypus [24]. Dedicated somatic SNV
callers are, for example, Mutect2 and our own pipeline based on
samtools and a chain of empirical filters (https://dockstore.org/
containers/quay.io/pancancer/pcawg-dkfz-workflow). FreeBayes
[25] and Strelka2 [26] can be applied for both germline and
somatic variant calling. A current review of somatic SNV calling
algorithms is, for example, provided by [27].

2.3.2 Insertions

and Deletions (Indels)

Like SNVs, small indels (usually up to 15–20 bp) can be directly
detected from the alignment. Similar to SNV callers, many tools for
small indel identification perform local realignment around indel
candidate sites. For this reason, many recent tools combine SNV
and small indel detection, like Mutect2 [28], Strelka2 [26], Platy-
pus [24], and others. As described above, Mutect2 is designed to
identify somatic variants, while Strelka2 and Platypus can be used
for both germline and somatic variant calling. In our hands, Platy-
pus works especially well for somatic indel calling if additional
filtering rules are added which rescue variants that did not pass all
Platypus internal filters to allow the detection of low allele fre-
quency variants (https://dockstore.org/containers/quay.io/
pancancer/pcawg-dkfz-workflow).
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2.3.3 Structural

Variants (SVs)

Structural variants comprise all types of genomic alterations except
SNVs and small indels (see Note 3). This includes insertions, dele-
tions, duplications, inversions, and translocations. Copy number
aberrations (CNAs) are also a class of structural variants, but since
different methods are used for CNA identification, CNAs are dis-
cussed separately in Subheading 2.3.4. Current tools for SV detec-
tion typically rely on one or several of the following signals:
(a) discordant read pairs in the mapping of paired-end data,
(b) split-read mapping, and (c) depth of coverage. Some tools as,
for example, Manta [29], novoBreak [30], and SvABA [31] further
employ assembly-based sequence reconstruction after initial candi-
date identification. Other popular tools for SV detection include
DELLY [32] and LUMPY [33]. As the abovementioned signals
(a–c) are independent from the assignment of tumor-normal pairs,
these tools can be used for both germline and somatic variant
calling.

2.3.4 Copy Number

Aberrations (CNAs)

The detection of CNAs and allelic imbalances relies on changes in
the depth of coverage and the B-allele frequencies of heterozygous
SNPs. BeforeWGS became widely available, analogous information
(with slightly lower resolution) could be derived from high-density
SNP arrays, and indeed several CNA callers for WGS data are based
on methods which have initially been developed for SNP array
analysis. Most tools employ change-point detection methods to
partition the genome into segments of equal coverage and allelic
balance.

The depth of coverage in WGS data is often affected by various
biases. Themost common bias is GC bias, i.e., the dependence of the
coverage on the GC content of the respective genomic window
[34]. Another coverage bias, which is particularly prominent in
fast-replicating tumor cells (e.g., Burkitt lymphomas), is replication
timing bias [35, 36]. Samples affected by this bias have a higher
coverage in early-replicating regions of the genome than in late-
replicating regions. Many CNA callers correct for GC bias [36–38]
and some also for replication timing bias [36] prior to genome
segmentation to prevent the erroneous introduction of segment
borders and thus over-segmentation. The inclusion of previously
determined breakpoints (from SV calls) into the segmentation can
additionally improve genome segmentation [36]. The segment bor-
ders indicate (relative) changes in the total or allele-specific copy
numbers, but the absolute copy numbers of the segments cannot
be directly inferred from depth of coverage and B-allele frequencies.
Absolute allele-specific copy numbers can only be calculated if the
tumor ploidy and tumor cell content (TCC) are known. Since this
information is usually not known a priori, tools to determine abso-
lute copy numbers are equipped with methods to estimate TCC and
ploidy from the WGS data [36, 39, 40] (see Note 4).
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2.4 Quality Control At various stages of the analysis, thorough quality control
(QC) should be performed.

The first QC can already be done at the level of FASTQ files so
that samples with severe quality problems are not even processed
further. A popular tool for this is FastQC [41]. Issues detected at
this stage include problems originating from sequencing but also
certain problems originating from library preparation like adapter
contamination. The FastQC homepage [41] contains extensive
documentation and also example reports for good and bad data.

Next, several parameters which are acquired during BAM file
postprocessing and at BAM file level (e.g., through samtools flag-
stat) should be assessed. These include:

– The duplication rate. For WGS libraries the duplication rate is
usually below 15%. A high duplication rate indicates that the
library complexity is rather low. However, as long as the desired
coverage (without counting duplicates) is still reached, down-
stream analyses are usually not affected.

– Median insert size and insert size distribution. The median
insert size should be considerably larger than two times the
read length for paired-end sequencing, as otherwise for many
fragments the middle part would be sequenced twice. Such
overlap between the mates can result in artifacts during variant
calling (if the used tools do not handle the overlap adequately)
and reduces the effective coverage. The insert size distribution
should have only one mode and no long tail to either side.
Libraries with bimodal insert size distribution can lead to drasti-
cally increased false-positive SV calls when choosing SV callers
which use the paired-end insert size as detection criterion.

– Read pairs mapping to different chromosomes. Usually this
value is below 5%; higher values indicate problems originating
from library preparation. Samples with slightly increased values
are usually not problematic for further analyses, but samples
with drastically increased values (>15–20%) can cause errors
especially during SV calling. Note that even in highly rearranged
tumor genomes and in genomes with chromothripsis, this
parameter is only slightly elevated.

– It should be verified that the required coverage has been
reached. To determine the usable coverage, PCR duplicates
should not be counted. Especially in libraries with small insert
size (considerably smaller than two times the read length), also
overlapping parts of both mates should only be counted once to
avoid overestimation of the effectively usable coverage.

Finally, different variant calling methods themselves provide
valuable QC information:

328                                      



– Number and fraction of somatic SNVs which match an entry in
dbSNP [42]. A very high number (greater than one million) of
somatic SNVs in dbSNP indicate that tumor and matched nor-
mal are not from the same genetic background. This context is
even more likely if the peak of the distribution of MAF values is
close to 0.5. Such a situation can either be due to a sample swap
or when the patient has received an allogenic stem cell trans-
plant. An increased number and fraction of somatic SNVs in
dbSNP with a low mutant allele frequency can indicate contami-
nation of the tumor sample with DNA from another individual.

– Fraction of synonymous SNVs among all SNVs in coding
regions. This fraction is increased when the tumor sample is
contaminated with DNA from another species (e.g., mouse) as
a result of cross contamination or if a xenograft is sequenced.
Good samples usually have a synonymous fraction <0.35, while
contaminated samples have often >0.5. Samples with values
between 0.35 and 0.5 should be carefully checked. Samples
which are contaminated with DNA from another species can
be rescued by alignment against a combined reference genome
containing both the human genome sequence and the genome
of the respective species.

– Number of “intron deletions.” A high number of deletions with
breakpoints exactly at exon boundaries can indicate contamina-
tion with RNA. In addition, RNA-contaminated samples show
an increased fraction of coding SNVs among all SNVs.

– Tumor cell content. Most CNA calling algorithms provide esti-
mates for the tumor cell content, and it should be checked that
the tumor cell content is high enough to enable somatic variant
calling with adequate sensitivity.

– GC bias. Many sequencing libraries show a coverage bias which
depends on the GC content of the sequenced fragment. CNA
callers like ACEseq [36] correct the GC bias prior to copy
number estimation to prevent false-positive copy number vari-
ant calls and can provide a quantitative estimate of the GC bias.
Note that while GC bias can be corrected for CNA calling,
strong GC bias will still negatively affect the identification of
other types of variants due to the reduced coverage in parts of
the genome.

– Other coverage fluctuations. Various problems during library
preparation or with the template DNA can result in
GC-independent coverage fluctuations. Such coverage fluctua-
tions can lead to difficulties in the detection of CNAs and, like
GC bias, will lead to reduced power for the detection of other
variant types in genomic regions with low coverage.
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2.5 Variant

Annotation

To increase usability of variant information in biological analyses,
the variants need to be annotated with functional information. This
includes gene annotation to identify whether the variant affects,
e.g., the protein-coding sequence of a gene; variant database infor-
mation to disclose if a variant is, e.g., a known SNP or a known
somatic cancer mutation; and potentially other information tracks,
e.g., about sequence conservation or regulatory elements. Com-
monly used tools for variant annotation include ANNOVAR [43],
SnpEff [44], variant effect predictor [45], and Rbbt [46]. Note that
both the choice of the variant annotation software and the choice of
the gene and transcript database can have a large impact on variant
annotation and variant consequence prediction [47–50]. It is not
possible to make a general recommendation which gene annotation
should be used, but the choice should be made taking into consid-
eration the aim of the study. For example, it should be evaluated
whether a more comprehensive annotation is of higher importance
or rather a more simple and reliable annotation. Furthermore,
when it comes to the detection of high-impact variants, it may be
beneficial to assess a priori the respective importance of sensitivity
and specificity.

2.6 Identification

of Driver Mutations

Driver genes are genes whose deregulation confers a selective
advantage for the tumor. Mutations which cause such deregulation
are called driver mutations. In a typical tumor genome, the vast
majority of mutations are passenger mutations, i.e., mutations
which have not been selected and have not conferred a clonal
growth advantage. To understand the mechanisms of tumor devel-
opment, it is important to delineate the driver mutations in a tumor
genome. Methods to identify driver mutations search for signals of
selection. This can be a higher mutation rate in a gene than
expected by chance (e.g., MuSiC [51] or MutsigCV [52]), a bias
toward high functional impact of mutations (e.g., Oncodrive-fm
[53]), or clustering of mutations in certain parts of a protein
(OncodriveCLUST [54]). Recent approaches have generalized
these techniques to also enable the detection of driver mutations
in noncoding regions of the genome; examples include LARVA
[55] and OncodriveFML [56].

2.7 Mutational

Signature Analysis

The set of mutations in a cancer genome (including both driver and
passenger mutations) is the imprint of the activity of multiple
mutational processes. Several mutational processes have specific
preferences with respect to the caused mutations. For SNVs, this
means that a specific mutational process has a certain probability to
introduce each of the possible transitions or transversions. Further-
more, this specificity does not only result in different nucleotide
exchanges but also extends over the nucleotides flanking the
mutated position. Each mutational process thus leaves a certain
footprint in the genome, which is referred to as a mutational
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signature [57]. An analysis of mutational signatures can therefore
provide insights into the mutational processes that have been active
during the life history of a tumor and its precursor cell.

2.7.1 Unsupervised

Analysis of Mutational

Signatures

A mutational catalogue contains the frequencies of SNVs in their
trinucleotide context per sample. It is possible to run a de novo
extraction of mutational signatures from the mutational catalogue
of a sufficiently large number of cancer genomes. To this end, the
mutational catalogue is decomposed in a mutational signature
matrix and an exposure matrix (which contains the activity of each
identified signature in each genome) using nonnegative matrix
factorization (NMF). In a large-scale analysis of more than
500 WGS and more than 6,500 exome samples from 30 different
tumor entities, Alexandrov et al. identified 21 mutational signa-
tures, of which around one-half could be associated to known
mutational processes [57]. Later this analysis has been extended
to more than 1,000 WGS samples and more than 10,000 exomes
from 40 entities, and 30 validated mutational signatures have been
identified. This set of signatures is available from the COSMIC
database [58].

Different frameworks are available to perform unsupervised
analysis of mutational signatures. The original framework by Alex-
androv et al. [57] is implemented in MATLAB. As alternative, an R
package for mutational signature analysis is available from the Bio-
conductor Project [59]. Finally, the R package Bratwurst [60] can
be used for different types of NMF analyses, including unsuper-
vised mutational signature analysis. It provides wrapper functions
for NMF solvers on graphical processing units (GPUs) using the
Compute Unified Device Architecture (CUDA) 8 framework and
the CUDAMat library [61] and therefore enables much faster
NMF calculations due to massive parallelization.

2.7.2 Supervised

Analysis of Mutational

Signatures

Unsupervised mutational signature analysis enables the detection
of novel signatures. However, unsupervised signature analysis
requires the availability of large cohorts of samples. Especially for
smaller studies, a supervised analysis of mutational signatures is
therefore the better option. In a supervised analysis, the contribu-
tions of known mutational signatures to a given mutational cata-
logue are determined. This approach requires much less statistical
power and can hence be applied to small cohorts or even to single
cases. Supervised mutational signature analysis can be performed,
e.g., with the R packages deconstructSigs [62] or YAPSA [63].

3 Notes

1. Analysis of samples without matched control may be per-
formed if databases (e.g., dbSNP [42] or more recent resources
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like ExAC or gnomAD [64]) are used to remove common
variants. However, with such an approach, a complete removal
of germline variants from the somatic set is not possible since
every individual has private germline variants. It should be
noted that certain databases like dbSNP do also contain well-
studied somatic variants, and filtering against these databases
without additional selection criteria should thus be avoided. In
case of deep sequencing (usually >100�) of tumors of rela-
tively low tumor cell content (<70%), the mutant allele fraction
can be employed for a better discrimination between germline
and somatic variants. Here the allele-specific copy numbers of
the genomic segment where the variant is located have to be
taken into account, and it is recommended to filter against a
panel of independent normal control samples processed with
the same workflows as the tumor samples to remove pipeline-
specific artifacts. Some dedicated tools for the analysis of tumor
samples without matched controls integrate various sources of
information to predict somatic mutations [65–67].

2. Although current analyses typically make no use of duplicate
reads, we recommend to just mark them instead of removing
them from the BAM file to keep the full information in the
BAM file. With this strategy, the FASTQ files can be recon-
structed from the BAM files and might be discarded to save
disk space. If read trimming algorithms were applied before
alignment, however, loss of information might occur, and
FASTQ files should be kept regardless of whether duplicates
were only marked or removed.

3. Many SV callers have a reduced sensitivity for the identification
of SVs of short length (20–300 bp) [29, 31], and hence there
might be a gap between the events reported by small indel
callers and SV callers. If SVs in this size range are in the focus
of the analysis, a careful choice of tools and possibly the use of
multiple tools is recommended.

4. The determination of TCC and ploidy from WGS data is
nontrivial, and often multiple combinations of TCC and ploidy
lead to good fits to the data. Furthermore, all existing methods
make assumptions about the tumor sample (e.g., that the
majority of aberrations is present in all tumor cells or that
there is only a low number of subclones in the sample) which
are not necessarily true for the analyzed samples. Certain con-
ditions like the presence of tumor cells of different ploidy (i.e.,
diploid and tetraploid tumor cells after genome duplication as
late event in tumor evolution) are to our experience not han-
dled well by any existing tool. It might therefore be necessary
to employ complementary techniques like FISH or karyotyp-
ing to determine the tumor cell ploidy and reliably estimate
absolute copy numbers.
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