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1 Introduction

For linear differential equation, it was proved in [4], [6] and [7] that ... The
purpose of this paper is toWe look at affine differential equation ẋ = Ax,
where A ∈ gl(d,R), from the point of view of (continuous time) dynamical
systems, or linear flows in Rd. Precisely, we generalize the related results of
[4], [6] and [7] to affine differential equation.

The main subject in this paper are topological conjugacies of affine dif-
ferential equations in Rd. In particular we will generalize the classical result
................
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2 Affine differential equation

In this section we prove that the real part of the eigenvectors determine
the exponential behavior of the solutions of a affine differential equation,
described by the Lyapunov exponents. We begin recalling some facts about
affine differential equation. Every differentiable function x : R → Rd such
that ẋ(t) = Ax(t)+a for all t ∈ R is called a solution of ẋ(t) = Ax(t)+a. The
initial value problem for a linear differential equation ẋ = Ax + a consists
in finding, for a given initial value x0 ∈ Rd, a solution x(·, x0) such that
x(0, x0) = x0.

It is well known (see, e.g., Lecture 16 of [1]) that for each initial value
problem given by (A, a) ∈ gl(d,R) o Rd and x0 ∈ Rd, the solution x(·, x0) is
unique and given by

x(t, x0) = eAtx0 +

∫ t

0

eA(t−s)ads.

The distinct (complex) eigenvalues of A ∈ gl(d,R) will be denoted by
µ1, µ2, . . . , µr. The real versions of the generalized eigenspaces are denoted
by E(A, µk) ⊂ Rd or simply Ek for k = 1, . . . , r ≤ d.

The real Jordan form of A ∈ gl(d,R) is denoted by JR
A . And more, for

any matrix A there exists a matrix T ∈ Gl(d,R) such that A = T−1JR
AT .

Note that if A = T−1JR
AT then

eAt +

∫ t

0

eA(t−s)ads = T−1eJ
R
AtT +

∫ t

0

T−1eJ
R
AtT · T−1eJ

R
A(−s)Tads =

T−1eJ
R
AtT +

∫ t

0

T−1eJ
R
A(t−s)Tads.

Now we note that the following example will be useful. Consider B a
Jordan block of dimension n associated with the complex eigenvalue µ =
λ+ iν of a matrix A ∈ gl(d,R). Then with

D =

(
λ −ν
ν λ

)
and I =

(
1 0
0 1

)
.
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for

B =


D I
· ·
· ·
· ·
· I
D

 one has eBt = eλt



D̂ tD̂ t2

2!
D̂ · · tn−1

(n−1)!
D̂

· · · · ·
· · · ·
· · t2

2!
D̂

· tD̂

D̂


,

where

D̂ =

(
cosνt −sinνt
sinνt cosνt

)
.

That is, for y0 = [y1, z1, . . . , ym, zm]t ∈ E(A, µ), the solution of ẏ(t) = By(t)+
b, for every j-th component with j = 1, . . . ,m, is given by

yj(t, y0) = eλt
m∑
k=j

tk−j

(k − j)!
(ykcosνt− zksinνt)+

∫ t

0

eλ(t−s)
m∑
k=j

(t− s)k−j

(k − j)!
(ykcosν(t− s)− zksinν(t− s))akds,

zj(t, y0) = eλt
m∑
k=j

tk−j

(k − j)!
(zkcosνt+ yksinνt)+

∫ t

0

eλ(t−s)
m∑
k=j

(t− s)k−j

(k − j)!
(zkcosν(t− s) + yksinν(t− s))bkds,

where b = [a1, b1, . . . , am, bm]t. For a better illustration we take m = 2. Then

y1(t, y0) = eλt((y1cosνt− z1sinνt) + t(y2cosνt− z2sinνt))+∫ t

0

eλ(t−s)(y1cosν(t− s)− z1sinν(t− s))a1ds+∫ t

0

eλ(t−s)(t− s)(y2cosν(t− s)− z2sinν(t− s))a2ds,

z1(t, y0) = eλt((z1cosνt+ y1sinνt) + t(z2cosνt+ y2sinνt))+
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∫ t

0

eλ(t−s)(z1cosν(t− s) + y1sinν(t− s))b1ds+∫ t

0

eλ(t−s)(t− s)(z2cosν(t− s) + y2sinν(t− s))b2ds,

y2(t, y0) = eλt(y2cosνt−z2sinνt)+

∫ t

0

eλ(t−s)(y2cosν(t−s)−z2sinν(t−s))a2ds,

z2(t, y0) = eλt(z2cosνt+y2sinνt)+

∫ t

0

eλ(t−s)(z2cosν(t−s)+y2sinν(t−s))b2ds.

Then using mathematical software, we get

y1(t, y0) = eλt(f y1 (t) + tgy1(t)) + Cy
1 , f

y
1 , g

y
1 are bounded and Cy

1 is constant .

z1(t, y0) = eλt(f z1 (t) + tgz1(t)) + Cz
1 , f

z
1 , g

z
1 are bounded and Cz

1 is constant .

y2(t, y0) = eλtf y2 (t) + Cy
2 , where f y2 is bounded and Cy

2 is constant .

z2(t, y0) = eλtf z2 (t) + Cz
2 , where f z2 is bounded and Cz

2 is constant .

Definition 2.1 The element e0 is a fixed point of the affine differential equa-
tion ẋ(t) = Ax(t) + a if x(t, x0) = e0.

Proposition 2.2 Suppose A stable, that is, Reλ < 0 for all λ ∈ σ(A). Then
i) There exists a unique fixed point for ẋ(t) = Ax(t) + a,
ii) For all x0 ∈ Rd, ϕ(t, x0)→ e0 if t→∞.

Proof: Since the matrix A is invertible we have 0 = Ae0 + a has a unique
solution e0. As e0 = eAte0 +

∫ t
0
eA(t−s)ads then

‖ϕ(t, x0)− e0‖ = ‖eAtx0 +

∫ t

0

eA(t−s)ads− e0‖ = ‖eAt(x0 − e0)‖ → 0

if t→∞.
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Definition 2.3 Let x(·, x0) be a solution of the affine differential equation
ẋ(t) = Ax(t) + a and e0 its fixed point. Its Lyapunov exponent for x0 is
defined as λ(x0) = lim supt→∞

1
t
ln‖x(t, x0)− e0‖.

Theorem 2.4 The Lyapunov exponent λ(x0) of a solution x(·, x0) of ẋ(t) =
Ax(t) + a satisfies λ(x0) = limt→∞

1
t
ln‖x(t, x0) − e0‖ = λj if and only if

x0 − e0 ∈ L(λj).

Proof: Recall that for any matrix A there is a matrix T ∈ Gl(d,R) such that
A = T−1JR

AT , where JR
A is the real Jordan canonical form of A. Hence we

can consider A in the real Jordan form. Then the assertions of the theorem
follow of the solution formulas of the above example. We give an idea of
these computations in the two dimensional case. Take the above solutions
y1(t, y0), z1(t, y0), y2(t, y0), z2(t, y0) and note that

‖y(t, y0)‖ =
√
y2

1 + z2
1 + y2

2 + z2
2 =√

(eλt(f y1 +tgy1)+Cy
1 )2+(eλt(f z1 +tgz1)+Cz

1 )2+(eλtf y2 +Cy
2 )2+(eλtf z2 +Cz

2 )2.

Then isolating (eλt)2 inside the root, the last expression can be written as

‖y(t, y0)‖ =
√

(eλt)2f(t).

Hence,

1

t
ln‖y(t, y0)‖ =

1

t
ln
√

(eλt)2f(t) =
1

t
ln
√

(eλt)2 +
1

t
ln
√
f(t),

where 1
t
ln
√
f(t)→ 0 if t→∞.

Therefore, limt→∞
1
t
ln‖y(t, y0)‖ = λ. By this computation, it is easy to

see that limt→∞
1
t
ln‖y(t, y0)− e0‖ = λ.

With the next lemma, some of our results in affine differential equation
will be a immediate consequence of the correspondent result in the linear
context.

Lemma 2.5 Let Φ the solution of the system ẋ(t) = Ax(t) + a and e0 its
fixed point. Then Φ−e0 is solution of ẋ(t) = Ax(t), that is, d

dt
(Φ(t, y0)−e0) =

A(Φ(t, y0)− e0).
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Proof: Note that d
dt

(Φ(t, y0) − e0) = AΦ(t, y0) + a. On the other hand,
0 = Ae0 + a. Then a = −Ae0. Hence AΦ(t, y0) + a = AΦ(t, y0) − Ae0 =
A(Φ(t, y0)− e0).

As in case of linear differential equation (see [4]), in the following result we
characterize asymptotic and exponential stability in terms of the eigenvalue
of A.

Theorem 2.6 For an affine differential equation ẋ(t) = Ax(t) +a in Rd the
following statements are equivalent:

i) The fixed point e0 ∈ Rd is asymptotically stable.
ii) The fixed point e0 ∈ Rd is exponentially stable.
iii) All Lyapunov exponents (hence all real parts of the eigenvalues) are

negative.
iv) The stable subspace L− satisfies L− = Rd.

Proof: Take Φ as solution of the system ẋ(t) = Ax(t) +a. By above lemma,
Φ(t, y0)−e0 is a solution of the linear system ẋ(t) = Ax(t), where x−e0 is the
initial value of the solution Φ(t, y0)− e0. Then this theorem is a immediate
consequence of Theorem 2.15 in [4].

Lemma 2.7 For A ∈ gl(d,R), the solutions of ẋ(t) = Ax(t) + a form a
continuous dynamical system with time set R and state space M = Rd.

Proof: In fact,

Φ(t, x) = x(t, x) = eAtx+

∫ t

0

eA(t−s)ads

satisfies
i) Φ(0, x) = x, for all x ∈ Rn,
ii) Φ(u+ t, x) = Φ(u,Φ(t, x)). Note that,

Φ(u,Φ(t, x)) = eA(u+t)x+

∫ t

0

eA(u+t−s)ads+

∫ u

0

eA(u−s)ads.

But ∫ u

0

eA(u−s)ads =

∫ u+t

0

eA(u+t−s)ads.
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In fact, call t− s = −v then s = t+ v. Hence ds = dv and if s = t, s = u+ t
it follows that v = 0 and v = u respectively. Then,

∫ u+t
0

eA(u+t−s)ads =∫ u
0
eA(u−v)adv. Therefore,

Φ(u+ t, x) = Φ(u,Φ(t, x)).

iii) Φ(t, x) is continuous.

3 Conjugacy in affine differential equation

In this section we study the affine differential equation ẋ(t) = Ax(t) + a,
with (A, a) ∈ gl(d,R) o Rd, from the point of view of dynamical systems,
or flows in Rd. The results are similar to linear differential equations of the
form ẋ(t) = Ax(t) (see [4], [6] and [7]).

Theorem 3.1 Consider the dynamical systems Φ associated with ẋ(t) =
Ax(t) + a and Ψ associated with ẋ(t) = Bx(t) + b. Then the following state-
ments are equivalent:

(i) Φ and Ψ are Ck conjugate for k ≥ 1.
(ii) Φ and Ψ are linearly conjugate.
(iii) Φ and Ψ are affinely similar, that is, A = TBT−1 and Ta = b for

some T ∈ Gl(d,R).

Proof: We have

Φ(t, x) = eAtx+

∫ t

0

eA(t−s)ads and Ψ(t, x) = eBtx+

∫ t

0

eB(t−s)bds,

and if h is a conjugacy map, then h(Φ(t, x)) = Ψ(t, h(x)), that is, for all t
and all x

h(eAtx+

∫ t

0

eA(t−s)ads) = eBth(x) +

∫ t

0

eB(t−s)bds.

First we prove that (iii) implies (ii). Note that

A = TBT−1 ⇔ etA = TetBT−1 ⇔ T−1etA = etBT−1 (1)
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(here ⇐= is seen by differentiating and evaluating in t = 0). Then define
h : Rd → Rd as h(z) = T−1z. Hence

h(eAtx+

∫ t

0

eA(t−s)ads) = T−1(eAtx+

∫ t

0

eA(t−s)ads) =

T−1eAtx+ T−1

∫ t

0

eA(t−s)ads = eBtT−1x+

∫ t

0

T−1eA(t−s)ads =

eBtT−1x+

∫ t

0

eB(t−s)T−1ads = eBth(x) +

∫ t

0

eB(t−s)bds.

Supposing (ii) we prove that (iii) holds. By (ii) there is a linear conjugacy h
such that for all t and all x

h(eAtx+

∫ t

0

eA(t−s)ads) = eBth(x) +

∫ t

0

eB(t−s)bds. (2)

Differentiating with respect to x, we find for all t

Dh(eAtx+

∫ t

0

eA(t−s)ads)eAt = eBtDh(x).

Observing that h is linear, we see with T−1 := Dh(0)

T−1eAt = Dh(0)eAt = eBtDh(0) = eBtT−1 (3)

and hence, by (1),
A = TBT−1.

Inserting into (2), we find for all t and all x

T−1(eAtx+

∫ t

0

eA(t−s)ads) = eBtT−1x+

∫ t

0

eB(t−s)bds,

which, with (3), implies for all t

T−1

∫ t

0

eA(t−s)ads = eBtT−1x− T−1eAtx+

∫ t

0

eB(t−s)bds =

∫ t

0

eB(t−s)bds.

Then for all t

eBt
∫ t

0

e−Bsbds =

∫ t

0

eB(t−s)bds = T−1

∫ t

0

eA(t−s)ads = T−1eAt
∫ t

0

e−Asads =
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eBtT−1

∫ t

0

e−Asads = eBt
∫ t

0

T−1e−Asads = eBt
∫ t

0

e−BsT−1ads.

This implies that for all t

e−Btb = e−BtT−1a, i.e., b = T−1a.

Similar computations prove that (i) implies (iii). Now, (ii) obviously im-
plies (i).

Corollary 3.2 Consider ẋ(t) = Ax(t) + a, with A ∈ gl(d,R), and Φ its
associated dynamical system. Take JR

A the Jordan form of A and Ψ its as-
sociated dynamical system. Then there is a linear conjugacy h such that
h(Φ(t, x)) = Ψ(t, h(x)).

Proposition 3.3 Take Φ(t, x) a solution of ẋ(t) = Ax(t) + a, A ∈ gl(d,R).
Then the following properties are equivalents:

i) There are a norm ‖ · ‖∗ on Rd and a > 0 such that for all x ∈ Rd,
‖Φ(t, x)− e0‖∗ ≤ e−at‖x− e0‖∗ for all t ≥ 0.

ii) For every norm ‖ · ‖ on Rd there are α > 0 and C > 0 with ‖Φ(t, x)− e0‖ ≤
Ce−αt‖x− e0‖ for all t ≥ 0.

iii) For every eigenvalue λ of A one has Reλ < 0.

Proof: The item i) implies ii) since all norms on Rd are equivalents. The
item ii) are equivalent to iii) by Theorem 2.6. It remains to show that ii)
implies i). As Φ(t, y0) − e0 is a particular solution for ẋ(t) = Ax(t) then
by Proposition 3.17 in [4] there exists a norm ‖ · ‖∗ on Rd and a > 0 satis-
fying the item i). Note that here x − e0 is the initial value of the solution
Φ(t, y0)− e0, i. e., Φ(o, y0)− e0 = x− e0.

Proposition 3.4 Let A,B ∈ gl(d,R). If all eigenvalues of A and of B have
negative real parts, then the respective flows

Φ(t, x) = eAtx+

∫ t

0

eA(t−s)ads and Ψ(t, x) = eBtx+

∫ t

0

eB(t−s)bds

are topologically conjugate.
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Proof: If A,B ∈ gl(d,R) and if all eigenvalues of A and B have negative real
parts, then by Proposition 3.19 in [4] there exists a topological map h with
h(eAtx) = eBt(h(x)). Now note that Φ(t, x)− eA (Ψ(t, x)− eB) is a solution
of ẋ(t) = Ax(t) (ẋ(t) = Bx(t)) with initial value x − eA (x − eB) where eA
(eB) is the fixed point of ẋ(t) = Ax(t) + a (ẋ(t) = Bx(t) + b). Then

Φ(t, x)− eA = eAt(x− eA) (Ψ(t, x)− eB = eBt(x− eB)). (4)

Furthermore, h(eAt(x−eA)) = eBth(x−eA) = eBt(h(x−eA)+eB−eB). Then
by (4) we have h(eAt(x−eA)) = Ψ(t, h(x−eA)+eB)−eB. But h(eAt(x−eA)) =
h(Φ(t, x)−eA) then h(Φ(t, x)−eA) = Ψ(t, h(x−eA)+eB)−eB, or equivalently,

h(Φ(t, x)− eA) + eB = Ψ(t, h(x− eA) + eB). (5)

Define H(x) = h(x−eA)+eB. Then by (5) we have H(Φ(t, x)) = Ψ(t,H(x)).
Now, as h is bijective, continuous, invertible and h−1 is continuous the

same is true to H. Therefore H is a topological conjugacy.

Theorem 3.5 Suppose A and B are hyperbolic and take their associated
linear flows Φ and Ψ in Rd. Then Φ and Ψ are conjugate if and only if the
dimensions of the stable subspaces (and hence the dimensions of the unstable
subspaces) of A and B agree.

Proof: If A and B are hyperbolic then A and B has no eigenvalues with
null real parts, that is, every eigenvalue has no null real part. Then we can
decompose Rn as Rn = Es

A ⊕ Eu
A and Rn = Es

B ⊕ Eu
B, where Es

A (Es
B) and

Eu
A (Eu

B) denote the stable and unstable subspace associated with A (B). As
the stable subspaces have the same dimension, by last proposition there is a
conjugation

Hs : Es
A → Es

B.

Considering negative time there is also a conjugation

Hu : Eu
A → Eu

B.

Hence with the natural projections πs : Rn → Es
A and πu : Rn → Eu

A we
define a topological conjugation as

H(x) = Hs(πs(x)) +Hu(πu(x)).
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Remark 3.6 As in case of linear differential equation, if A ∈ gl(n,R) is
hyperbolic and B is close enough to A, then the corresponding affine flows
are topologically conjugate.
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