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Abstract. The main problem that keeps many areas of research from using Deep Learning
methods is the lack of sufficient amounts of data. We propose transfer learning from simulated
data as a solution to that issue. In this work, we present the industrial use case for which we
plan to apply our transfer learning approach to: the production of economic Carbon Fiber Re-
inforced Polymer components. It is currently common practice to draw samples of produced
components statistically and perform destructive tests on them, which is very costly. Our goal
is to predict the quality of components during the production process. This has the advan-
tage of enabling not only online monitoring but also adaptively optimising the manufacturing
procedure. The data comes from sensors embedded in a tooling in a Resin Transfer Molding
press.
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5.1 Motivation

Machine Learning (ML) and especially Deep Learning (DL) algorithms have been
successfully applied to certain fields of research recently: Computer Vision [11]
or Speech Recognition [2]. Moreover, Reinforcement Learning (RL) in combina-
tion with Deep Learning (DL) was used to solve games (e.g., Go [22] and Atari
games [15]). Other areas, for instance, industrial production or medical sciences, try
to benefit from these algorithm families as well. The problem that keeps those and
many other areas from adapting DL to the respective problems is the immense need
for data when using deep neural networks. The gathering of enough data and the
subsequent labeling phase is costly or can be almost impossible for certain kinds of
data.

The use case we present is the automation, optimisation, and adaptation of industrial
production of Carbon Fiber Reinforced Polymer (CFRP) that should be improved by



62 S. Stieber

transfer learning from simulated data. Components made of Carbon fiber make vehi-
cles lighter by 50-70 % compared to conventional steel and therefore more energy-
efficient: A 1 % weight reduction reduces the energy consumption by approximately
0.6-0.7 % [6]. Currently, the production of CFRP is too expensive for automotive
volume scale, because it is by far more complicated to produce CFRP than press
steel or aluminum [23]. The factors that drive the cost the most are difficult automa-
tion, high cycle times, personnel, industrial manufacturing equipment, and material
cost. In low-scale production industries such as avionics and aerospace, even more
cost-inefficient factors such as increased manual labour and intermediate products,
called “carbon pre-pregs”1 increase costs even further. Our solution addresses several
of these problems: we use an automated Resin Transfer Molding (RTM) process (see
Fig. 5.1) with more cost-efficient materials: non-wovens made of recycled carbon
fibers and a small share of natural fibers and caprolactam as resin.
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Fig. 5.1: Schematic Resin Transfer Molding (RTM) press with symbolic sensors and actuators.

This combination of an Resin Transfer Molding (RTM) process with non-wovens and
online in-situ monitoring during the production process is unique to our knowledge

1 Pre-preg stands for “pre-impregnated” composite fibers. Within these, a polymer matrix
material, e.g., epoxy, is already present in the fiber.
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and makes the whole endeavour very complex. The manufacturing of components
for mere training purposes is non-economical, since they are disposed of thereafter.
The press and its components are shown in Fig. 5.1. A and B are containers for the
two-component resin. The mixing unit is marked with C. D illustrates the press. The
carbon mat E is about to be injected with resin. F represents the tooling that holds the
negative of the future component and is equipped with acoustic, electric, temperature
and pressure sensors.

The process steps are:

1. The non-woven carbon mat is brought into the press, which has around 100
degrees Celsius.

2. Resin is injected into the mold.
3. The Press is pressed and resin spreads in the mat.
4. Sensors measure the spread distribution and the hardening of the resin.

4.1. If necessary, the press keeps shut for a longer period or additional pressure
is applied.

5. The press is opened and the finished component is extracted.

In this position paper, we present the initial goals of the project and suggested paths
towards them. We propose learning on simulated data (as in robotics [21] or gam-
ing [22, 15]) and refining that knowledge with few real-world samples as a solution.
While the dataset of real-world samples within our project is too small for DL by a
magnitude, as many simulated runs as necessary can be produced. Additionally, the
time-consuming data labeling step is no longer necessary since the data is already
labeled when it comes from the simulation: all stages of resin distribution and curing
are available for every spot of the component.

Researching transfer learning from simulated to real data is a major focus of our
work. We want to identify and tackle the Machine Learning (ML) challenges at the
gap between simulation and the real world.

The smart Carbon Fiber Reinforced Polymer (CFRP) press that is constructed dur-
ing my dissertation is self-learning and self-adaptive. These self-X capabilities are a
key concept of organic computing systems [4]. The restore invariant approach [17]
from the field of Organic Computing [16, 24] that describes the corridor of correct
behaviour can be applied to this machine. Initially, the press has to be parametrised
to get into this corridor of correct behaviour: it produces CFRP components with
a high quality. Whenever the quality is declining—moving out of the corridor—the
process is adapted by the machine itself.

In Section 5.2 we present the expected challenges and the goals of the project. Sec-
tion 5.3 entails recent works on transfer learning on the one hand and works on
non-destructive testing of CFRP components via acoustic and electric sensors on the
other hand. Methods, algorithms, and ideas on how to tackle the challenges of this
project are shown in Section 5.4. The last part, Section 5.5 gives an overview of fu-
ture research activities. Additionally, our work is put into context with respect to our
project partners’ contributions.
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5.2 Objectives

Bridging the gap between simulated flow fronts2 and real sensor data will be a major
challenge. Grssing et al. [3] compared the simulation software we are going to use,
PAM RTM3, a subset of PAM Composites by ESI, and an open source alternative
with regards to how realistic they model flow fronts. During the work on the project,
we will test how suitable PAM RTM is for our setup. One key question is how to
merge the two types of data. Are we going to be able to learn on raw sensor data, time
series of ultrasonic and electric sensors, or do we use abstracted flow fronts from real
data for training? Both types of training data have to be aligned to make it possible to
coherently train on them. The research on transfer learning from simulated and real
data is an important aspect of my dissertation.

Partners in the project have been working on similar questions in the past. Kalafat
and Sause [7] sensed damages in carbon components with acoustic sensors. In our
project, similar sensors, as well as piezo-electric sensors, will be used to sense the
distribution of the resin in the carbon fiber mat and the polymerisation.

Another challenge is to handle varying environmental factors such as air tempera-
ture and humidity. These can interfere with the production progress: especially the
caprolactam is sensitive to humidity. In a controlled production environment, such
environmental factors should become tamable.

Carbon long fibers, the raw material, have a variance in weight per meter of 10 %4.
That makes the material’s behaviour less predictable than that of steel or aluminum.
Variations in the production material will be a central issue. In addition to the vari-
ance in weight of the raw material, a mix of recycled carbon and natural fibers will
be used to produce the non-woven mats for our project. Different distributions of
these materials in the non-wovens will cause different permeabilities. Permeability
is a very important property when predicting the distribution of the resin in the mat.
We want to tackle this challenge by varying the input parameters of the simulation
to cover problematic non-woven mats.

The goals for our part in this project, that build on top of each other, are:

1. Classifying the quality5 of one component from mere sensor input
2. Optimising the quality over the production process of multiple components

2 The flow front is the edge between the part of the mat that has been impregnated with resin
and the rest that has to be impregnated yet. The flow front simulation software is able to
simulate the distribution process of the resin.

3 https://https://www.esi-group.com/de/software-loesungen/virtual-manufacturing/
composites/pam-composites/pam-rtm (last access: 29/08/2018)

4 Source: Voith Composites, http://voith.com/composites-de/index.html (last access:
15/11/2018)

5 The quality of a CFRP component is determined by several factors. The resin has to be
distributed equally and has to reach all parts of the fiber mat. Additionally, no air or other
materials shall be enclosed in the component. Then the stability is optimal.
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3. Get a real-time prediction of one component as it is still in the press and adjust
certain parameters if the outcome is expected to be sub-optimal, see Fig. 5.1,
step 4.1.

Furthermore, the optimisation of the algorithm is part of our work, as soon as the
goals regarding functionality are met. The main priority is to ensure that the inference
step meets the requirements for online adaption of parameters at production speed.
The hard time limit needs to be determined first, once the timing of the process is
clear. As soon as the timing of the process is defined, we can set the specifications
for our algorithm and start optimising.

5.3 State of the art - Related work

There have been preliminary works on optimising the production of CFRP products.
Sorg [23] compared several data mining algorithms on data coming from the produc-
tion of a carbon car roof. The sources of the data were already established process
logs which held data about several time spans, thicknesses of the product at certain
points, temperatures, and pressures. Within our project these sorts of data will be
available as well as data that is specifically gathered for our needs: sensor data that
shows the flow front and curing progress.

These acoustic and electric sensors have already been used to detect damages in
CFRP components in-situ on one hand. Kostka et al. [10] and Larrosa et al. [12] both
have been working on monitoring the health status of an already finished CFRP com-
ponent with sensors (acoustic and electric), that were embedded in the component
during production. Kostka et al. used decision trees and Larrosa et al. implemented
Gaussian discriminative analysis to reach their goals. Kalafat and Sause have shown
that the localisation of defects in CFRP via neural networks is feasible and outper-
forms other techniques [7] .

Opposed to these authors that used sensor data to determine the health status of a
CFRP component, we will use acoustic and electric sensors to determine the flow
front and the curing process within in the press. Their works are important with
regard to using sensors to determine the state of a component already in use.

A research company named Synthesites, on the other hand, has published several
works on online monitoring of the production of CFRP. Pantelelis et al. [19] have
shown that it is possible to monitor not only the distribution of the resin but also
the curing of the product with electrical and temperature sensors. In another work
which was carried out in a EU project6, they have shown that they can use neural
networks for the optimisation of the curing process [28]. In their work, the heating
profile for a CFRP component was optimised so that production could be accelerated

6 IREMO (intelligent REactive polymer composites MOulding) https://cordis.europa.eu/
project/rcn/94018 en.html (last access: 22/08/2018)
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by 36 % with 5 % less heating energy involved compared to no curing monitoring
and control. They used very shallow neural networks with only one hidden layer and
used bootstrap aggregating to combine the output of 30 networks. Besides the data
from online monitoring and the neural networks involved, there is a third similarity
of their work to our project: they used simulated data for initial training.

We delimit our work from theirs by several points. First, the online monitoring in
our project concerns not only the distribution of resin and curing of the component
at several points of interest, but the exact flow front process, damage detection during
deforming, and monitoring of temperature, pressure, and acoustics in the tooling. We
operate on a much larger scale regarding data compared to the other project: a sensor
network made of many more sensors will be used in our project. They used only five
single sensors. We will use more sophisticated flow front simulations that are spe-
cially made for CFRP production refined with data coming from the aforementioned
sensor network. Fr the other works, a simpler, one-dimensional simulation method
by Pantelelis et al. [18] was used. Another difference lays within the utilised materi-
als: we use caprolactam as resin and non-woven carbon mats whilst they were using
epoxy and wovens. As mentioned in Section 5.2, Grössing et al. compared PAM
RTM, and OpenFOAM7 regarding their ability to model flow fronts. To test how re-
alistic the simulations are, they installed a transparent upper half on an RTM press to
make the flow front advancement visible. In contrast to our work, they used a resin
with high viscosity and carbon pre-pregs. Their experiments showed that PAM RTM
is computationally more efficient because of the different underlying mathematical
model. It is easier to operate, but has the disadvantage that it cannot model the transi-
tion between porous and non-porous/solid material. Once we start using PAM RTM,
we will see if this issue is relevant to our work and, if so, we need to check if that
issue is solved in a recent version of the software since the paper appeared in 2016.

After covering the related work concerning CFRP, the following part will present
research on learning methods that have been utilised for other use-cases. We expect
for at least some of these approaches to work well in the context of CFRP production.

Weiss et al. [25] give a comprehensive and in-depth overview of the methods of
transfer learning. They present different domains where algorithms of this sort have
been implemented successfully, i.e. for image classification, human-activity classifi-
cation, and software defect classification. They do not explicitly treat simulation-to-
real data transfer learning but give a good overview of common techniques to adapt
the knowledge of an algorithm from one domain to the other.

The main method to do so is to fine-tune a neural network, a method that is described
more thoroughly in Section 5.4. Progressive Neural Networks [20] are another inter-
esting idea to handle the transfer of knowledge from one domain to another. They
have been used for transferring knowledge from simulation to real data in a robot
use case [21], which makes them well suited for our problem. Section 5.4 gives an
introduction to the operating principle behind this type of network.

7 https://www.openfoam.com/ (last acces: 29/08/2018)
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Other sources focus on different applications of DL algorithms to specific use cases
with the help of simulations. These include traffic flow prediction [14] and the un-
derstanding of dynamical scenes from video data [26]. Both works have shown that
it is possible to learn from simulated data and to adapt that knowledge to real-world
applications. They lack the link to CFRP or industrial production in general, a gap
we plan to fill.

5.4 Methodology

Initially, we will train our model to predict the quality (our definition of quality is
described in item 1) of a small and simple carbon component. In a second step, a
chicane component that exhibits a complex geometry, for instance ascents or round
edges, will be produced. These three steps are necessary due to the fact that the
production equipment will be installed in parallel to the first steps in the project and
the final system will be available late in the project. This stepwise approach makes it
inevitable to devise an algorithm that is capable off keeping some of its knowledge
from previous steps and adapt it for the next level. That makes it unnecessary to learn
from scratch for each new component and lowers development and production costs.

The idea of transfer learning was already described in Section 5.3: adapting a pre-
trained algorithm to a new domain to save time and training effort, especially when
there is not enough data available in the new domain. The common and straightfor-
ward approach to do so for neural networks is called fine-tuning. The following four
steps sketch the approach in a simplified manner.

1. Load network topology and initialise it with pre-trained weights
2. Cut off last layer - the output layer
3. Add new output layer that fits the new problem
4. Train the last network again and keep all old layers in their original state, do not

update their weights

This approach, originally described by Hinton et al. [5] has the advantage that the
training converges and it takes much less time to train compared to training from
scratch. In our case, we use simulated data for pre-training and the real data of one
type of component for fine-tuning. For the more sophisticated parts, the network
can be adapted again. An approach that could be an even better fit to our multi-
component/task problem are progressive neural networks [20] because their topology
is especially made for transfer learning from one to multiple tasks. The principle
works as follows and is shown in Fig. 5.2:

1. Train a neural network with an arbitrary topology (CNN, RNN, ...); this is the
first column.

2. Add a second network/column that is trained for another task alongside the first
column.
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Fig. 5.2: Progressive neural network with three columns from [20].

3. Add adapter connections from the layers of the first to the second column (de-
noted (a) in Fig. 5.2).

4. Column one is disabled for training.
5. Column two uses features from column one to solve the new task.

This approach has some great advantages: it circumvents catastrophic forgetting [1],
an unwanted behaviour that happens to fine-tuned networks very often: once a new
task is learned, the algorithm performs poorly in the original task.

Another interesting feature for our purpose is that new tasks can be added easily: one
new column per task. Helpfully, new tasks do not have to contain as many parameters
as the previous ones and thus need less data. For our project a good first start is
to train the first column for simulated data for the simple component. The second
column could be the real data for the simple component. This learning from previous
stages continues when switching to the chicane component: it is very desirable to
keep the training effort low when transferring knowledge.

The disadvantage of these networks is the massive amount of parameters they utilise.
For every new task, a new column is added, which lets the number of weights grow
enormously when training many tasks. In our project, we do not have to meet hard
storage constraints but keeping an eye on the dimensions of a network is always
reasonable.

In the explanation above, one detail was skipped: the adapter connections between
the layers of different columns. These connections are single layer Multi Layer Per-
ceptrons (MLPs), which means they have weights and activation functions and thus
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can be disabled. As the number of columns grows, the number of adapters and their
related parameters grows exponentially. Since the number of parameters in a pro-
gressive neural network is high anyway, disabling certain connections between layers
helps to keep the size of the network in check.

For the different components, we obtain simulated data from flow front simulations.
As described in Section 5.3, the preferred simulation software is PAM RTM by ESI.

Flow front simulations have certain similarities to videos: the single images are 2D
if the component is not too complicated and they have a time series nature. Colors
indicate different stages of wetting and/or polymerisation. One obvious path to han-
dle this type of data is to treat it similar to video data which opens the possibility
to adapt approaches for video analysis that have proven successful: previous studies
include e.g., video classification as shown by Karpathy et al. [8] and Ng et al. [27].
Another idea based on the video path is to use image segmentation methods [13] to
pre-train a network in a first step to let it gain knowledge on segmenting flow fronts
and the optimal distribution of resin and curing. In a second step, that network is
retrained for regression, i.e. inferring one value for the quality of the component.
Convolutional Neural Networks (CNNs) are neural networks that work very well for
image segmentation and overall analysis of single images. If we follow the image
path, a mixture of Convolutional Neural Network (CNN)s is the network topology
we choose, no matter if we fine-tune a network or use several networks together in a
progressive neural network. For CNNs, the hyperparameters to tune are: the overall
topology, which can be a residual network, or made of inception modules or simpler
topologies or another architecture. The next parameter is the number of layers and
neurons. For training, the learning rate and the optimiser are interesting parameters
to tune. We will start with proposed values and start optimising training as soon as
progress is visible, that means the training is working.

The idea of using raw sensor data input would make it necessary to select of a dif-
ferent kind of topology that is well suited for that data because it is uncertain if raw
data has the same properties as images: repeating patterns at certain areas, areas of
higher interest than others and likewise. Since we do not know yet if we can use the
raw data for learning, this path of raw data is not described further here.

Despite the fact that deep neural networks have proven to work for many different
kinds of problems, we will consider other types of algorithms for our approach. Sorg
[23] showed that a method for constructing decision trees, which was invented a long
time ago, CHAID [9], was more suitable for his optimisation problem of the process
mining the production of a carbon car roof. When it comes to the acceptance of an al-
gorithm within production and management, a very important aspect of an algorithm
is its interpretability. Decision trees are easily understandable whilst neural networks
are black boxes with next to no interpretability. If the performance figures of these
algorithms are similar and even if the decision tree is a little weaker than the neural
network, chances are that the overall decision rules in favor of the understandable
decision trees. Decision trees carry another interesting feature: they do not need as
much training data as deep neural networks. Opting for them, or any other data frugal
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algorithm would have the advantage of setting aside using simulated data, as well as
transfer learning and just use the real data collected by the sensors. That would be a
much simpler approach. For our goals (the detailed construction of a flow front, cur-
ing, etc.), these algorithms are likely not capable enough, but we will give them a try
as well. One other simple approach are shallow neural networks as utilised by Pan-
telesis et al. [19]. But even for these networks carrying only one hidden layer with a
handful of neurons, simulated data was used for training. This reduces the hope that
only real data will help to successfully train any kind of learning algorithm.

The real data is coming from sensors within the press: ultrasonic, electric, pressure
and temperature sensors, which are also shown in Fig. 5.1. Deriving the flow front
and the curing and all other target values from this data is another challenge, which
will be tackled with the help of experts in material science.

After this first step of predicting quality of a finished component from sensor in-
put, optimising the quality of components over the course of time is the next level
of complexity. With the acquired quality inference method, a Reinforcement Learn-
ing (RL) approach to increase the quality of the component will be developed and
applied. The parameters to change, e.g., the actions for RL, are the pressure of resin,
the pressure of the press and the temperature of the press. Ultimately, we will opti-
mise our algorithm to recognise possible defects in the component in the press and
to consequently take countermeasures such as increasing the pressure of the press or
leaving the component in the press for a longer time.

To obtain a baseline to compare to, approximately 100 units of the simple sample
components will be produced. Their quality will be tested and they will therefore
be destroyed. This quality assessment of 100 simple components will work as our
labels and we will split this set into training, test, and validation data sets. We will
then compare the outcome our algorithm produces with this real data. For the more
complex component, not as many units will be produced. Nonetheless, the real data
will also be used for training and testing, but at a smaller scale.

5.5 Outlook

We suggested transfer learning from simulated data as a tool to make DL usable for
domains with small datasets. The optimisation of the production of CFRP is the use
case our project is dedicated to. We showed the expected challenges and the proposed
methodology for that project.

After a training for PAM Composites, enough data for initial neural network trainings
have to be produced and the first trainings have to be carried out. These two steps,
gathering data and training, including tweaking of parameters have to be repeated
until the results satisfy our demands.

When the first batch of sample components and related quality data is completed,
we can start our transfer learning effort. Depending on the success of these attempts
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on transferring knowledge, the following steps include, first, to incrementally opti-
mise the quality of components with RL over time, and second, to interfere in the
production process, if necessary. At last, adapting knowledge from the simple to the
complicated component has to be accomplished.

Our part in this project is comprised of all data science and Machine Learning (ML)
tasks. At the moment, especially the work on transfer learning and the combination
of various learning methods are scientific challenges. Others will follow during the
lifetime of the project. The research of these problems will be a major part of my
thesis.
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17. Nafz, F., Seebach, H., Steghöfer, J.p., Anders, G., Reif, W.: Constraining Self-
organisation Through Corridors of Correct Behaviour: The Restore Invariant Approach.
In: Organic Computing A Paradigm Shift for Complex Systems, pp. 79–93. Springer
Basel, Basel (2011)

18. Pantelelis, N., Vrouvakis, T., Spentzas, K.: Cure cycle design for composite materials
using computer simulation and optimisation tools (April) (2003)

19. Pantelesis, N., Bistekos, E.: Process monitoring and control for the production of CFRP
components. SAMPE Conference pp. 5–9 (2012)

20. Rusu, A.A., Rabinowitz, N.C., Desjardins, G., Soyer, H., Kirkpatrick, J., Kavukcuoglu,
K., Pascanu, R., Hadsell, R.: Progressive Neural Networks. arXiv (2016), http://arxiv.
org/abs/1606.04671

21. Rusu, A.A., Vecerik, M., Rothörl, T., Heess, N., Pascanu, R., Hadsell, R.: Sim-to-Real
Robot Learning from Pixels with Progressive Nets. In: 1st Conference on Robot Learn-
ing (CoRL 2017). pp. 1–9 (2016)

22. Silver, D., Schrittwieser, J., Simonyan, K., Antonoglou, I., Huang, A., Guez, A., Hubert,
T., Baker, L., Lai, M., Bolton, A., Chen, Y., Lillicrap, T., Hui, F., Sifre, L., van den
Driessche, G., Graepel, T., Hassabis, D.: Mastering the game of Go without human
knowledge. Nature 550(7676), 354–359 (oct 2017)

23. Sorg, C.: Data Mining als Methode zur Industrialisierung und Qualifizierung neuer Fer-
tigungsprozesse für CFK-Bauteile in automobiler Großserienproduktion. Dissertation,
Technische Universität München (2014)

24. Tomforde, S., Sick, B., Müller-Schloer, C.: Organic Computing in the Spotlight.
arXiv.org (January 2017), http://arxiv.org/abs/1701.08125

25. Weiss, K., Khoshgoftaar, T.M., Wang, D.D.: A survey of transfer learning, vol. 3.
Springer International Publishing (2016)

26. Wu, J., Yildirim, I., Lim, J., Freeman, W., Tenenbaum, J.: Galileo : Perceiving Physical
Object Properties by Integrating a Physics Engine with Deep Learning. Advances in
Neural Information Processing Systems 28 (NIPS 2015) pp. 1–9 (2015)

27. Yue-Hei Ng, Joe and Hausknecht, Matthew and Vijayanarasimhan, Sudheendra and
Vinyals, Oriol and Monga, Rajat and Toderici, G.: Beyond Short Snippets : Deep Net-
works for Video Classification. Proceedings of the IEEE conference on computer vision
and pattern recognition pp. 4694—-4702 (2015)



5 Transfer Learning for Optimisation of CFRP 73

28. Zhang, J., Pantelelis, N.: Modelling and optimisation control of polymer composite
moulding processes using bootstrap aggregated neural network models. 2011 Interna-
tional Conference on Electric Information and Control Engineering, ICEICE 2011 -
Proceedings 1(2), 0–3 (2011)


	Cover front
	Titlepage
	Imprint
	Preface
	Invited Keynote
	Contents
	List of Contributors
	Part I Mastering Complex Systems
	1 Challenges and Approaches: Forecasting for Autonomic Computing
	1.1 Introduction
	1.2 Time Series Forecasting
	1.2.1 Time Series Foundations
	1.2.1.1 Decomposition
	1.2.1.2 Box-Cox Transformation
	1.2.1.3 Error Measurements

	1.2.2 Forecasting Methods
	1.2.2.1 ANN
	1.2.2.2 sARIMA
	1.2.2.3 XGBoost


	1.3 Challenges
	1.3.1 General Challenges
	1.3.2 Online Challenges
	1.3.3 Benchmarking Challenges

	1.4 Approaches and Ideas
	1.4.1 Hybrid Forecasting
	1.4.2 Forecast Benchmark
	1.4.3 Use Case

	1.5 Preliminary Results: Feature Engineering
	1.6 Related Work
	1.6.1 Time Series Forecasting
	1.6.2 Feature Engineering
	1.6.3 Auto-Scaling

	1.7 Conclusion
	References

	2 Predictive Maintenance in Complex Systems
	2.1 Introduction
	2.2 Related Work
	2.2.1 Maintenance Policy planning for Multi-Component Systems
	2.2.2 Machine Learning-based Predictive Maintenance

	2.3 Future Work
	References

	3 Towards an Agent-based Big Data Analytics Microservice System
	3.1 Introduction
	3.2 Challenges in Data Preprocessing
	3.3 Flexible System Architectures with Microservices
	3.3.1 Data Source
	3.3.2 Data Vortex
	3.3.3 Data Streams
	3.3.4 Data Lake

	3.4 Self-Adapting Systems
	3.5 Conclusion
	References


	Part II Machine Learning as Basis for Organic Computing
	4 Smart Device Based Initial Movement Detection of Cyclists Using Convolutional Neural Networks
	4.1 Introduction
	4.2 Related Work
	4.3 Methodology
	4.3.1 Preprocessing and Feature Extraction
	4.3.2 Classification using Residual Networks
	4.3.2.1 Residual Networks
	4.3.2.2 Regularisation
	4.3.2.3 Ensemble Properties

	4.3.3 Architecture
	4.3.4 Evaluation

	4.4 Experiments
	4.4.1 Data Acquisition
	4.4.2 Feature Selection
	4.4.3 Architecture Optimisation

	4.5 Conclusion and Future Work
	Acknowledgment
	References

	5 Transfer Learning for Optimisation of Carbon Fiber Reinforced Polymer Production
	5.1 Motivation
	5.2 Objectives
	5.3 State of the art - Related work
	5.4 Methodology
	5.5 Outlook
	References

	6 Transfer Learning in the Field of Renewable Energies
	6.1 Introduction
	6.2 Related Work
	6.2.1 Transfer Learning
	6.2.2 Wind Power Forecasting

	6.3 Research Proposal
	6.3.1 Challenge 1: Providing Day-Ahead Forecasts of the Expected Power Generation without Historical Power Data
	6.3.2 Challenge 2: Providing Day-Ahead Forecasts of the Expected Power Generation with little Historical Power Data
	6.3.3 Challenge 3: Providing Day-Ahead Forecasts of the Expected Power Generation with Increasing Historical Data and Lifetime

	6.4 Progress Description and Summary
	References

	7 Combining Machine Learning with Blockchain:Benefits, Approaches and Challenges
	7.1 Introduction
	7.1.1 Machine Learning
	7.1.2 Blockchain
	7.1.2.1 Smart Contracts


	7.2 Machine Learning and Blockchain
	7.2.1 Smart Contracts using Machine Learning
	7.2.2 Feature Selection on Blockchain
	7.2.3 Artificial Life on a Blockchain
	7.2.4 Creating an Oracle for Smart Contracts using Machine Learning

	7.3 Conclusion
	References

	8 Evolutionary Learning for Processing Pipelines in Image Segmentation and Monitoring Systems
	8.1 Introduction
	8.2 Related Work
	8.3 Approach
	8.3.1 Preliminary Considerations
	8.3.2 Selection of Machine Learning Algorithms
	8.3.3 Evolutionary Learning
	8.3.4 Digital Filter Design by Means of Cartesian Genetic Programming
	8.3.5 Algorithm Configuration and Classifier Modelling

	8.4 Fields of Application
	8.4.1 Evolutionary Learning for Signal Processing
	8.4.2 Self-adaption for Digital Filter Design

	8.5 Conclusion and Research Questions
	References


	Part III Nature and Social Systems as Inspiration for Organic Computing
	9 Interactive Agent-Based Biological Cell Simulations for Morphogenesis
	9.1 Introduction
	9.2 Interactive Simulations for Complex System Analysis
	9.3 Requirements of Interactive Biological Simulations
	9.4 Related Work
	9.5 Real-Time Interaction Prototype
	9.5.1 Cell Model
	9.5.2 Methodology
	9.5.3 Mock-Up Experiment

	9.6 Discussion and Next Steps
	9.7 Conclusion
	References

	10 Multipotent Systems: A New Paradigm for Multi-Robot Applications
	10.1 Motivation
	10.2 Objectives
	10.3 Methodologies
	10.3.1 Layered Multi-Agent System Architecture
	10.3.2 Algorithms and Technologies

	10.4 Evaluation
	10.5 Related Work
	10.6 Conclusion & Outlook
	References

	11 Decision Support with Hybrid Intelligence
	11.1 Introduction
	11.2 Related Work – Humans-in-the-Loop in Machine Learning
	11.2.1 Hybrid Intelligence

	11.3 Problem
	11.4 Machine Learning Perspective
	11.5 Preliminary Results – Predicting the Next Funding Phase
	11.5.1 Cost Sensitive Classifier

	11.6 Conclusion and Outlook
	References


	Part IVSelf-adaptation and Self-learning in Computer Architecture
	12 Improving the Energy Efficiency of IoT-Systems and its Software
	12.1 Introduction
	12.2 Related Work
	12.2.1 Cloud Energy Efficiency
	12.2.2 Code Offloading
	12.2.3 Software Energy Efficiency

	12.3 Foundation
	12.3.1 Energy Efficiency
	12.3.2 Software Metrics

	12.4 Challenges
	12.4.1 At Runtime
	12.4.2 At Design-Time

	12.5 Conclusion and Future Work
	References

	13 Self-Aware MPSoC Architecture Extensions for Automotive Applications
	13.1 Introduction
	13.2 Motivation and Related Work
	13.3 Information Processing Factory Paradigm
	13.4 Objectives of the Dissertation
	13.5 Conclusion
	Acknowledgment
	References

	14 Tuning the Computational Effort: An Adaptive Accuracy-aware Approach Across System Layers
	14.1 Introduction
	14.1.1 RelatedWork and Challenges
	14.1.2 Contributions

	14.2 A Novel Methodology for Accuracy-aware Systems
	14.3 Innovative Accuracy-aware methods
	14.4 Evaluation and Results
	14.5 Conclusion
	References


	Part V Organic Computing in Real-world Applications
	15 Dynamical Evacuation Route System
	15.1 Introduction
	15.2 Related Work
	15.3 Approach
	15.4 Future Work
	15.4.1 Prototype extension
	15.4.2 Distributed System
	15.4.3 Fire and smoke propagation simulation
	15.4.4 Ground Truth

	15.5 Result and Conclusion
	15.6 Acknowledgement
	References

	16 Robustness Modeling and Assessment of Interdependent Smart Grids
	16.1 Motivation
	16.2 Research Questions
	16.3 Related Work
	16.4 Methodology
	16.5 Conclusion and Outlook
	References

	17 Survey on Urbantraffic Control and Management
	17.1 Introduction
	17.2 Foundations
	17.3 Discussion
	17.3.1 Multi-Agent-Systems and Artificial Intelligence
	17.3.2 Model Predictive Control

	17.4 Conclusion
	References


	Cover back


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Glypha
    /Glypha-Bold
    /Glypha-BoldOblique
    /Glypha-Oblique
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [4000 4000]
  /PageSize [419.528 595.276]
>> setpagedevice


