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Temperatures above 10 °C from Febru-
ary induce Betula flowering.
Photoperiod is the main factor affecting
the start of the forcing period.

The peak and end of the pollen season
are set by a heat accumulation from
the start.

* Corresponding author at: Departamento de Botanica y Fisiologia Vegetal, Universidad de Malaga, Campus de Teatinos s/n, Malaga, E-29071, Spain.
E-mail address: picornell@uma.es (A. Picornell).


picornell@uma.es

1300

1. Introduction

Betula (birch) is a genus of woody plant species whose pollen is
common in the atmosphere of central and northern regions of
Europe, but are rare in the Mediterranean region (Beck et al.,
2016). Betula genus in Bavaria is mainly represented by Betula
pendula Roth and Betula pubescens Ehrh. (GBIF, 2019; Tutin et al.,
1964). Betula pollen has been reported to cause severe allergic reac-
tions in a high percentage of the European population (Burbach
et al., 2009; Estrella et al., 2006; European Academy of Allergy and
Clinical Immunology, 2015, 2014). For these reasons, models to pre-
dict the start, peak and end date of the Main Pollen Season (MPS)
would be useful for allergic individuals to better manage their aller-
gic disease.

Airborne pollen concentrations are highly influenced by meteo-
rological variables, and temperature is the dominant variable for
flower development and pollen release (Caffarra et al., 2011a;
Chuine, 2000; Chuine and Cour, 1999; Jato et al., 2002; Laaidi,
2001; Linkosalo et al., 2010; Recio et al., 2018; Rodriguez-Rajo
et al.,, 2003).

The majority of woody plant species in temperate zones have
adapted to cold climate conditions during winter by inducing them-
selves in a physiological state of rest called dormancy (Lang et al.,
1987). To break dormancy and to induce flowering, two conditions
are necessary: a period of low temperatures (chilling period)
followed by a period of relatively warm temperatures (quiescence)
in which temperatures are accumulated to initiate bud growth.
Once the buds are formed, a certain temperature accumulation is
necessary (forcing) for budburst (Chuine, 2000; Kramer, 1994;
Rodriguez-Rajo et al., 2003).

Several authors have modelled the start of the MPS for some
pollen types (including Betula) in different parts of the world by
using different techniques (such as temperature-based models,
source-based models, logistic additive models or numerical models
based on different meteorological variables) (Cotos-Yafiez et al.,
2004; Emberlin et al., 1993; Estrella et al., 2006; Garcia-Mozo
et al., 2008; Linkosalo et al., 2010; Pfaar et al., 2017; Recio et al.,
2018; Rodriguez-Rajo et al., 2003; Skjeth et al., 2007; Spieksma
et al,, 1995). Nevertheless, birch populations from different areas
show different thermal requirements to flower due to adaptation
to local conditions. Consequently, the optimal parameters of the
numerical models to predict the occurrence of the phenological
stages can change widely at different regions (Chuine and Cour,
1999; Jato et al., 2002). In addition, models to forecast the peak
and end date were less frequently developed but these parameters
are relevant to determine the length and intensity of the pollen
season of birch.

Using these models, future changes in airborne pollen patterns due
to climate change can be estimated by modelling the relationship be-
tween temperature and the flowering timing (Cecchi et al., 2010;
Tormo-Molina et al,, 2010; Van Vliet et al., 2002).

The main aim of this study was the development and validation
of models for predicting the start, peak and end date of the main
pollen season of Betula in Bavaria, Germany. These forecasting
models can support the allergic population, provide information to
estimate the impacts of climate change on reproductive plant de-
velopment, and estimate the development of allergic pollen expo-
sure in the future.

2. Material and methods
2.1. Monitoring sites

The study was conducted using 26 locations in Bavaria, a state in
the southeast of Germany (see Appendix A): Alt6tting (DEALTO),
Augsburg (DEAUGS), Bamberg (DEBAMB), Bayreuth (DEBAYR),
Berchtesgaden (DEBERC), Biederstein-Munich (DEBIED), Donaustauf
(DEDONA), Erlangen (DEERLA), Feucht (DEFEUC), GaifSach (DEGAIS),
Garmisch-Partenkirchen (DEGARM), Hof (DEHOF), Kitzingen
(DEKITZ), Kdsching (DEKOES), Landshut (DELANDS), Marktheidenfeld
(DEMARK), Mindelheim (DEMIND), Munich (DEMUNC), Miinnerstadt
(DEMUST), Oettingen (DEOETT), Passau (DEPASS), Oberjoch
(DEOBER), Trostberg (DETROS), Viechtach (DEVIEC), Weiden
(DEWEID) and Zusmarshausen (DEZUSM). Bavaria is the biggest
state of Germany and pollen forecasting of the area is complex due
to large heterogeneity in terms of topography, climate conditions and
vegetation distribution. Annual rainfall is also heterogeneously distrib-
uted in the area, i.e. is maximal in the Alpine region (Oberjoch, 1271 m
a.s.l. with an average annual total precipitation of 1549 mm; reference
period 1975-2017) and minimal in the north-west area (Kitzingen,
241 m as.l. with an average annual total precipitation of 581 mm; ref-
erence period 1975-2017). For the study locations, the annual mean
temperature is maximal in the north-west and south-central area
(Kitzingen, 241 m a.s.l. with an average annual mean temperature of
9.84 °C and Munich, 522 m a.s.l. with 9.80 °C; reference period
1975-2017) and minimal in the Alpine region and in the north-east
(Oberjoch, 1271 m a.s.l. with an average annual mean temperature of
7.17 °C and Hof, 523 m as.l. with 7.20 °C; reference period
1975-2017) (Oteros et al., 2018).

2.2. Meteorological data

Meteorological datasets of each station were obtained from E-
OBS database (Cornes et al., 2018) (Appendix B). For each pollen
sampling station, the nearest meteorological station was se-
lected. Only meteorological stations with complete datasets for
the studied period were considered. The maximum distance be-
tween meteorological station and pollen station was 17 km,
and the mean distance was 6 km. Daily average temperature (ob-
tained according to the Deutscher Wetterdienst standard proce-
dure) was extracted for each day of the studied period
(Haylock et al., 2008).

2.3. Pollen data

Airborne pollen was collected using Hirst-type volumetric traps
(Hirst, 1952). The pollen traps sampled at a continuous flow of
10 I/min. Samples were mounted according to the methodology pro-
posed by the European Aerobiology Society (Galan et al., 2014). From
each slide, 4 longitudinal transects (>7% of the total surface) where
counted in 12 h intervals, according to the methodology proposed by
the German Pollen Information Service Foundation (PID) (Winkler
et al,, 2001) and the recommendations of the VDI (VDI4252-4, 2016).
Pollen data were expressed as daily average concentrations (pollen/
m3).

The start and end date of the main pollen season (MPS) were deter-
mined by the 5%/95% criterion (Nilsson and Persson, 1981) to avoid long



tails in the pollen curve and to exclude pollen detected from long term
transport. The start date was defined as the day in which the accumu-
lated value of pollen reached the 5% of the Annual Pollen Integral and
the end date was the day in which the accumulated value reached the
95% of the Annual Pollen Integral. The peak date was the day when
the maximum concentration of pollen was detected for each year.
Data were managed with the “AeRobiology” R package (Development-
Core-Team, 2017; Rojo et al., 2019).

Pollen daily concentrations of the year 2015 were used as
training datasets for the models and for the internal validation.
As observed in Appendix B, the average mean temperature and
precipitation of the year 2015 was near to the mean values
(1975-2017) in most stations for the months of February-May.
Only good quality datasets were taken into account during the
training process: datasets of stations with missing peaks (missing
data within two days close or on to the day of maximum value),
stations with >20% of missing data within the MPS, or stations
whose start, peak or end dates of the MPS were considered as out-
liers (z-scores>|2|) were not included in the training process.
After the filtration process, 19 stations were used to train the
models: DEALTO, DEAUGS, DEBIED, DEDONA, DEFEUC, DEGAIS,
DEGARM, DEHOF, DEKITZ, DEKOES, DEMARK, DEMIND, DEMUNC,
DEOBER, DEOETT, DEPASS, DETROS, DEVIEC, DEWEID (see
Appendix C).

2.4. Validation of the models

For the start, peak and end dates of the MPS different models
were elaborated. Each model was trained with the same datasets
and their predictions, expressed as dates, were compared to the
real dates. The best models were chosen according to the Mean Ab-
solute Error (MAE) (Eq. 1) obtained in its internal validation. MAE
proved to be less unambiguous and more easily interpretable than
the Root Mean Square Error (RMSE) in assessing average model
performance (Willmott and Matsuura, 2005).

>_I.| Predicted—Observed|
n

MAE =

(M

where n, number of cases; Predicted, the predicted date by the
models; Observed, the observed date.

The models were externally validated with the historical time
series of DEBIED station (years 2006-2017, excluding 2015 which
was used as training dataset), DEMUNC station (years 1996-2017,
excluding 2015 which was used as training dataset) and DEZUSM
station (years 2006, 2009, 2011 and 2012; station not included in
the training process). For the external validation, the bias of the
models prediction was corrected with the internal error of the
model for the target station.

2.5. Model for predicting the start of the MPS

The model was based on Chuine state of forcing Eq. (2)
(Chuine, 2000), which was initially developed to predict the nec-
essary sum of heat to initiate bud growth. The results are
expressed as forcing units, which are non-dimensional and can
be understood as a mathematical transformation of heat (Chuine
and Cour, 1999).

F 1
SF=>" ) )

o1+ e(Tws —c)

where Sf the state of forcing, F1 the forcing period start date, F the
start of the main pollen season, d a numeric parameter with
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negative values, Ty, the daily average temperature and c the tem-
perature threshold. The state of forcing is the sum of heat which is
necessary to detonate the start of the main pollen season. Results
are expressed in forcing units. If the average temperature of a day
overpasses the temperature threshold, this day has a big contribu-
tion to the state of forcing, i.e., a high number in the equation. If
the average temperature of a day is under the threshold, its tem-
perature also contributes to the state of forcing but having very
low impact, i.e. a low number in the equation.

To choose the best model, different values of each parameter
were tested. For ¢ the temperatures between 0 °C and 18 °C
were tested. This range of temperatures was chosen according
to the reasonable thresholds for the average daily temperature
during this period of the year. For d, values between —10 and 0
were tested. For the forcing period start date (F1), two different
criteria were used: photoperiod and temperature. For photope-
riod, different Julian days since 15th December of the previous
year until 1st March of the current year were tested. Later dates
imply more sun hours within a day. For temperature, two differ-
ent methods were tested: the day in which a change in the
daily average temperature trend was observed for each station
(i.e., when temperature starts increasing); and the first day,
since the day selected with the previous method (change in the
daily average temperature trend), in which the daily average tem-
perature exceeded a certain threshold (with thresholds from 0 °C
to 12 °C with a resolution of 1 °C). This range of temperature was
selected according to the reasonable thresholds for the average
daily temperature during this period of the year (cooler than
the forcing period). The day of the mentioned trend change was
selected by doing a moving mean of the daily average tempera-
ture with a window size of 5 days, and selecting the moving
mean in which the minimum value was observed. The date
within that 5-days window which showed the smallest daily av-
erage temperature was chosen. The model with the combination
of parameters that obtained the minimum MAE during its internal
validation was selected.

For the optimization of the parameters, Nelder & Mead algorithm
was used to simultaneously optimize F1, d and ¢ parameters (Nelder
and Mead, 1965). With the values obtained, manual “one by one” op-
timization was performed to ensure that the optimization algorithm
did not select a local minimum (i.e., the values of two of the variables
were fixed in the minimum found by the algorithm while testing dif-
ferent values of the third variable). For this second optimization,
steps of 1 °C were tested for c, steps of 0.25 were tested for d, and all
forcing period start dates selected with the criteria mentioned above
were tested.

2.6. Model for predicting the peak and end of the MPS

These models assume that the flowers are already formed at the
start of the MPS, but optimal temperature conditions are necessary
to induce pollen release (Clot, 2001; Hicks et al., 1994; Subba Reddi
and Reddi, 2009): the optimal conditions for the opening of anthers
in the peak model, and the optimal conditions for the total libera-
tion of pollen in the end model. All the elaborated models were
based in the accumulated heat above a certain threshold (“temper-
ature threshold”, Ty) since the first day of the MPS in which a cer-
tain threshold is reached by the daily average temperature (“day
threshold”, Tp) (3).

Heat = i(ravg—rh) (3)

Dr

where Dy is the first day of the MPS that reaches the day threshold
(Tp), D target date (peak date for the peak model and end date for
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Fig. 1. Theoretical diagram of heat accumulation for each model. The area in blue represents the accumulated heat for the peak model, and the area in red the accumulated heat for the end
model. The period in which temperature is accumulated for each model is marked with arrows in the upper part of the figure. Tp, day threshold for the peak model; Tp,, day threshold for
the end model; D, the first day of the MPS that reaches the day threshold (Tp) for the peak model; Dy, the first day of the MPS which reaches the day threshold (Tp;) for the end model;
Tavg, daily average temperature; T, temperature threshold for the peak model; Tj,,, temperature threshold for the end model. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Fig. 2. Optimization of the models parameters. (A, B& C) Mean Average Error (in days) obtained from the training process of the start model by selecting different values for each parameter
with the other parameters fixed in their optimal values (see Eq. 2). Optimal values are marked in red. (C) The dates to test for the F1 parameter were selected according to two different
criteria: photoperiod (grey) and temperature (blue). For photoperiod, different Julian days since 15th December of the previous year until 1st March of the current year were tested. For
temperature two different methods were tested: the day in which a change in the daily average temperature trend was observed for each station (“Trend CH"); and the first day, since the
day selected with the previous method, in which the daily average temperature exceeded a certain threshold (with thresholds from 0 °C to 12 °C, with a resolution of 1 °C; Th = 0 °C-12
°C). (D) Pool of all the “day thresholds” selected for the peak and end models. The “day thresholds” are the thresholds of temperature (in °C) which determine the day in which the
accumulation of heat starts. They are used to mark the first day of the main pollen season whose daily average temperature exceeds the threshold. (E) Pool of all the “temperature
thresholds” selected for the peak and end models. Only temperatures over the temperature thresholds are taken into account for the accumulation of temperature of the models (see
Eq. 3). Boxes in D and E include the 50% of the data. Points in grey represent parameters of each individual model which is part of the pool of models (orange for the peak model and
blue for the end model). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)



the end model), T, the temperature threshold and Ty, the daily av-
erage temperature. Only temperatures above Ty, are taken into ac-
count for the heat accumulation.

For each target date, models with all possible combination of the
values of T, (0-20 °C, resolution of 1 °C) and Tp (0-20 °C, resolution of
1 °C) were elaborated. These ranges of temperature were selected ac-
cording to the reasonable thresholds for the average daily temperature
during this period of the year (warmer than the forcing period). All the
models with a MAE minor to the minimum MAE+0.25 were selected to
make an assembly model. The weights of each model in the final assem-
bly were established according to the z-score value of their prediction,
i.e., models with a low z-score were given a higher weight in the final
assembly.

The heat accumulation dynamics of each model are visually ex-
plained in Fig. 1. Each period of accumulation and the temperature accu-
mulated are marked for each model.

2.7. Geographical representation of the models error

The errors obtained during the internal validation of the models
were spatially represented to observe the accuracy by region. Data
were processed by R software (Development-Core-Team, 2017) with
a combination of different R packages: “sp”, “raster”, and “ggplot2”
(Hijmans and van Etten, 2014; Pebesma and Bivand, 2005; Wickham,

2016).
3. Results and discussion
3.1. Models parametrization

The results obtained during the parametrization of the models
are shown in Fig. 2.A, 2.B and 2.C. The optimal values of each pa-
rameter which were the closest to the initial Nelder & Mead opti-
mization were chosen: —6.75 for d, 10 °C for ¢ and 28th February
for F1.

The optimal threshold for the start date model was set at 10 °C
(Fig. 2.A). Temperatures above this value have a bigger impact in
the state of forcing than temperatures below (see Eq. 2). Previous
experimental studies carried out in central Europe (including
Germany) for birch species, coinciding with our results, set the
upper threshold for dormancy temperatures between 10 and 15 °C
and proved that exposure to a constant temperature of 10 °C trig-
gered dormancy release (Caffarra et al,, 2011b, 2011a). Other previ-
ous study also set the threshold temperature to detonate flowering
in birch in 10 °C, despite using a different methodology to accumu-
late heat (Clot, 2001).

High negative values of d parameter are optimal as shown in Fig. 2.B.
Days with different temperatures above the c threshold are taken into
account with almost the same weight (the result of Eq. 2 for these
days is near 1 forcing unit) and days under the threshold are taken
into account with almost the same weight (the result of Eq. 2 for these
days is near O forcing units). d values in the literature change widely ac-
cording to the species and to the geographical area, but always took
negative values (Caffarra et al., 2011a, 2011b; Chuine, 2000; Chuine
et al.,, 1999). According to these results, birch flower maturation and
pollen release might be conditioned by hot days at the beginning of
spring as suggested by a previous study (Clot, 2001). Cold days would
not have relevance for the heat accumulation process, and they will
not increase the amount of heat needed to detonate the main pollen
season. Therefore, they only are able to delay the fulfilment of the forc-
ing requirements.

Temperature criteria for determining the forcing period start
(F1) produced bigger errors than the photoperiod criteria (Fig. 2.
C). Therefore, the trigger signal to start the accumulation of heat
should be more related to photoperiod than to temperature. Other
authors, in accordance with our results, have described photoperiod
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as one of the main factors which control the timing of phenophases
in several tree species (including Betula species). Some of them
have concluded that photoperiod affects the growth initiation in
Betula species and that it presents an interaction with temperature
(Caffarra et al., 2011a, 2011b; Clot, 2001; Heide, 1993; Linkosalo
et al,, 2010; Myking and Heide, 1995; Sofiev et al., 2013; Thomas
and Vince-Prue, 1997). According to the model obtained, the photo-
period of the days near the 28th February sets the onset of the heat
accumulation process to detonate the start of the main pollen sea-
son of Betula. Temperatures of March and April are critical to deter-
mine the start date and 3.96 4+ 1.88 forcing units must be
accumulated as forcing requirements (Eq. 2) to detonate the start
of the birch MPS. Coinciding with our results, other temperature-
based studies of Betula phenology have also concluded similar
dates to set the start of the heat accumulation process in Europe
(1st March or 4th March for some species) and even found signifi-
cant correlations between February-April temperatures and
budburst dates (Clot, 2001; Donnelly et al., 2006; Linkosalo et al.,
2010; Sofiev et al., 2013). Cold periods during the end of March or
the beginning of April will cause a delay in the start of the MPS
since the forcing units needed to detonate flowering are usually
reached during these days.

The “day threshold” and “temperature threshold” values selected for
the models are shown in Fig. 2.D & 2.E respectively. For the peak, there is
a clear “day threshold” to mark the start of the heat accumulation pro-
cess between 11 and 13 °C for the daily average. A day with tempera-
tures above these thresholds is necessary to trigger the heat
accumulation for the peak. For the end model, there is a huge variability
of temperatures selected between 0 and 10 °C as “day thresholds”. For
our training dataset, all these thresholds are reached during the first
day of the main pollen season. It could mean that the accumulation of
heat to detonate the end starts always on the start date of the main pol-
len season or on a date near it.

For the “temperature thresholds” all values for both models
were between 0 and 5 °C for the peak model and between 0 and 3
°C for the end model. Since there were no days between these
ranges of temperature in the training datasets, all the models with
temperatures between these ranges perform the same prediction,
i.e., all the heat above 0 °C is taken into account for the accumula-
tion process. A heat accumulation over the temperature threshold
of approximately 45.36 + 12.31 °C is necessary to detonate the
peak and 149.64 + 18.46 °C to determine the end of the MPS of
birch. For more details about the heat accumulation process, consult
Fig. 1.

The presented results suggest that the duration of the MPS, which
is determined by the end date for a given start date, is mainly influ-
enced by temperatures during the MPS. These observations may sug-
gest that, according with our previous hypothesis, the end of the
MPS would be related to conditions favouring the pollen emission
and not to conditions favouring the pollen production and flower
development.

Other models were also tested to predict the start, peak and end
dates, e.g., number of days with a daily average temperature above
a certain threshold, number of days since the first day in which a
certain temperature threshold was overpassed, accumulated heat
since the day in which a relative maximum in the daily average
temperature was detected, the previous models but replacing the
daily average temperature with the moving mean of this variable
(with 3, 5, 7 and 9 days of moving mean), and also making separate
models for groups of stations obtained by clustering according to
their annual mean temperature and other climate variables pro-
vided by Worldclim (Fick and Hijmans, 2017): mean diurnal
range, isothermality, temperature seasonality, maximum tempera-
ture of the warmest month, minimum temperature of the coldest
month, temperature annual range, mean temperature of the wettest
quarter of the year, mean temperature of the driest quarter of the
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Fig. 3. Spatial representation of the models errors (ME) for the whole area of Bavaria. Based on the error obtained from the internal validation by station (points). Negatives values

represent early predictions and positive values late predictions.

year, mean temperature of the warmest quarter of the year, mean
temperature of the coldest quarter of the year, annual precipitation,
precipitation seasonality (different clustering methods were also
tested). For the start model, the same model used for the peak
date and for the end of the MPS was also tested. Nevertheless, the
best fitted models were the ones selected and described in this
manuscript.

3.2. Geographical interpolation of the models error

The maps obtained are shown in Fig. 3. These maps are just a
first approximation to the error expected in these areas but help
to visualize the errors obtained in each station during the internal
validation. The geographical areas with a highest error in the start
model (Fig. 3.A) are the areas surrounding DEMIND, DEAUGS and
DEHOF stations. DEMUNC, DEBIED and DEKOES have also larger er-
rors in their predictions than the average. For the peak and end
models (Fig. 3.B and .C), the errors are more homogeneously dis-
tributed. They are mostly concentrated in high and cold areas (Al-
pine and Bavarian forest areas). It could be explained as the result
of the adaptation of birch populations to extreme conditions, pro-
ducing a singular biological behaviour regarding to the rest of the
geographic locations. These singularities are predicted by the
models with less accuracy than the rest of locations. For better pre-
dictions for these areas, regional models could be designed in future
studies.

The MAE obtained in the internal validation was 1.68 days for the
start, 1.61 days for the peak and 2.61 days for the end.

3.3. External validation of the models

The MAE obtained in the external validation was 8.75 days for
the start date, 3.58 days for the peak and 3.75 days for the end
(see Fig. 4). It is remarkable that the highest external error was ob-
tained in the model for the start of the season. It should be noted
that the external locations used for the validation of the start
model are located in the areas where highest internal error were
observed (Fig. 3). For most of the region of Bavaria, lower external
errors are expected.

Within the external validation error, other errors of the meth-
odology are also integrated. Depending on the method used to de-
fine the start and end date of the MPS, dates can change or have
different patterns of variations among years. The delay between
flowering and pollen detection and the variability in local pollen
concentrations produced by pollen from non-local areas also intro-
duce small variations in the models performance. Long-term

transport of Betula pollen has been reported in other European
countries at the beginning or the end of the MPS due to differ-
ences in phenology timing among distant areas (Skjoth et al.,
2007). This effect has been minimized in the proposed models
under normal conditions by using a restrictive percentage for es-
tablishing the MPS (i.e. the 90% definition of MPS excludes spo-
radic low amounts of pollen detected at the beginning or end of
the season).

There are some years whose errors in the start model are bigger than
for the rest of the years in the same location (2006 and 2010-2012 in
DEBIED; 1998-2003, 2005-2006 and 2010-2012 in DEMUNC; 2006 in
DEZUSM). Most of these years coincide in all locations. This phenome-
non may have two different explanations: unusual Betula response to
temperatures or unusual atmospheric and/or meteorological condi-
tions. We are unable to test the first hypothesis since no direct pheno-
logical data is available for these years and locations. The second
hypothesis may be related to long transport events with higher influ-
ence than usually. Additionally, there may be other variables with less
influence over phenology but whose effect may be increased under cer-
tain conditions.

The flowering period of Betula was also modelled in previous
studies. Despite other models having different methodological ap-
proximations, they showed similar errors in their external valida-
tion. Linkosalo et al. (2010) obtained RMSE of 3 days for the start
date and 5 days for the end in Finland. Despite conceptually MAE
and RMSE should not be directly compared, their values should
be proximal (Willmott and Matsuura, 2005). Caffarra et al.
(2011a) modelled the timing to budburst in Betula pubescens
with standard deviations between 0.4 and 6 days. This higher ac-
curacy may be explained by modelling a single species of Betula
under controlled conditions (ex situ) and by comparing with di-
rect measurement of flowering phenology, not with pollen
concentrations.

Sofiev et al. (2013) implemented a birch emission model in
SILAM (Sofiev et al., 2008) and obtained fitting errors for pheno-
logical phases between 8 and 9 days for Bavaria region after devel-
oping an emission model for the whole Europe. These errors may
be explained by the large area of application of the model. It
would be interesting for future studies to apply these models
only to Bavaria region and to compare the results with the ob-
tained from replacing the thermal time flowering model inte-
grated in SILAM by the proposed thermal models. Furthermore,
dispersion models such as COSMO-ART (Vogel et al., 2009) may
be used to issue daily forecasts of pollen concentrations within
the dates of the main pollen season stablished by the presented
models.
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Fig. 4. External validation of the models. In red, the models prediction; in black, the observed dates. MAE: Mean average error of the models prediction for all the external validation
datasets (in days). DOY: Day of the year. MPS: Main pollen season. The years of these stations used for building the model were excluded during the external validation. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Different models were developed for start, peak and end of the
birch pollen season. The start date model was based on temperature
accumulation after 28th of February onwards with a threshold of 10
°C (i.e. temperatures after 28th of February over 10 °C were the
most relevant for the start of the season, before that date all tem-
peratures were irrelevant). The peak prediction model uses the
first day of the MPS in which 11-13 °C are reached as beginning
point. Then all temperatures count. The end of the season uses the
beginning of the pollen season as a starting point for the model.
Then all temperatures count.

With the models obtained, start, peak and end dates of birch
main pollen season can be estimated for the whole area of Bavaria
by using meteorological forecasts as input data. With the relation-
ships between temperature and phenological dates established in
the models, changes in phenological dates due to climate change
can be also estimated in future studies and the adaptability of the
arboreal species as birch along an altitudinal gradient could be
studied by intensification of the thermal-based phenological
models in extreme climatic areas.

4. Conclusions

1. March-April temperatures were the most relevant for the start
model (temperatures from the 28th of February onward) and 10 °C
was set as the optimal threshold temperature. A heat accumulation
of 3.96 4 1.88 forcing units is needed to detonate the start of the
MPS. The peak models take into account all temperatures accumu-
lated since the first day of the main pollen season in which >11 °C
is reached.

2. For the end of the main pollen season, the best fitted models were the
ones which take into account all temperatures accumulated since the
start of the main pollen season without a temperature threshold.
Heat accumulations of 45.36 4 12.31 °C and 149.64 4 18.46 °C

(sum of temperature above 0 °C) are needed to detonate the peak
and stablish the end of the MPS respectively.

3. The models can predict with an external error of 8.75 days for the
start, 3.58 days for the peak and 3.75 days for the end as average.
The error in start of the season would add to the error for the other
estimations if predicting before the start of the MPS.

4. With the models obtained, predictions of the start, peak and end of
the main pollen season can be delivered to the pollen allergic popu-
lation by using meteorological forecasts as input.

5. By means of the relationship established between temperatures and
the pollen season, changes in the phenological behaviour of Betula
species due to climate change can be estimated in future studies. Ac-
cording to the models delivered with Bavarian pollen databases, an
increase in March-April temperatures due to climate change will
cause an earlier start date of main pollen season of Betula in this
area. The advance might be estimated in future studies by taking
into account the different climate scenarios proposed by climate
change studies.

Acknowledgements

This publication was funded by the Bavarian State Ministry of Health
and Care grant G47-G8180.1-2014/5-25 and the Bavarian State Ministry
of the Environment and Consumer Protection grant TKPO1KPB-69312
and TKPO1KPB-73815. A. Picornell was supported by a predoctoral grant
financed by the Ministry of Education, Culture and Sports of Spain, in the
Program for the Promotion of Talent and its Employability (FPU15/
01668). J. Oteros was supported by a Postdoctoral grant of Helmholtz
Zentrum Munich PFP 11 2018-2020.

We acknowledge the E-OBS dataset for the EU-FP6 project
ENSEMBLES (http://ensembles-eu.metoffice.com) and the data pro-
viders in the ECA&D project (http://www.ecad.eu).


http://ensembles-eu.metoffice.com
http://www.ecad.eu

1306

Appendix A

Location of the pollen sampling stations in Bavaria. DEALTO: Alt6tting; DEAUGS: Augsburg; DEBAMB: Bamberg; DEBAYR: Bayreuth; DEBERC:
Berchtesgaden; DEBIED: Munich-Biederstein; DEDONA: Donaustauf; DEERLA: Erlangen; DEFEUC: Feucht; DEGAIS: GaiRach; DEGARM: Garmisch-
Partenkirchen; DEHOF: Hof; DEKITZ: Kitzingen; DEKOES: Kdsching; DELANDS: Landshut; DEMARK: Marktheidenfeld; DEMIND: Mindelheim;
DEMUNC: Munich; DEMUST: Miinnerstadt; DEOETT: Oettingen; DEPASS: Passau; DEOBER: Oberjoch; DETROS: Trostberg; DEVIEC: Viechtach;
DEWEID: Weiden; DEZUSM: Zusmarshausen. Plotted over topography map.

Appendix B. A Comparison of the mean average temperature and total precipitation of late winter and spring months between 2015 and his-
torical data in each sampled station of Bavaria

Station Month Tavg 2015 (°C) Mean Tavg (°C) Prec. 2015 (mm) Mean Prec. (mm)
DEALTO February -15 —0.1+28 103 433 4 264
DEALTO March 5.0 42+18 48.8 59.2 4+ 34.5
DEALTO April 8.6 83+15 59.5 53.0 +30.0
DEALTO May 13.5 134+15 1314 88.9 +39.8
DEAUGS February —14 03+29 126 36.6 & 20.5
DEAUGS March 5.0 43+19 33.6 45.5 + 30.1
DEAUGS April 8.4 81+14 62.9 54.2 + 309
DEAUGS May 133 130+ 15 102.5 84.0 + 42.3
DEBAMB February 0.4 09+ 2.7 6.2 369 + 22.6
DEBAMB March 53 47 +18 32.0 46.7 + 32.1

DEBAMB April 85 87+15 15.0 39.0 + 206
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Station Month Tavg 2015 (°C) Mean Tavg (°C) Prec. 2015 (mm) Mean Prec. (mm)
DEBAMB May 13.6 137+ 15 23.8 61.8 +37.2
DEBAYR February —0.5 02428 6.8 46.1 +29.2
DEBAYR March 45 40+19 48.1 53.2 £33.7
DEBAYR April 7.7 79+15 39.4 428 + 216
DEBAYR May 12.9 13.0+ 15 21.2 61.4 + 33.7
DEBERC February —09 05+ 3.0 149 84.3 £ 56.0
DEBERC March 49 46+ 20 106.8 1184+ 713
DEBERC April 8.8 86+15 60.7 97.9 £ 65.5
DEBERC May 133 133+ 16 182.8 136.6 & 60.6
DEBIED February —-0.2 15429 195 45.0 4 24.1
DEBIED March 6.1 55+20 66.1 60.6 + 28.2
DEBIED April 10.2 93+ 16 62.1 65.0 + 36.2
DEBIED May 14.2 1414+ 16 1355 100.6 + 48.0
DEDONA February —-0.6 02+ 27 6.0 36.8 + 21.2
DEDONA March 5.7 47+19 29.9 43.6 +29.2
DEDONA April 9.2 924+ 16 33.0 377 £ 214
DEDONA May 13.7 1424+ 16 78.1 63.1 +31.0
DEERLA February 0.4 0.7 £2.7 9.7 46.5 + 24.7
DEERLA March 5.7 45+19 514 573 £ 412
DEERLA April 9.0 87+17 343 49.8 4 27.8
DEERLA May 14.0 138 £ 16 29.4 68.8 + 40.5
DEFEUC February —-0.8 04 +27 17.2 46.4 + 26.0
DEFEUC March 4.7 41+19 393 53.14+38.1
DEFEUC April 7.6 80+15 42.3 492 4+ 272
DEFEUC May 12.8 131+ 16 51.8 734+ 424
DEGAIS February -19 —0.5+ 3.1 41.0 80.5 4 43.7
DEGAIS March 4.2 34422 81.3 99.5 + 46.9
DEGAIS April 84 7.6+ 1.6 73.8 89.3 £+ 40.2
DEGAIS May 125 1244+ 16 2471 1382 + 634
DEGARM February —21 —09 £ 25 26.2 65.3 + 40.4
DEGARM March 4.1 3.0+20 81.4 92.2 +45.5
DEGARM April 7.9 69+ 1.7 85.2 92.0 £ 39.5
DEGARM May 122 117+ 15 233.6 1321 £573
DEHOF February -13 -12+29 9.3 45.6 + 28.8
DEHOF March 3.6 25422 478 51.2 £ 28.1
DEHOF April 6.9 6.5+ 1.8 44.2 449 4 236
DEHOF May 11.7 1154+ 16 18.1 61.0 + 35.7
DEKITZ February 1.1 1.7+29 9.9 3494215
DEKITZ March 5.9 55+ 1.8 414 40.1 £ 27.6
DEKITZ April 9.8 9.8 + 1.5 18.6 36.1 £ 21.9
DEKITZ May 14.7 145+ 1.7 18.1 554 + 333
DEKOES February -13 0.0+ 2.7 10.2 394 4+ 203
DEKOES March 5.7 42420 34.0 459 4+ 334
DEKOES April 9.1 84+17 63.9 434 4+ 226
DEKOES May 134 133+ 16 57.5 69.2 + 35.7
DELANDS February —-1.2 02427 143 39.6 + 24.6
DELANDS March 5.5 53 +21 373 36.7 +£ 15.9
DELANDS April 9.3 9.7+ 16 58.3 49.2 4+ 246
DELANDS May 134 136+ 13 155.1 98.5 + 44.6
DEMARK February 0.4 14422 14.0 51.0 £+ 28.2
DEMARK March 5.3 504+ 2.0 493 52.2 +36.2
DEMARK April 9.0 9.7+19 23.0 36.7 + 22.7
DEMARK May 13.0 135+ 14 184 74.2 + 415
DEMIND February —-3.2 —0.6 +£ 2.9 36.8 63.7 + 38.0
DEMIND March 3.9 32421 79.7 74.1 + 384
DEMIND April 7.3 6.7+ 15 82.8 79.3 4 46.4
DEMIND May 122 11.7+ 16 189.0 107.4 + 58.9
DEMUNC February —-0.2 1.5+29 19.5 45.0 + 24.1
DEMUNC March 6.1 5.5+ 2.0 66.1 60.6 4 28.2
DEMUNC April 10.2 93+ 16 62.1 65.0 £+ 36.2
DEMUNC May 14.2 141+ 16 1355 100.6 + 48.0
DEMUST February 03 1.0+26 9.0 46.6 + 32.5
DEMUST March 5.2 49+19 433 50.6 + 31.0
DEMUST April 9.0 88+15 14.6 405 + 22.3
DEMUST May 13.0 133+ 14 16.3 60.0 +£31.3
DEOBER February -29 —0.6 £ 29 54.9 94.4 £+ 50.7
DEOBER March 33 27+20 94.5 1144 + 47.7
DEOBER April 6.8 6.6 +1.5 137.1 107.9 £ 50.3
DEOBER May 11.7 113+13 2188 160.1 £ 70.7
DEOETT February -1.0 04 +29 7.5 343 £ 219
DEOETT March 53 45+19 331 39.6 &+ 25.7
DEOETT April 9.1 84+15 28.2 4124245
DEOETT May 13.6 132415 66.3 68.0 £+ 37.2
DEPASS February —-0.6 04+ 2.7 12.7 57.0 + 30.4
DEPASS March 53 45+ 18 50.0 70.7 + 48.4

(continued on next page)
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(continued)

Station Month Tavg 2015 (°C) Mean Tavg (°C) Prec. 2015 (mm) Mean Prec. (mm)
DEPASS April 8.7 92+17 56.0 48.6 + 27.0
DEPASS May 13.2 139+£12 1393 94.3 4 44.2
DETROS February —-15 03+29 16.8 56.9 £+ 324
DETROS March 49 45420 63.9 77.6 + 40.8
DETROS April 8.9 84+16 50.8 70.9 +£40.3
DETROS May 13.0 134+£15 135.2 107.9 + 458
DEVIEC February —-1.6 —-03+27 16.4 442 +20.8
DEVIEC March 4.1 37+19 52.3 50.0 £+ 23.8
DEVIEC April 74 84+17 31.6 50.7 +33.5
DEVIEC May 121 125+ 12 711 99.6 £ 43.5
DEWEID February —0.6 —-03+27 7.7 39.8 + 243
DEWEID March 49 37+£20 494 485+ 314
DEWEID April 8.0 78 £1.7 34.6 38.6 209
DEWEID May 129 128+ 15 42.5 67.6 & 35.1
DEZUSM February —-1.2 0.5+ 2.7 17.3 36.0 £ 193
DEZUSM March 5.2 48+ 1.7 31.0 43.4 + 305
DEZUSM April 9.0 87+14 79.2 51.5 £ 279
DEZUSM May 13.7 135+ 15 101.1 76.4 £+ 39.9

Tavg 2015: monthly mean of the daily average temperatures in 2015 by month and location. Mean Tavg: mean and standard deviation of the monthly
means of daily average temperatures along the period 1975-2017 by month and location. Prec. 2015: monthly total precipitation in 2015 by month
and location. Mean Prec.: mean and standard deviation of the monthly sum of total precipitation along the period 1975-2017 by month and location.
DEALTO: Altotting; DEAUGS: Augsburg; DEBAMB: Bamberg; DEBAYR: Bayreuth; DEBERC: Berchtesgaden; DEBIED: Munich-Biederstein; DEDONA:
Donaustauf; DEERLA: Erlangen; DEFEUC: Feucht; DEGAIS: GaiRach; DEGARM: Garmisch-Partenkirchen; DEHOF: Hof; DEKITZ: Kitzingen; DEKOES:
Kosching; DELANDS: Landshut; DEMARK: Marktheidenfeld; DEMIND: Mindelheim; DEMUNC: Munich; DEMUST: Miinnerstadt; DEOBER: Oberjoch;
DEOETT: Oettingen; DEPASS: Passau; DETROS: Trostberg; DEVIEC: Viechtach; DEWEID: Weiden; DEZUSM: Zusmarshausen. Meteorological datasets
of each station were obtained from E-OBS database (Cornes et al., 2018).

Appendix C. Main dates and duration of birch main pollen season at the stations used to train the models in 2015

Location Start Peak End Duration (days)
DEALTO 13 April 2015 16 April 2015 23 April 2015 10
DEAUGS 08 April 2015 16 April 2015 25 April 2015 17
DEBIED 13 April 2015 16 April 2015 27 April 2015 14
DEDONA 13 April 2015 17 April 2015 25 April 2015 12
DEFEUC 13 April 2015 17 April 2015 27 April 2015 14
DEGAIS 14 April 2015 22 April 2015 28 April 2015 14
DEGARM 13 April 2015 22 April 2015 04 May 2015 21
DEHOF 15 April 2015 21 April 2015 05 May 2015 20
DEKITZ 11 April 2015 16 April 2015 29 April 2015 18
DEKOES 13 April 2015 16 April 2015 23 April 2015 10
DEMARK 11 April 2015 15 April 2015 25 April 2015 14
DEMIND 08 April 2015 22 April 2015 27 April 2015 19
DEMUNC 13 April 2015 16 April 2015 27 April 2015 14
DEOBER 14 April 2015 22 April 2015 08 May 2015 24
DEOETT 13 April 2015 16 April 2015 28 April 2015 15
DEPASS 13 April 2015 16 April 2015 23 April 2015 10
DETROS 12 April 2015 17 April 2015 27 April 2015 15
DEVIEC 14 April 2015 21 April 2015 27 April 2015 13
DEWEID 15 April 2015 16 April 2015 05 May 2015 20

Main pollen season calculated according to 5%/95% criterion (Nilsson and Persson, 1981). DEALTO: Alt6tting; DEAUGS: Augsburg; DEBIED: Munich-
Biederstein; DEDONA: Donaustauf; DEFEUC: Feucht; DEGAIS: GaiBach; DEGARM: Garmisch-Partenkirchen; DEHOF: Hof; DEKITZ: Kitzingen;
DEKOES: Késching; DEMARK: Marktheidenfeld; DEMIND: Mindelheim; DEMUNC: Munich; DEOBER: Oberjoch; DEOETT: Oettingen; DEPASS: Passau;
DETROS: Trostberg; DEVIEC: Viechtach; DEWEID: Weiden.
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