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Abstract

The failure of a brittle dielectric material under mechanical load generates acoustic emission

(AE) and electromagnetic emission (EME).

Detection and analysis of acoustic signals are commonly used for the investigation of failure

in solid materials. AE analysis aims at deriving information about the amount of damage,

source position and type of damage from counting signal activity, localizing source positions

and identifying classes of signals in order to investigate material failure.

Similar to AE analysis, counting and classification of EME signals can provide further in-

formation about accumulated damage and failure type. In experiments, we observe further

a strong directional character of the EME source, which indicates that EME analysis allows

conclusions about position and orientation of fracture surfaces in the material.

Both, AE analysis and EME analysis, allow conclusions based on real-time information

on a qualitative basis. The lack of detailed understanding of correlation between source

mechanisms and measured signals prohibit the reliability of quantitative information so

far.

The profound understanding of the basic characteristics of the emitting EME source and the

origins of the electromagnetic fields are essential to enable better analysis and interpretation

of emitted signals.

We establish a model of the emitting source, which is capable of explaining the different

parts of the experimentally obtained EME signals by comparison of simulation and experi-

mental data obtained during mode-I fracture of epoxy resin materials. Three contributions

of the EME signals originate from separation and relaxation of charges during crack growth

and from the vibration of charged crack surfaces. The simulations reproduce the results

of the experimentally examined directional character of the emitted electromagnetic field

and the strong dependence of the amplitude of the signals on the distance of source and

capacitive sensor plate.

The long-term objective of detection and analysis of EME and AE signals for the purpose

of determination of failure type, location of failure and orientation of crack walls moti-

vates the need for optimization of the EME sensor system. In particular, because there is

no commercial sensor system available for EME detection until now, the development of

EME sensor systems employed in the experiments is so far based on the experience of the

scientists.

We approach the topic of sensor optimization using and extending the so-called method

of shape optimization via homogenization and investigate the applicability of the method

in the described context in order to answer questions related to the sensor design in the

experiments.
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1. Introduction

In fibre-reinforced polymers, fibres made of carbon, glass or ceramics are embedded in a ma-

trix of epoxy resin or polyester resin forming a composite material with material properties

that differ from the respective single components. By varying for example fibre type, fibre

content, length of fibres or fibre orientation, structural elements made of fibre-reinforced

materials can be specifically adapted and optimized according to the load situation. High

strength, stiffness and fatigue resistance in combination with low density make composite

materials ideal for lightweight construction for example in aviation and space travel and

therefore economically and technologically interesting.

To reach the full potential of a composite material, a detailed understanding of mechanisms

that lead to damage and failure of the composite is required. The actual strength, durability

and stiffness of composite structures is influenced by various damage mechanisms such as for

example fibre failure, delamination or matrix cracking occurring under stress at numerous

locations throughout the material [Hamstad, 1986]. All these different effects result in

complex damage behaviour leading to limited predictability of material failure of fibre-

reinforced polymers preventing exploitation of the full potential up to the present [Sause,

2016].

Acoustic emission (AE) analysis and electromagnetic emission (EME) analysis are non-

destructive testing methods which make an important contribution to a better under-

standing of the complex processes involved in material failure.

AE analysis is a standard method for monitoring occurrence and development of damage in

composite materials. Micro-deformations, which are usually linked to irreversible changes

in the material such as crack formation and propagation, cause acoustic waves, which

propagate in the material. Piezo-electrical sensors mounted on the surface of the material

detect these acoustic waves and transform them into voltage signals, which provide the

basis for further investigations. By counting signal activity, localizing source positions and

identifying classes of signals, AE analysis aims at deriving information about the amount of

damage, source position and type of damage in order to investigate material failure [Sause,

2016].

Emission of electromagnetic fields during failure of materials is a phenomenon, which has

been under investigation for many years. First reported within minerals (sylvine) in 1933,

EME was measured for different materials and failure types henceforward, substantiating

that the emitted EME signals are highly dependent on material and failure types. [Frid

et al., 2003]

Similar to the acoustic emission analysis, counting and classification of EME signals can
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1. Introduction

provide further information about accumulated damage and failure type. In contrast to AE

analysis, source localization of an occurring failure is not possible in EME signal analysis

without further information due to the propagation speed of electromagnetic waves close

to speed of light. [Sause, 2016]

In cases where the separate methods approach their limits, combination of AE and EME

analysis can be advantageous. For example, they form a good tool for crack localiza-

tion based on time delay between detection of EME and AE signals due to the different

propagation velocities of acoustic and electromagnetic waves [Sedlak et al., 2008].

Both, AE and EME analysis allow conclusions based on real-time information on a qualita-

tive basis but the lack of detailed understanding of correlation between source mechanisms

and measured signals prohibit the reliability of quantitative information so far [Sause, 2016].

For a comprehensive understanding of the processes during failure of fibre-reinforced poly-

mers, it is essential to investigate failure of fibre and matrix individually. In a collaboration

of experimental physics and applied analyis in the framework of the project ”Relation of

electromagnetic and acoustic emission to temporal and spatial crack motion on a micro-

scopic scale in polymers and carbon fibres” funded by the DFG, the groups investigated

AE and EME during crack propagation in polymers, carbon fibres and composite materials

in different experiments accompanied by simulation.

This work is motivated by an experiment examining EME and AE during three-point

bending tests of brittle dielectric materials carried out within the framework of the project.

Figure 1.1 shows a sketch of the used setup.

Figure 1.1.: Diagram of experimental setup (Graphics from: S. O. Gade et al., Relation
of Electromagnetic Emission and Crack Dynamics in Epoxy Resin Materials,
Journal of Nondestructive Evaluation, published 2014 by Springer Nature)
[Gade et al., 2014].

2



In the experiments, force applied via a universal testing machine induces fracture of RTM6

specimen with force in the specimen acting perpendicular to the crack walls, which is called

mode-I fracture. The setup enables simultaneous monitoring of AE and EME and ensures

a distinct orientation of the crack surfaces in the material.

The origins of the emitted electromagnetic fields during failure of materials are still highly

debated [Frid et al., 2003]. It is therefore necessary and aim of the experiment and the

present thesis to gain a profound understanding of the basic characteristics of the EME

source in order to enable better analysis and interpretation of emitted EME signals.

Figure 1.2 shows a typical pair of AE and EME signals measured in the experiments.

Figure 1.2.: Typical pair of AE and EME signals obtained in three point flexural tests of
RTM6 (Graphics from: S. O. Gade et al., Relation of Electromagnetic Emission
and Crack Dynamics in Epoxy Resin Materials, Journal of Nondestructive
Evaluation, published 2014 by Springer Nature) [Gade et al., 2014].

The EME is measured by a capacitive sensor consisting of two copper plates. The left plate

is grounded, the right plate is attached to a measurement circuit consisting of preamplifier

and acquisition card.

The measured EME signal clearly shows two different signal components, a component

referred to as the base signal in the following is superimposed by a high-frequency

component (superimposed oscillation).

Low variance in orientation of the fracture surfaces of less than five degrees ensures a

reproducible source of EME signals. Adjustability of the right plate of the EME sensor

allows to study the influence of source–sensor distance on the EME signals, the rotation

of the specimen allows to examine the influence of crack orientation. By investigation of

relation of EME and crack dynamics and the influence of orientation and distance of the

induced crack surfaces on the detectable EME signals, the experiment enables investigation

3



1. Introduction

of the basic characteristics of the EME source.

Two main areas of interest arise from the described experiment.

On the one hand, a better understanding of the origins of EME and the characteristics

of the source is required. For this purpose, we model the EME source in the experiment

and develop a model of the EME source by comparison of simulation results with the

experimentally derived data. Modelling and simulation of EME requires careful choice of

involved equations of electrodynamics and solid mechanics and their appropriate coupling.

Furthermore, it is particularly important that the discretization, i.e. mesh size and time

step, is precisely adjusted to the model. It turns out that our derived and implemented

source model is able to reproduce all experimentally observed characteristics of the EME

source.

Besides the interest in the EME source, one is particularly interested in the optimal shape

and position of the EME sensor in the experiment, which is still based on the experience

of the scientists to date. Mathematical formulation of this problem as an optimal design

problem reveals that the well-known theory of shape optimization via homogenization for

real-valued material parameters must be extended to complex-valued material parameters.

We investigate the extension of the method and point out the difficulties that arise in

context of complex-valued material parameters. Under certain additional assumptions, we

develop and implement a method that addresses the problem of EME sensor optimization.

Part I and Part II of this work deal with these two areas of interest.

Part I of the present work is concerned with modelling of the EME source in the epoxy

resin specimen. Simulations compared to the experimental results investigate the source

mechanisms of EME during crack propagation and enable the development of an EME

source model.

Part II of the thesis focuses on questions concerning the optimal shape and position of

the EME sensor used in the experiments. To this end, we first theoretically investigate

an extension of the method of shape optimization via homogenization. In a further step,

the application of the derived method allows to answer questions about the optimal sensor

design which arise in connection with the experiment.

4



Part I.

Investigation of source

mechanisms of electromagnetic

emission during crack propagation

caused by mode-I failure in epoxy

resin materials
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In the first part of this work, we focus on modelling the EME source in the specimen. The

origins of the EME are still widely discussed and the lack of a source model comprising all

the so far experimentally found characteristics of the EME source motivates the develop-

ment of a new source model. Simulations compared to the experimental results form the

basis for investigation of source mechanisms of the EME during crack propagation. In this

way, we establish a model of the emitting source which is capable of explaining the differ-

ent parts of the experimentally obtained EME signals. Three contributions of the EME

signals originate from separation and relaxation of charges during crack growth and from

the vibration of charged crack surfaces. The conducted experiments show a directional

character of the emitted electromagnetic field and a strong dependence of the amplitude of

the signals on the distance of source and capacitive sensor plate. We are able to reproduce

these results in the simulations based on the proposed source model.

In order to ensure the comparability of simulated and experimentally obtained data, the

basic 3d setup of the later discussed models matches the experimental geometry of the

flexural test setup for polymers (see figure 1.1). In the following, the experimental data

for comparison of the simulation to experimental results is courtesy of S.O. Gade and

published in the joint paper [Gade et al., 2014] by S.O. Gade, U. Weiss, M.A. Peter and

M.G.R. Sause.

Part I of this thesis is structured as follows.

In chapter 2, the developed EME source model is introduced and an overview of the

different source model approaches considered in the simulations is presented. Furthermore

we provide the necessary background to mathematical modelling and simulation of the

involved mechanisms and the post-processing of the simulation results. In chapter 3, we

approach the described EME source model by considering the charge distribution as a

function of crack growth on hypothetical crack surfaces in the material in our model. In

first simulations, we reproduce a representative EME signal by time-dependent charge

generation on one hypothetical crack surface. In order to include the measured directional

character of the EME source as well, we extend the model further and take into account

time- and position-dependent charge generation on two hypothetical crack surfaces in the

specimen. Chapter 4 is concerned with the EME signal component originating from the

vibration of the charged crack surfaces. We couple the model derived in the previous

chapter with crack wall vibration in the specimen. Chapter 5 concludes by summarising

the findings of Part I.

7





2. Towards an EME source model

The following sections provide the basis for the simulations described in chapters 3 and 4.

§2.1 recaps the existing source model approaches and introduces a new source model sup-

porting the experimental findings concerning the characteristics of EME. §2.2 presents the

examined source models and §2.3 is concerned with mathematical modelling of the proposed

source model including simplifications. §2.4 describes important details of the implementa-

tion based on the described equations in the simulation software COMSOL Multiphysics R©,

§2.5 describes the procedure for final comparison of signals from experiment and simulation

using a transfer function taking into account the measurement electronics.

2.1. Source model theory

The first models of the source of electromagnetic emission during failure of samples of

sylvine were established in the late seventies [Frid et al., 2003]. Since that time different

attempts were made to combine all experimentally found characteristics of electromag-

netic emission in one source model. In [Sause, 2016], M. Sause categorizes the different

approaches roughly as dislocation models, discharge models, capacitor models and Frid’s

electrical surface wave model.

Despite the variety of existing attempts all models so far established fail for different

reasons. In [Frid et al., 2003], Frid et. al recap and review the different theories and

provide a new model based on already existing and at the time new found experimental

results. Following their argumentation, an all-encompassing source model has to explain

the different experimentally found characteristics of EME sources summarized by Frid:

• Occurrence as individual pulses or clusters of pulses

• Influence of fracture dynamics/dimensions

• Dependence on material properties

• Distinct character and orientation

• Occurrence independent of crack mode (tensile and shear cracks).

Frid et al. suggest that the typical shape of EME signals originates from the generation

of a charge source with strength proportional to the crack area growth and oscillations on

both sides of the crack originating from electrical surface waves. Despite the consideration

9



2. Towards an EME source model

of all the aspects mentioned before, this electrical surface wave model is not supported by

the results presented in the following.

In [Sause, 2016], M. Sause points out that a valid source model has to include in particular

the contributions of mechanical movement occurring during crack propagation, which are

not included in Frid’s model.

At first, simulations question the idea of a correlation between the form of the base signal

and mechanical effects of the vibration of the crack surfaces. Data derived from test

source experiments in comparison with simulation results described in chapter 3 clarify

that the form of this signal part actually originates from the bandwidth of the recording

setup. Nevertheless, further simulations described in chapter 4 show that vibration of crack

surfaces potentially acts as source for the superimposed oscillation observed in the EME

signals.

The lack of a source model comprising all the experimentally found characteristics confirms

the need of introduction of a new source model. In our proposed model, we conclude the

EME signals for mode-I failure of brittle materials to originate from three contributions

which are shown schematically in figure 2.1:

1. Generation of charges at the crack tip due to breakage of molecular bonds (which

results in temporal increase of charges),

2. Charge relaxation dependent on the material properties and the geometry of the

crack,

3. Charge movement due to crack wall vibration.

10



2.2. Overview of examined source model approaches

Figure 2.1.: Schematic description of signal generation.

The following simulations and comparison of the results with experimental data substan-

tiate our hypothesis of the formation of the electromagnetic signals:

When a crack propagates in the material molecular bonds break and charges appear at

the crack surface, leading to an asymmetric charge separation. This results in a rise of the

potential at the sensor. The temporal characteristic of the resulting charge distribution is

related to the propagation velocity of the crack tip in the material. The separated charges

then recombine with a relaxation time depending on the dielectric properties of the material

and the geometry of the crack. The combination of both effects causes a temporal increase

of charges due the progress of crack propagation and a subsequent decrease due to charge

relaxation. As we will see later, these contributions result in the base signal component.

Another part of the signal is created by vibration of the charged crack surfaces. The charges

present at the crack surfaces move according to the present mechanical movement of the

crack surfaces as long as they are present. This movement results in the superimposed

oscillation in the signal.

In the following we investigate whether the described source hypothesis is suitable to de-

scribe the experimentally obtained signals and source characteristics.

2.2. Overview of examined source model approaches

In order to deepen the understanding of the characteristics of the EME source mechanism

and to confirm our hypothesis of EME formation during mode-I fracture, we approach

11



2. Towards an EME source model

the complete source model described in §2.1 step by step. This procedure enables the

investigation of dependencies between different characteristics of the source and their effects

in the obtained signal as well as the development of a profound understanding of the

experimental setup and included measurement electronics. Furthermore the successive

approach allows for initial avoidance of a direct modelling of mechanical effects of crack

propagation in order to get around the computational costly consideration of fracture

mechanics in the models.

In a first attempt (Model 1a), the electromagnetic emission source as a function of time

on one internal boundary of the single-edge notched beam as displayed schematically in

figure 2.2 deepens the understanding for the model geometry, signal processing and post-

processing and enables first comparisons of simulated and experimentally obtained signals.

Figure 2.2.: Schematic description of Model 1a.

The second attempt (Model 1b) with time- and position- dependent application of charge

following the crack tip on two hypothetical crack surfaces in the specimen (see figure 2.3

for schematical description) allows for reproduction of the directional behaviour of the

emitting source observed in the experiments.

Figure 2.3.: Schematic description of Model 1b.

In our third attempt (Model 2), schematically shown in figure 2.4, we attend to the super-

imposed oscillation by including mechanical movement of the hypothetical crack surfaces

(crack wall vibration) following a prescribed oscillation in a generalized geometry setting.

Figure 2.4.: Schematic description of Model 2.

12



2.3. Mathematical modelling of electrodynamics and solid mechanics

2.3. Mathematical modelling of electrodynamics and solid

mechanics

In order to model the sources of EME described in §2.2, we consider the equations de-

scribing the corresponding phenomena, namely Maxwell’s equations of electrodynamics

and simplifications thereof for charge generation and relaxation and the equations of solid

mechanics for inclusion of crack wall vibration in the simulation model. The following sec-

tions recap the key aspects of the mathematical description of electrodynamics and solid

mechanics in context of the presented topic and make use of standard notation. A short

introduction to both topics can be found for example in [Eck et al., 2011], a more detailed

explanation of electrodynamics in [Bartelmann et al., 2018].

2.3.1. Maxwell equations and simplifications

The following exposition is based on [Eck et al., 2011] and [Bartelmann et al., 2018].

The basis for mathematical consideration of electrodynamics is formulated in Maxwell’s

equations:

∇ · E =
%

ε0
(2.3.1)

∇ ·B = 0 (2.3.2)

∇× E = −∂B
∂t

(2.3.3)

∇×B = µ0

(
Jc + ε0

∂E

∂t

)
(2.3.4)

with electric field E, magnetic field B, permittivity of free space ε0, permeability

of free space µ0, electric charge density % and electric current density Jc. This

formulation relates to a representation on microscopic scale including total charge and

total current at atomic level. The equations are therefore called microscopic version of

Maxwell’s equations.

Gauss’ law (2.3.1) describes charges as source of the electric field whilst equation (2.3.2)

states that the magnetic field is solenodial. Faraday’s law of induction (2.3.3) describes the

generation of electric field by a time-varying magnetic field. (2.3.4) states that magnetic

fields are in turn generated by electric current or by time-varying electric fields.

Since the magnetic field is not subject of investigation of neither the experiment nor simu-

lations and, based on the assumption of negligible inductive effects, we reduce our system

to:
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2. Towards an EME source model

∇ · E =
%

ε0
Gauss’ law (2.3.5)

∇× E = −∂B
∂t

= 0 Faraday’s law of induction. (2.3.6)

The electric field is therefore considered as irrotational, what allows to describe the electric

field as gradient of a scalar potential V , provided that one considers a simple connected

domain:

E = −∇V . (2.3.7)

The consideration of single charges and their effects is unmanageable in applications, there-

fore one passes to the description of Maxwell’s equations in macroscopic formulation.

2.3.1.1. Macroscopic formulation of Maxwell’s equations

When an electric field is applied to a dielectric material, the material reacts to the field in

terms of electric dipoles at microscopic level what is macroscopically reflected in a bound

charge density ρb. The total charge density ρ consists of this bound charge density

ρb and the charge density generated by free charges ρf . The part from the free charges

can be split up again into a part ρext originating from external charge distribution and a

part from free charge carriers in the material ρc. [Bartelmann et al., 2018]

ρ = ρb + ρf

= ρb + ρc + ρext.

Here and in the following we explicitly consider ρc and ρext separately. In the following

ρext serves for the formulation of the EME source in the material.

Introducing the dielectric displacement field D

D = ε0E + P

covering the materials reaction to the electric field due to bound charges by the polar-

ization field P

ρb = −∇ · P (2.3.8)

equations (2.3.5) and (2.3.6) transform to the macroscopic formulation

∇ ·D = ρf Gauss’ law (2.3.9)

∇× E = 0 Faraday’s law. (2.3.10)

According to the charge density, the conduction current density Jc is due to free

14



2.3. Mathematical modelling of electrodynamics and solid mechanics

charges in the material, the temporal change of the dielectric displacement D generates the

displacement current density Jd:

Jd =
∂

∂t
D (2.3.11)

The equation of continuity guarantees conservation of free charges in the material:

∇ · Jc = −∂ρc
∂t

charge conservation (2.3.12)

stating that the source of the conduction current is a temporal change of the free charge

density in the material.

The equations considered so far are material independent. They are supplemented by

Ohm’s law and constitutive relations described in the following.

We complement Maxwell’s equations by Ohm’s law, expressing the proportionality of elec-

tric field E and conduction current density Jc:

Jc = σE Ohm’s law, (2.3.13)

introducing the conductivity σ of the material which is in general given as a tensor.

Furthermore, we supplement the given equations by the material law which describes P

as function of the electromagnetic field. In linear media with slowly varying fields, P is

proportional to E:

P = ε0χeE (2.3.14)

with electric susceptibility χe, describing the ability of a material to polarise in response

to an applied electric field. Introducing the relative permittivity εr = 1 + χe of the

material, which is in general given as a tensor we deduce

D = ε0E + P = ε0εrE constitutive relation. (2.3.15)

Together with further simplifying assumptions stated in the following, the described equa-

tions form the basis for modelling in Part I of this work. Given the previously derived

equations describing electrodynamics without inductive effects, we consider two further

simplified sets of equations in our models, namely the equations of electric currents

and the equations of electrostatics. As already stated we model the source of the EME

by ρext.

The following considerations form the basis for the equations implemented in the later

described models. A short introduction can be found in [Com, 2015b].

2.3.1.2. Equations of electric currents

The wavelengths of the occurring electric fields are large compared to the geometrical

dimensions of the experimental setup. This allows us to neglect induced electric fields. In
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2. Towards an EME source model

Model 1a described in §3.2, we therefore initially decided on modelling the contributions

due to charge generation and relaxation via a current conservation equation based on Ohm’s

law, which follows from the previous described equations without any further assumptions

or simplifications. Besides the generation of charges at the crack tip modelled by ρext the

contribution of the source model due to relaxation of charges is included in the model by

the conductivity σ of the material.

Based on equation (2.3.9) we deduce

∇ · ( ∂
∂t
D) =

∂

∂t
(ρc + ρext). (2.3.16)

Inserting the continuity equation of charge conservation (2.3.12) we conclude

∇ · ( ∂
∂t
D + Jc) =

∂

∂t
ρext. (2.3.17)

Together with Ohm’s law (2.3.13) this leads to the following system of equations

∇ · J = Qj (2.3.18)

J = σE +
∂D

∂t
= (σ + ε0εr

∂

∂t
)E (2.3.19)

E = −∇V , (2.3.20)

accounting for conduction currents and displacement currents with current source

Qj =
∂

∂t
ρext. (2.3.21)

When modelling via the electrical currents approach, the sensor plates are modelled as

ideal conductors by use of corresponding boundary conditions. These boundary conditions

ensure that the potential on connected surfaces is equal, which corresponds to an effective

conductivity of σ =∞.

The derived equations of electric currents (2.3.18), (2.3.19) and (2.3.20) form the basis for

modelling the EME source in Model 1a, cf. §3.2.

2.3.1.3. Equations of electrostatics

The previous described approach is chosen when accounting for relaxation of charges during

the considered period of time due to conductivity of the material.

However, results of conducted test source experiments and comparative simulations showed,

that in the described experiment with the material used this source component plays a

subordinate role for the signal formation of the measured signals. Consequently we reduce

our model by neglecting migration of charges in the material and switch to a quasi-static

modelling of the problem in §3.3 and §4. We assume equilibrium state description of the

problem in every single point in time neglecting the charge relaxation during the observation
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2.3. Mathematical modelling of electrodynamics and solid mechanics

time. By ρc = 0 in (2.3.9) the system reduces to the description of electrostatic field in

dielectric media containing no free charge carriers. We consider the source of the EME as

an explicitly described spatial distribution of the electric charge density ρext in every time

t:

∇ · (ε0εrE) = ρext (2.3.22)

E = −∇V . (2.3.23)

Again conductive materials of the sensor plates are modelled as ideal conductors by appli-

cation of corresponding boundary conditions.

2.3.2. Equations of Solid Mechanics

Consideration of mechanical movement of crack walls in our model in chapter 4 requires

coupling of the equations describing the signal contribution of charge generation and re-

laxation with the equations of solid mechanics. The following exposition is based on [Eck

et al., 2011].

In addition to the spatial (Eulerian) coordinates x = (x, y, z)T , continuum mechanics makes

use of the material coordinates X = (X,Y, Z)T , also referred to as reference coordinates

or Lagrangian coordinates.

Material coordinates are defined by the position of a material point in the reference con-

figuration at t = 0 without any force.

When a solid object is deformed due to an applied force, the displacement u(X, t) of

material point X in time t is described by the difference of the current spatial position x

of X and the original position of X:

x(X, t) = x(X, 0) + u(X, t) = X + u(X, t). (2.3.24)

In solid mechanics we solve for the displacement field u = (u, v, w)T .

The local measure for the deformation is the deformation gradient F

F = ∇u+ I, (2.3.25)

where ∇u is the displacement gradient

∇u =


∂u
∂X

∂u
∂Y

∂u
∂Z

∂v
∂X

∂v
∂Y

∂v
∂Z

∂w
∂X

∂w
∂Y

∂w
∂Z

 . (2.3.26)

The columns of F correspond to the tangent vectors of the images of the coordinate lines

in the deformed state.
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2. Towards an EME source model

Consider two points X and X+a with small distance |a| before deformation. The distance

of the two points in the deformed configuration can be derived by Taylor expansion:

|x(X + a)− x(X)| ∼ |(I +∇u)a| = (aT (I +∇u)T (I +∇u)a)1/2. (2.3.27)

A local measure for length variation is therefore described by

C := (I +∇u)T (I +∇u) = FTF , (2.3.28)

called Cauchy–Green deformation tensor. In contrast to F , it accounts for strain but not

for rigid-body rotation.

Further, we introduce the Green–Lagrange strain tensor G

G :=
1

2
(C − I) =

1

2
(∇u+∇uT +∇uT∇u), (2.3.29)

which is again symmetric and independent of rotation.

The stress tensor describes the stress state in a certain point in the deformed material.

Depending on the considered coordinate system, there are different formulations of the

stress tensor, namely Cauchy stress σ, First Piola–Kirchhoff stress P and Second Piola–

Kirchhoff stress S, which can be transformed by the following relations:

S = F−1P

σ = J−1PFT ,

where J is the ratio between current and initial mass density

J =
%

%0
= det(F ). (2.3.30)

Cauchy stress is true stress formulated in Eulerian coordinates relating forces in the present

configuration to areas in the present configuration. In contrast, the Piola–Kirchhoff tensors

refer to areas in the reference configuration. For the First Piola–Kirchhoff stress, the forces

are described in spatial directions, while for the Second Piola–Kirchhoff stress both area

and force are described in the reference configuration.

The equation of motion in material configuration can be derived from the conservation of

momentum formulated in material coordinates combined with Gauss’ divergence theorem:

%0∂
2
t u−∇ · P = FV , (2.3.31)

with the First Piola–Kirchhoff stress tensor P . The density %0 corresponds to the material

density in the initial undeformed state, the volume force FV has components in the actual

configuration but given with respect to the undeformed volume.
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2.4. Implementation in COMSOL Multiphysics R©

Two linearisation steps provide a linear model for elastic materials.

For infinitesimal deformations, i.e. when ∇u is small, we linearize G, which is called

geometric linearization:

G = G(u) =
1

2
(∇u+∇uT +∇uT∇u) ∼ 1

2
(∇u+∇uT ). (2.3.32)

The tensor ε

ε(u) =
1

2
(∇u+∇uT ) (2.3.33)

is then called linearised strain tensor. In the course of geometric linearisation, the differ-

ences in the stress tensors disappear. We follow the diction in literature and denote the

stress tensor by σ.

Assuming linear behaviour of the material we complement the equation of motion by

Hooke’s law:

σij =

3∑
k,l=1

cijklεkl(u) for i, j = 1, 2, 3, (2.3.34)

with 4th order elasticity tensor C with components cijkl, which has 21 independent com-

ponents due to symmetry reasons.

In the modelling of the experiment in chapter 4 we are dealing exclusively with homogeneous

isotropic materials. In this case the number of independent elastic constants is reduced from

21 to 2 and the elasticity tensor is described by C = C(E, ν), with modulus of elasticity E

and Poisson’s ratio ν. This results in reduction of the equation of continuity to

%0∂
2
t u−

E

2(1 + ν)
∆u− E

2(1 + ν)(1− 2ν)
∇∇ · u = FV . (2.3.35)

This equation becomes important in chapter 4, when the model is coupled with mechanical

movement of the hypothetical crack surfaces.

2.4. Implementation in COMSOL Multiphysics R©

We perform the simulations with COMSOL Multiphysics R©, a simulation software based

on the Finite Element Method (FEM) [Com, 2015a].

Based on the graphical user interface (GUI) the user follows the typical workflow to gener-

ate a simulation model: First the model geometry is defined and corresponding materials

are assigned. In a next step, the partial differential equations relevant for modelling of

the considered physical processes are selected and suitable boundary and initial conditions

are assigned to the geometry. In addition to direct modelling by PDEs, this can also

be done via so-called physics interfaces and modules, which already summarise the corre-

sponding partial differential equations for modelling certain phenomena. For modelling of

the described EME source mechanisms, we use the Electric Currents respectively the Elec-

trostatics interface from COMSOL R©’s AC/DC Module and the Solid Mechanics interface
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2. Towards an EME source model

from the Structural Mechanics Module, which solve for the respective equations described

in §2.3.1 and §2.3.2.

In a final step, the user defines a mesh on the corresponding geometry and chooses ap-

propriate shape functions for the spatial discretization via FEM. Discretization in time is

carried out by means of a selected time step and time-stepping algorithm for time-dependent

problems.

A careful choice of mesh and time-step suitable to resolve the occurring frequencies is

important to guarantee success of the FEM. Theoretical considerations on the occurring

wavelengths and comparison of signals with different mesh-size and time-step performed

with Model 1a form the basis for the mesh and time-stepping applied in the described

simulations, for details see §3.2.

Besides the advantage of user-friendly and application-oriented model generation via GUI,

COMSOL Multiphysics R© is particularly made for coupling of different physics, which is of

major interest in Model 2, when the equations of electrostatics are coupled with equations

of solid mechanics.

2.5. Transfer function

In the simulations we evaluate the electric potential averaged over the non-grounded plate

of the capacitive sensor as resulting signal. The design of the models does not include

the signal processing part of the measurement electronics, i.e. preamplifier and acquisition

card of the experimental setup (see figure 1.1). Thus, one has to distinguish between

the signals present at the sensor and the signals produced as output in the experiment.

Direct comparison of experimental results and results of the simulation is not possible and

a post-processing step is introduced.

This step requires a deeper understanding of the EME acquisition system and investigation

of its influence on the signal transmission. For this purpose, test-source experiments were

conducted: an antenna coupled to an arbitrary waveform generator was introduced into

the described experimental setup as a test source emitting an electric field in place of the

specimen. Both periodic voltage signals within a frequency range of 100[Hz] to 1[MHz]

as well as specific waveforms resembling the hypothetical temporal characteristics of the

electric field as function of crack growth were generated and emitted by the antenna. The

corresponding output was then analysed to study the influence of the sensor system on the

signal processing, for details see [Gade et al., 2014].

The results of these test-source experiments form the basis to describe the transmission

behaviour of the measurement electronics using a transfer function. For an input signal

uin(t) generated by the waveform generator, we denote by uout(t) the corresponding output

signal. The transfer function H(ω) relates the Fourier transformed signals

H(ω) =
F{uout(t)}
F{uin(t)}
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2.5. Transfer function

and describes how signals are transformed by the sensor system.

By use of the derived transfer function accounting for the influence of preamplifier and

acquisition system, we can convert the evaluated results of the models in a post-processing

step into signals which can directly be compared to the signals obtained in the experiment.

Due to the mode of its derivation, the transfer function reflects the measurement chain

only up to an unknown scale factor. Comparison between simulation and experiment also

apply up to a scaling and it is neither possible to conduct any quantitative comparison of

simulated and experimentally obtained signals, nor draw quantitative conclusions on the

amount of charge present at the crack surfaces.
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3. Model 1: Charge distribution as

function of crack propagation

Approaching the full source model step by step, a first attempt focuses on the modelling

of charge distribution due to crack propagation in the specimen and does not include

mechanical movement of crack surfaces.

To enable comparison of simulated and experimentally derived EME signals, Model 1a and

Model 1b cover the complete experimental setup.

3.1. Basic setup: Geometry and Material

The model geometry displayed in figure 3.1 represents the experimental setup consisting

of RTM6 specimen, test fixture made of non-conducting materials, the grounded shielding

box and other construction parts, and the EME and AE sensors (cf. [Gade et al., 2014]).

Geometrical simplifications are made for details of components such as screws, sensor

holders, acoustic sensor and parts of the universal testing machine whenever the influence

on the detected signal is assumed to be negligible.

• The test fixture is made from nonconducting materials. The load pins consist

of polyvinyl chloride (PVC) and the rest of the fixture of polymethyl methacrylate

(PMMA).

• The specimen made of RTM6 with size of 25 × 5 × 5 [mm] (length, height, width)

and notch of 1× 3× 5[mm] can be rotated with the bend fixture along the z-axis in

order to investigate the influence of the detection angle, see figure 3.2.

The different source models applied in Model 1a and 1b require different geometry of

the RTM6 specimen concerning the hypothetical internal crack surfaces. Details are

described in §3.2.1 and §3.3.1

• The acoustic emission sensor (KRN type ”Glaser” sensor) consists of a simplified

geometry which is grounded, according to the experimental setup.

• The electromagnetic signals are detected via two small copper plates (ca. 6 × 8 × 1

[mm] (length, height, width)) forming a capacitive sensor. Following the experi-

mental setup, the sensor plates in Model 1 are not arranged completely symmetrically,

but vary slightly in their height position.
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3. Model 1: Charge distribution as function of crack propagation

Figure 3.1.: Geometric setup of Model 1a and Model 1b (Graphics from: S. O. Gade et al.,
Relation of Electromagnetic Emission and Crack Dynamics in Epoxy Resin
Materials, Journal of Nondestructive Evaluation, published 2014 by Springer
Nature) [Gade et al., 2014].

• The whole setup is shielded against electromagnetic noise in a grounded aluminum

box of 3[mm] thickness.

The following material properties are assigned to the corresponding domains. Table 3.1

lists the properties of the materials employed in the model, for details see [Gade et al.,

2014].

Material relative permittivity εr conductivity σ [S/m]

PVC 2.90000 1.000 e-14
PMMA 3.00000 1.000 e-14
RTM6 4.12538 6.668 e-10
Air 1.00059 8.000 e-15

Table 3.1.: Material properties applied in the model

All boundaries of left capacitor plate, the bolt on which the test fixture is mounted on, the
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3.2. Model 1a: Time-dependent charge generation on one hypothetical crack surface

Figure 3.2.: Rotation of the specimen enables investigation of the detection angle (Graphics
from: S. O. Gade et al., Relation of Electromagnetic Emission and Crack
Dynamics in Epoxy Resin Materials, Journal of Nondestructive Evaluation,
published 2014 by Springer Nature) [Gade et al., 2014].

acoustic sensor and the shielding box are grounded in accordance with the experimental

setup. The non-grounded capacitor plate is considered as ideal conductor with infinite

conductivity σ =∞, which is modelled by application of a floating boundary condition on

its surface.

We evaluate the electric potential averaged at the right plate of the capacitive sensor as

resulting signal in our simulations. The signal processing part of the measurement chain

consisting of preamplifier and acquisition card is taken into account by a system transfer

function derived from experimental data, the procedure is described in §2.5. The resulting

signal can then be directly compared with the experimental signal.

3.2. Model 1a: Time-dependent charge generation on one

hypothetical crack surface

In a first attempt we apply a time-dependent surface charge ρext = ρ(t) at the hypothetical

crack surface position as schematically displayed in figure 3.3 with the aim of generating a

first signal for comparison with experimentally obtained data.

Figure 3.3.: Schematic description of Model 1a.

Containing the relevant parts of the signal regarding the frequency range the simulations
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3. Model 1: Charge distribution as function of crack propagation

form the basis for investigations concerning mesh-size and time-stepping.

3.2.1. Source modelling

The maximum frequency of the oscillating signal component in the measured signals is 80

[kHz]. The wavelengths of the occurring electric fields are accordingly large compared to

the geometrical dimensions of the experimental setup. Thus the approximation via electric

currents approach as described in 2.3.1.2 is applicable.

In correspondence with the underlying source model hypothesis, the applied time-dependent

surface charge density ρ(t) splits into two parts, see figure 3.4: the first part represents the

charge separation progress at the crack tip. A second contribution accounts for the effect

caused by the movement of charges due to mechanical movement during crack wall vibra-

tion. In this model we replace oscillations due to mechanical movement with oscillations

generated by time-variation of the charge density. This approach enables first comparisons

between simulated and experimentally obtained signals without involving the additional

computational effort of including the equations of solid mechanics in the model. Super-

position of both parts forms the surface charge density applied on one internal boundary

mimicking the crack surface in the material.

Simulations are performed for fixed source–sensor distance of d = 14 [mm] in the basic

arrangement of the experiment with φ = 0, see figures 3.1 and 3.2.
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3.2. Model 1a: Time-dependent charge generation on one hypothetical crack surface

Figure 3.4.: Applied surface charge density (above) consisting of part due to charge sepa-
ration progress at the crack tip (middle) and part due to crack wall vibration
(below).

3.2.2. Simulation results

Besides the derivation of the transfer function we were able to reproduce a representa-

tive EME signal in the test source experiment. The direct comparison of experimentally

obtained and simulated signals is in the following based on the signal resulting from this

experiment.

The described modelling approach of Model 1a results in a simulated signal showing good

accordance with the experimentally obtained signals of the test source experiment. As

described in §2.5, a post-processing step takes into account the measurement electronics via

transfer function. This step allows direct comparison of measured signals and transformed

results of the simulation.

Figure 3.5 shows the measured test source signal and the simulation result.
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3. Model 1: Charge distribution as function of crack propagation

Figure 3.5.: Comparison of test source signal and converted result of simulation (Model
1a).

The results of simulation confirm the hypothesis that generation of charges and time-

dependent variation of their strength lead to EME signals similar to those detected in the

experiments.

Initial considerations that the observed form of the base signal part stems from the vibration

of the charged crack surfaces, are disproved. Simulation results reinforce that the base

signal at the non-grounded sensor plate is directly proportional to the charges present at

the crack surfaces. Figure 3.6 shows the corresponding simulated signal derived at the

sensor before before the post-processing step.

Figure 3.6.: Simulated signal at the sensor in Model 1a.

This shows that the observed form of the EME base signal originates actually from the

bandwidth of the recording setup. Considering the typical temporal stages of crack growth

(cf. [Sause, 2016]) in comparison with the shape of the simulated electric potential at

the sensor in figure 3.6 motivates further that the base signal part of the experimentally
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3.3. Model 1b: Time- and position-dependent charge generation on two hypothetical crack surfaces

obtained signals rather originates from continued charge separation at the crack tip prop-

agating in the material.

A constitutive approach in Model 1b incorporates this behaviour in terms of time-and po-

sition dependent application of charge following the hypothetical crack tip in the material.

The simulations of Model 1a in comparison with experimentally obtained data improve

the understanding of effects of the experimental setup as well as the substantial influence

of the measurement electronics. Unintentional effects of the experimental setup mainly

suspected due to the short distance between specimen, sensor plates and acoustic sensor

can be excluded based on the results of the simulation.

Careful consideration of the occurring frequencies and signal comparison with different

meshes and time-steps in Model 1a form the basis for mesh and time-stepping applied

in the following. We choose a resolution of the RTM6 specimen and the capacitive sensor

plates with a maximum mesh element size of 0.5 [mm]. For the remaining domains we chose

a element growth rate of 1.5 which ensures an adequate resolution in the area between

specimen and detector and reduces the degrees of freedom in areas which do not affect

the calculated field. The time-dependent calculation is conducted via Generalized-alpha-

algorithm with a time-step size of 1 [µs].

Despite the good similarity of simulated and experimentally obtained signal for the se-

lected setup, the employed source model approach of Model 1a is obviously not sufficient

to reproduce the characteristics of the EME source examined in [Gade et al., 2014]. We

found that a clear correlation between energy of the EME signals and detection angle is

observable for both parts of the signals. While the sensor orientation in the experimen-

tal setup was fixed, the bend fixture and specimen were rotated in the (x, y)-plane, for

the purpose of systematically changing the angle between crack surface and sensor plate,

showing a directional field distribution in the results. The experimental results illustrate

a behaviour that macroscopically rather resembles a dipole source, which cannot be repro-

duced by simple charge application on one crack surface. Hence, the proposed modelling

approach in Model 1a is not capable of reproducing the experimentally obtained directional

characteristic of the source. In Model 1b a continuative approach is chosen to overcome

this major drawback of Model 1a by introducing two oppositely charged crack surfaces.

3.3. Model 1b: Time- and position-dependent charge

generation on two hypothetical crack surfaces

In this consecutive approach, we focus on the component of the signal originating from

charge generation at the crack tip.

The source of the EME described by ρext is defined by opposite surface charge density

ρ(Z, t) and −ρ(Z, t) on two hypothetical crack surfaces following the crack progress in the
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3. Model 1: Charge distribution as function of crack propagation

material without considering the oscillating part of the signal, schematically described in

figure 3.7.

Figure 3.7.: Schematic description of Model 1b.

With this approach we aim to overcome the major drawback of Model 1a and reproduce

the directional behaviour of the experimentally obtained signals.

3.3.1. Source modelling

After detailed comparative studies and consideration of charge relaxation times of the

occurring materials, we decided for a further reduction of the model to the electrostatic

formulation neglecting the charge relaxation process, which has insignificant effect on the

obtained results.

The source of the EME modelled by ρext is given via time- and position-dependent applica-

tion of surface charge density ρ(Z, t) and −ρ(Z, t) on two internal boundaries of the speci-

men which represent the hypothetical crack surfaces. On these internal boundaries, surface

charge density ρ(Z, t) and −ρ(Z, t) is applied following the hypothetical crack progress in

the material that we deduced from the experiments. This crack progress (see figure 3.8)

shows the expected typical phases of acceleration and deceleration of a crack propagating

in the material (cf. [Sause, 2016]).

Figure 3.8.: Propagation of the crack tip in the material.

Since it is not possible to trigger the two sides of a generated internal surface separately in

COMSOL Multiphysics R©, we decided to apply the opposite surface charge densities on two

additional internal boundaries mimicking the two crack surfaces in the material. Special

care has to be taken of precise adjustment of the distance of the internal boundaries to

achieve a correct effect at macro-scale. It is important to bring these as close to the hypo-

thetical crack surface as necessary to represent the correct behaviour from a macroscopic
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3.3. Model 1b: Time- and position-dependent charge generation on two hypothetical crack surfaces

point of view. However, the discretization in the simulations represents a natural limit for

a reasonable distance. As a result, the discretization, i.e. time step and mesh size, and the

distance between internal boundaries and hypothetical crack surface must be well matched

to each other.

To ensure that the simulations are able to resolve the high-frequency component of the

signal which oscillates with about 80 [kHz], a time step of 1E-6[s] was chosen. When

determining the mesh size at the hypothetical crack surface, one has to include the max-

imum speed at which a crack propagates in the material in the considerations. With a

maximal crack tip velocity of about 22[m/s], which we derived from the experiments, the

corresponding distance ∆x that can be covered by a crack during one time step of 1E-

6[s] in the simulation is 2.2E-2[mm]. Therefore, when using the mentioned time step, a

mesh resolution with meshsize of at least 2.2E-2[mm] at the crack surface is required to

be able to reproduce the crack growth correctly. We choose the distance of the internal

boundaries to the hypothetical crack surface accordingly. These considerations resulted in

a modified specimen and mesh with two additional internal boundaries with a distance of

2.2E-2[mm] to the hypothetical crack. With these settings for specimen and mesh we are

able to reproduce the described behaviour of the EME source.

3.3.2. Simulation results

The modelling approach via time- and position-dependent application of charge following

the crack tip in the material results in signals similar to those derived from the experiments

concerning the base signal part, see figure 3.9.

Figure 3.9.: Comparison of signal of test source experiment and simulation results of Model
1b.
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3. Model 1: Charge distribution as function of crack propagation

Simulations are performed for three different detection angles (φ = 0◦, 45◦, 90◦) and differ-

ent source–sensor distances according to the performed experiments as displayed in figure

3.2. In order to investigate the further characteristics of the model source, we compare the

energies of the signals in experiment (full signal) and simulated signals (without vibration

of crack walls), see figure 3.10. The energy of the signals obtained in the simulations is

therefore scaled matching the energies of simulated and experimentally obtained signals for

the 0◦-position with source–sensor distance of d= 13[mm].

Figure 3.10.: Comparison of scaled energies of experiment and simulation for angles φ = 0◦,
φ = 45◦ and φ = 90◦.

Whereas the energies of experimental data and simulation results show good accordance

for the 0◦-position we observe a deteriorating correlation for growing angle.

For a clear presentation, we show the results in Figure 3.11, 3.12 and 3.13 again separated

by angle φ.

Comparison of the signal energies show, that the model is not able not reproduce the

increasing drop of the energies in the experiment for greater angles and short source–

sensor distance, suggesting that additional effects not contained in the model influence the

experimentally obtained signals for short distances.
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3.3. Model 1b: Time- and position-dependent charge generation on two hypothetical crack surfaces

Figure 3.11.: Comparison of scaled energies of experiment and simulation for φ = 0◦.

Figure 3.12.: Comparison of scaled energies of experiment and simulation for φ = 45◦ .
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3. Model 1: Charge distribution as function of crack propagation

Figure 3.13.: Comparison of scaled energies of experiment and simulation for φ = 90◦.

The experimental data presented in [Gade et al., 2014] provides motivation for the increas-

ing differences in the energies of experimental signals and simulation results.

Figure 3.14.: Energies of the full signal (left) versus energies of the oscillating signal part
in the experiment (right) (Graphics from: S. O. Gade et al., Relation of
Electromagnetic Emission and Crack Dynamics in Epoxy Resin Materials,
Journal of Nondestructive Evaluation, published 2014 by Springer Nature)
[Gade et al., 2014].

Figure 3.14 reveals, that the detected energies of the base part of the signal show a stronger

angular dependence than the energies of the oscillating part. Evidently the oscillating part

gains importance for the total energy of the full signal for increasing angle, explaining

the differences in energies between experimentally obtained signals and simulated signals,

which do not contain the oscillating part of the signal.

Including the oscillating part in the modelling approach is therefore essential to describe
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3.3. Model 1b: Time- and position-dependent charge generation on two hypothetical crack surfaces

fully the characteristics of the energies of the emitting source. Considering the underesti-

mation of oscillation effects in the described modelling approach, a coupling of the given

model with mechanical movement of crack walls can provide further insight.

In model 2 we therefore extend the present model by the signal part originating from the

crack wall vibration.
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4. Model 2: Charge distribution as

function of crack propagation coupled

with crack wall vibration

In Model 2 we combine the developed model of chapter 3 with a controlled mechanical

displacement d(t) respectively −d(t) of the two crack walls, as displayed in figure 4.1.

Figure 4.1.: Schematic description of Model 2.

We investigate the characteristics of the oscillation part for different angles.

4.1. Basic setup

In order to reduce the degrees of freedom and to create complete symmetry of geometry

and mesh we choose a reduced setup including only RTM6 specimen and sensor plates.

The specimen resembles the Model 1b specimen, including the two inner boundaries for

application of time- and position-dependent charge.

In contrast to the experimental setup, where the small copper plates differ slightly in size

and position, the sensor plates are now completely symmetric in size and position, with

source–sensor distance of d= 14[mm] for φ = 0◦ (see figure 4.2 (left)).

Specimen and sensor plates are located in the middle of a sphere mimicking an infinite

space filled with air (see figure 4.2 (right)), for details see §4.2.
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4. Model 2: Charge distribution as function of crack propagation coupled with crack wall vibration

Figure 4.2.: Geometry of Model 2. Symmetric arrangement of specimen and sensor plates
(left) located in a sphere (right).

In addition to the material properties for electrostatics in table 3.1 we add material proper-

ties E-modulus (E = 2.82e9 [Pa]), Poisson’s ratio (ν = 0.38) and density (% = 1140 [kg/m3])

for structural mechanics assuming linear elastic behaviour of the RTM6-specimen.

4.2. Source modelling

For the description of the emitted electric fields we follow the electrostatic approach with

equations (2.3.22) and (2.3.23). The application of surface charge density ρ(Z, t) and

−ρ(Z, t) on the two internal boundaries representing the crack surfaces follows the crack

progress in the material as in Model 1b (see §3.3.1).

In order to model the mechanical movement of the crack walls, we include the equations of

solid mechanics (see §2.3.2) with linearly elastic material model. The assigned crack surface

vibration follows the oscillation d(t) and −d(t) on the two internal boundaries representing

the hypothetical crack surfaces. The shape of the oscillation d(t) pictured in figure 4.3

is deduced from the experiments and resembles the second contribution of Model 1a (see

§3.2.1).

Figure 4.3.: Vibration of crack surface d(t).
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4.3. Simulation results

Due to change of the geometry and consideration of the mechanics in Model 2 we have to

adapt the model additionally.

We apply an infinite element domain surrounding the air-filled sphere in a layer of 5[mm]

thickness. This ensures that boundary conditions on the outside of the infinite element

layer act at a very large distance from the region of interest, effectively stretching the

domain to infinity. The applied default values lead to an infinite element domain that is

very large compared to the geometry dimensions and with a nearly singular 1/r stretching

of the finite elements in radial direction. [Com, 2015b]

This adjustment ensures that the calculated field is not influenced by the zero boundary

condition on the surface of the surrounding sphere.

Furthermore we use the Moving Mesh interface of COMSOL Multiphysics R©, which is used

to study time-dependent deformations where the geometry changes its shape due to the

dynamics of the problem [Com, 2015b]. In our case of a coupled structural mechanics and

electrostatics approach, the moving mesh interface ensures in particular the translation

between mechanical movement of the crack surfaces and charge application.

4.3. Simulation results

At first sight, simulations with additional oscillating movement of the interior boundaries

representing the crack surfaces performed in the symmetric arrangement reflect approxi-

mately the findings of §3.3.2, namely a growing influence of the oscillating signal part with

growing angle (see figure 4.4).

Nevertheless, analysing the simulation results from the theoretical point of view, they

do not reflect the theoretically expected behaviour. In the 90◦ simulation we consider

a geometry, which is completely symmetrical with respect to the (y, z)-plane. Modelling

the EME source by the described surface charge densities ρ(Z, t) respectively −ρ(Z, t) and

vibration of crack surfaces d(t) and −d(t), this should result in a signal at the sensor which

is significantly small in signal strength. In fact, without numerical effects there would not

be expected any signal at the sensor based on the modelled source. However, simulations

calculate a signal with considerable signal strength at the sensor, which contradicts this

theoretically expected result.

To explain the fundamental differences of the simulation results and expected behaviour

the model was subsequently provided with a symmetric mesh in the specimen.

The results with symmetric mesh show then exactly the theoretically expected behaviour

(see figure 4.5). Signals for 0◦ and 45◦ simulations agree in shape and signal strength for

both simulations. In contrast to this, comparing the 90◦ simulations, the signal strength

of the simulation with symmetric mesh is more plausible especially concerning the order of

signal strength of 10−14 compared to 10−7.

Theoretical considerations as well as the simulation results with symmetric mesh confirm

that numerical effects answer for the distinct oscillating behaviour shown in figure 4.4.

39



4. Model 2: Charge distribution as function of crack propagation coupled with crack wall vibration

Figure 4.4.: Electric potential at the sensor for φ = 0◦, φ = 45◦ and φ = 90◦ in simulation
with symmetric geometry.

Still, the numerical effects reproduce the behaviour witnessed in the experiments, namely

the growing influence of the oscillating signal part for growing angle. The effect that small

asymmetries in the mesh have great impact on the simulation results for φ = 90◦ indicate

that in the experiments faults or asymmetries of specimen at micro-scale, asymmetric

crack propagation or asymmetries in the experimental set-up, such as a slightly asymmetric

sensor position, potentially have a comparably large influence on the obtained signals. We

conclude that the observed behaviour of §3.3.2 is most likely due to the described effects.

In Model 2 we have thus realized a source model that is able to explain and reproduce the

individual components of the signals measured in the experiment. We are able to reproduce

the basic directional character of the source. In the last step we succeeded in explaining

the growing importance of the oscillating signal component for increasing angles.
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4.3. Simulation results

Figure 4.5.: Electric potential at the sensor for φ = 0◦, φ = 45◦ and φ = 90◦ in simulation
with symmetric geometry and mesh.
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5. Summary and outlook

Modelling and simulation of the EME source provided an important contribution to un-

derstanding the experimental setup, the sensor system and in particular the different con-

tributions of the EME source.

With our proposed and implemented source model we are capable of explaining and re-

producing the different contributions and the directional behaviour of the EME source.

We motivated further the origin of the superimposed oscillation of the signal and deduced

a deeper understanding of the angular dependence of the oscillation. The so far derived

results strengthen our hypothesis of the basic origins of the EME, namely the base signals

originating from generation and relaxation of charges and the superimposed oscillation due

to mechanical movement of the crack surfaces.

Despite the extensive study of the topic and the evident progress, there are still open

questions.

Most notably the question is still open as to which processes lead to generation of opposite

charge ratio on the crack surfaces.

We achieve good compatibility of the implemented source model and the experimentally

obtained characteristics of the source. Nevertheless, the possible influence of further effects,

for example additional effects caused by surface waves introduced by Frid in [Frid et al.,

2003] not yet contained in the source model should not be disregarded and should be of

further interest.

Due to the weak influence of charge migration for the material under consideration, we

moved to a quasi-static approach in Model 1b, which does not include conductivity and

thus the contribution of charge relaxation. Following the source-model hypothesis, this

signal component becomes more important for materials with higher conductivity. Latest

experimental results with superconductors show the emergence of signals similar to those

observed in the experiments with RTM6-specimens. However, based on the presented

model hypothesis, the relaxation should be so fast that detection of EME signals would

not be possible. Consequently, if one wants to adhere to the hypothesis of charge generation

at the crack tip due to breakage of molecular bonds, the relaxation due to conductivity of

the material is somehow prevented. In order to understand the mechanisms involved in

more detail, modelling at micro-level would be required which is beyond the scope of this

work, but should be addressed in future work.
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Part II.

An approach to sensor

optimization via the

homogenization method
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The question of optimal shape and position of the EME sensor in the experiments motivated

the second part of this work. Up to now, the design of the sensor system has been based

completely on the experience of the scientists.

The experiments give rise to various questions related to sensor construction. Relevant

questions are, first of all, the question of the optimal design to maximise the signal voltage

at the sensor or to minimize the sensitivity with respect to inaccuracy in position of the

sensor. In the experiment described, one is also interested in analysing the influence of other

components, such as the grounded AE sensor in close proximity on the optimal design of

the EME sensor or whether there is mutual interference when several sensors are used. The

observed directional character of the source also raises the question whether for example

the position of fracture surfaces in a material can be determined by using sensor arrays to

detect the signal from several directions.

Theoretically dealing with the topic of sensor optimization and deriving an optimization

procedure enables the simple testing of hypotheses in connection with the questions men-

tioned above. In Part II of this thesis we use and extend the method of shape optimiza-

tion via homogenization to approach the topic of sensor optimization in the described

context. It turns out that extension of the well-known theory of shape optimization via

homogenization for material parameters in R to material parameters in C is necessary in

order to apply the theory to questions in the context of the given setting.

Part II of this work is structured as follows.

In Chapter 6, we place the question of optimal sensor design in the context of topology

optimization and explain why an extension of the theory to complex-valued material pa-

rameters is necessary. Chapter 7 introduces the well-known theory of shape optimization

via homogenization with material parameters in R. The chapter forms the basis for the

extensions in the subsequent chapters. In chapter 8, we introduce implementation aspects

and extension of the method to optimization in subdomains and optimization in 3d in or-

der to make the homogenization method useful in the given context of sensor optimization.

Chapter 9 examines the extension of the method to complex-valued material parameters.

Despite the problems arising, an optimization procedure is provided at the end of the

chapter, which forms the basis for further application. Finally, in chapter 10 we apply the

derived method to questions arising in the context of sensor optimization in the described

experiments. Chapter 11 concludes by summarising the findings of Part II.
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In the following, we make use of standard notation concerning function spaces, an intro-

duction to the relevant concepts can be found for example in [Alt, 2012]

Let Ω be an open set in RN . We denote by Lp(Ω), p ∈ [1,∞) the space of all p-integrable

functions u in Ω with

‖u‖Lp(Ω) =

∫
Ω

|u(x)|p dx

1/p

and by L∞(Ω) the space of all essentially bounded functions with

‖u‖L∞(Ω) = ess sup
x∈Ω
|u(x)|.

For a sequence of functions (un)n∈N we write (un) and denote the strong convergence by

un → u in Lp(Ω),

as usual we denote the weak convergence by

un ⇀ u in Lp(Ω),

respectively the weak∗ convergence for p =∞.

The Sobolev space containing p-integrable functions with p-integrable weak derivatives up

to order k is denoted by W k,p(Ω), and we write Hk(Ω) := W k,2(Ω).

H1
0 (Ω) = W k,2

0 (Ω) is accordingly the Sobolev space with zero boundary conditions:

W k,2
0 (Ω) = {f ∈W k,2(Ω)|∃fn ∈ C∞0 : ‖f − fn‖Wk,2 → 0 for n→∞}

And we denote by H−1(Ω) the dual space of H1
0 (Ω).

For z = a + ib we denote by <(z) the real part <(z) = <{a + ib} = a and by =(z) the

imaginary part =(z) = ={a + ib} = b and employ the following definition of the complex

scalar product 〈·, ·〉:
〈x, y〉 := xT ȳ,

linear in the first variable, conjugate linear in the second variable (sesquilinear), symmetric

and positive definite.
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6. Optimal design in conductivity

The question of the optimal sensor design in the presented context can be mathematically

formulated as a two-phase optimization problem, in which a fixed proportion of two

different materials (here: air and copper) is distributed in a given domain in such a way

that a given objective function (here: the energy captured by the sensor) is maximized.

In the framework of two-phase optimization, one typically considers two materials (phases),

which differ substantially in their material parameters (such as for example thermal con-

ductivity, strength or electrical conductivity), an underlying physics (such as stationary

heat conduction, structural mechanics or electrostatics) described by a partial differential

equation with corresponding boundary conditions, and an objective function measuring

the quality of the distribution of the two materials in a given domain. Well-known ex-

amples of two-phase optimal design are, for example, the question of finding the best way

of mixing two elastic materials in order to yield the most rigid structure or finding the

best arrangement of two thermally conductive materials in order to find the best insulating

design [Allaire, 2002].

There are different methods to approach the above mentioned type of optimal design prob-

lems. In §6.1, we give a short introduction to the topic of topology optimization approaches

and put the design problem of interest and the method of relaxation via homogenization

into this context. In §6.2, we derive the underlying partial differential equation for the pre-

sented problem of sensor optimization and, in §6.3, we explain our procedure in approaching

the problem of interest considered as a problem of optimal design in conductivity.

6.1. Topology optimization approaches

In the following we provide a short introduction to the topic of topology optimization. In

view of the variety of methods in this field, this aggregation is far from complete but aims

at a coarse classification of the problem of optimal sensor design and the homogenization

method in this context. The summary subsumes information of the reviews [Sigmund and

Maute, 2013], [Deaton and Grandhi, 2014] and of [Allaire, 2002, Preface] and [Bendsœ,

1995].

Following Bendsøe [Bendsœ, 1995, p.5] and [Deaton and Grandhi, 2014] there exist mainly

three aspects of optimal design namely sizing, shape optimization and topology op-

timization.

Sizing Problems usually deal with single design variables. The most popular example
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6. Optimal design in conductivity

is the thickness distribution of a linear elastic plate. Shape optimization problems

address the task of finding the optimal shape of a predefined structural configuration. This

is especially useful when the basic structure of an object is already determined and the

optimization process should only fine-tune the given shape according to the structural use

of the object. Topology optimization problems additionally allow for determination of

number and location of holes in a given design domain and for connectivity of the domain.

Therefore, topology optimization covers all aspects of design optimization including size

and shape optimization problems and is the method of choice especially in the early stage

of design, when all aspects, sizing, shape and topology are of general interest and can

significantly affect the performance of a structure.

Since we do not want to restrict the optimization to a predefined structure the presented

problem of sensor optimization can be classified as a typical topology optimization problem.

Figure 6.1 summarizes different possibilities to approach optimal design problems, which

are described in the following.

Figure 6.1.: Overview of approaches to optimal design.

One possibility to address topology optimization problems is to consider formulations of the

optimal design problem for example in terms of the boundaries of an existing component

whose design is to be optimized. These parametrizations describe a typical shape optimiza-

tion problem. Therefore, the applied methods have to ensure the possibility of creation

of new holes to transform from shape optimization algorithms to topology optimization

algorithms [Sigmund and Maute, 2013].

The so-called 0-1-formulation of the optimization problem, also sometimes called the

material formulation of the problem, determines for every point in the design space if there

is material (1) or not (0), respectively if there is material A (1) or B (0). A formulation of

the optimal sensor design as a two-phase problem, as described above, can be assigned to

this category.

According to the principle ”first discretize, then optimize” the original continuous optimal
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6.1. Topology optimization approaches

design problem in 0-1-formulation can be discretized and formulated as a discrete combi-

natorial problem. The corresponding methods work on a fixed FEM mesh and are based

on either the mesh elements or the mesh nodes. The practicability of this approach is often

determined by the number of variables involved. [Sigmund and Maute, 2013]

Alternatively, one follows the principle ”first optimize and then discretize” and first ana-

lytically derives the necessary optimality criteria for the continuous problem. Regarding

the 0-1-approach, one has to notice that in absence of any additional constraints such as

for example perimeter constraints limiting the perimeter of the derived shape, a minimal

length-scale or a maximum number of components, the optimization problem usually does

not admit a solution in the set of admissible 0-1-designs. This is plausible also from a

practical point of view: A structure with many tiny inclusions of holes often has better

properties than a structure with few small holes of the same total volume, which means

that every proposed design can be improved by making further variations of the phase

arrangement. The optimal design problems in 0-1-formulation are not well-posed and in

general do not admit classical design solutions (0-1-solutions). As a result, it is not possible

to derive necessary optimality criteria in the 0-1-formulation. [Allaire, 2002]

There are two ways to obtain the well-posedness of the optimization problem and thus

enable the formulation of optimality criteria, both of them involve the introduction of a

material density instead of dealing with discrete values 0 and 1.

Restriction methods allow for intermediate values of a density linked to the material

parameters as design variables, usually without giving them a physical meaning at the

beginning, even though in some cases a physical justification can be provided afterwards.

At the same time, the methods penalize intermediate values in order to obtain a design

consisting only of 0-1-values. Other approaches work for example with explicit penalization.

[Sigmund and Maute, 2013]

In relaxation approaches, the set of admissible designs in the 0-1-formulation, containing

the two materials is extended (relaxed) to an appropriate closure of the space of admissible

designs, allowing for composite materials with their effective material properties. Once the

continuous relaxed problem setting is derived, this enables derivation of necessary opti-

mality conditions and formulation of optimization methods based thereupon. In contrast

to restriction methods, a penalization process to regain a 0-1-formulation in the end is

undertaken once the optimal design in the relaxed admissible set is found. It has to be

noted that, unlike some restriction approaches, intermediate density values gain a physical

meaning as composite materials and that the effective parameters do not only depend on

this density, i.e. the proportion of materials, but in addition on the underlying microstruc-

ture. The theory of H-convergence presented in chapter 7 of this thesis is the basis for the

method of relaxation via homogenization by which we approach our problem of sensor

optimization.
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6. Optimal design in conductivity

6.2. Equations of electrostatics in dielectric and conductive

media

In Part I of the present work, the equations of electrostatics in dielectric materials are

supplemented by corresponding boundary conditions, i.e. a floating potential boundary

condition on the sensor surfaces, in order to model effects of conductive materials assuming

that the materials are perfect conductors (cf. §2.3.1).

In order to formulate the problem of optimal sensor design as a two-phase optimization

problem, both, dielectric and conductive properties of the materials have to be reflected

in the equations by the material parameters and not via additional boundary conditions.

Only then does the formulation of the optimal sensor problem fit into the framework of

the well-known theory of homogenization via relaxation. For this goal we adapt the corre-

sponding equations in the frequency domain. The equations of electrostatics are still used

for modelling, but the effects of both dielectric and conductive materials are now included

by a complex-valued material constant without any additional boundary conditions. By

this approach, we modify the modelling equations of the application in a way that enables

further consideration of the problem of sensor optimization in the described framework of

the homogenization method.

Referring to the description of §2.3.1 and following the argumentation in [Bartelmann et al.,

2018], the macroscopic equation describing the sources of the electric field is described by

superposition of two contributions of charge densities: ρb, charge density arising from

charge carriers bound in the material and ρf , the charge density of free charges. Further,

one can subclassify the free charge density into ρc and ρext. In conducting materials, free

charge carriers of the material subjected to an external electric field contribute to the free

charge density by ρc, load carriers introduced into the system from external sources are

subsumed by the external charge density ρext:

∇ · (ε0E) = ρ (6.2.1)

= ρf + ρb (6.2.2)

= ρext + ρc + ρb. (6.2.3)

6.2.1. Electric field in dielectric materials

An external electric field applied to a dielectric material shifts bound charges on atomic

or molecular scale, forming electrical dipoles. Polarization P , the average dipole charge

density, takes these effects into account on macroscopic level:

ρb = −∇ · P . (6.2.4)
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6.2. Equations of electrostatics in dielectric and conductive media

Assuming homogeneous isotropic linear dielectric materials, polarization is proportional to

the electric field with constant of proportionality χ, which is called electrical susceptibility

of the material. In §2.3.1 of Part I we considered slowly vaying fields resulting in equation

(2.3.14). Taking into account that the response of the medium to the applied electric field

is not instantaneous we get

P (t) = ε0

t∫
−∞

χ(t− t′)E(t′) dt′, (6.2.5)

what leads to

P (ω) = ε0χ(ω)E(ω) (6.2.6)

in the frequency domain.

Accordingly equation (6.2.3) transforms to

∇ · (ε0(1 + χ(ω))E(ω)) = ρext + ρc. (6.2.7)

The function 1 + χ(ω) describing the properties of the material due to bound charges is

often subsumed as relative electric permittivity εr(ω) = 1 + χ(ω):

∇ · (ε0εr(ω)E(ω)) = ρext + ρc. (6.2.8)

In general εr is complex-valued εr = ε′p + iε′′p , accounting for refraction and absorption of

the propagating electromagnetic wave in the dielectric material due to polarization effects

by the real respectively imaginary part ( [Orfanidis, 2019]).

In order to examine the behaviour of the material parameter εr for the low-frequency

limit ω → 0, we need to deepen the understanding of this material parameter. For this

purpose, one considers a simplified model of the motion of bound electrons in the presence

of an applied field (see for example [Orfanidis, 2019], [Bartelmann et al., 2018] or [Jackson,

2006]).

Based on Newton’s law and the idea that in general an electron is prevented from following

the electric field unhindered by being tied to its nucleus with a spring-like force on the one

hand and by friction forces arising from collisions proportional to the velocity on the other

hand one deduces

mẍ = eE − kx−mγẋ, (6.2.9)

with mass m and phenomenological parameters which resemble a spring constant k, reso-

nance frequency ω0 =
√
km of the spring and rate of collisions per unit time γ > 0.

Considering harmonic oscillating electric fields with frequency ω (E(t) = Ee−iωt) in ma-

terials with bound electrons it is possible to deduce from this simple model the relative
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6. Optimal design in conductivity

permittivity

εr(ω) = 1 +
ω2
p

ω2
0 − ω2 − iωγ

, (6.2.10)

with ωp = Nbe
2

ε0m
the so-called plasma frequency, ω0 resonance frequency, γ collision rate of

the material.

This model describing the relative permittivity is called Lorentz-oscillator-model (cf. [Bartel-

mann et al., 2018]) or Lorentz dielectric (cf. [Orfanidis, 2019]).

With equation (6.2.10) we are able to deduce the behaviour of the material parameter in

the low-frequency limit, which is then called nominal dielectric constant with purely

real part:

εr(0) = 1 +
ω2
p

ω2
0

. (6.2.11)

6.2.2. Electric field in conductive media

Free charge carriers of conductive materials subjected to an external electric field contribute

to the free charge density by ρc. The time-varying charge density ρc is the source for a

related current Jc:
d

dt
ρc(t) = −∇ · Jc(t) (6.2.12)

leading to

(−iω)ρc(ω) = −∇ · Jc(ω) (6.2.13)

in the frequency domain, considering again harmonic oscillating fields with frequency ω

(E(t) = Ee−iωt).

Including Ohm’s law (Jc = σE) in the deduced equation, we get

ρc(ω) = ∇ · ( 1

iω
σ(ω))E(ω) (6.2.14)

with complex-valued frequency-dependent conductivity σ(ω).

As in §6.2.1 a model based on equation (6.2.9)

mẍ = eE − kx−mγẋ = eE −mγẋ, (6.2.15)

provides a deeper understanding of the parameter σ. In the case of free charge carriers

an electron is not bound to its position, which is phenomenologically expressed by k = 0

respectively ω0 = 0.

Considering again harmonic oscillating fields with frequency ω it is possible to deduce the

conductivity

σ(ω) =
ε0ω

2
p

γ − iω
(6.2.16)

with plasma frequency ωp = Nbe
2

ε0m
. The model defined by (6.2.16) is called Drude model
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6.2. Equations of electrostatics in dielectric and conductive media

[Orfanidis, 2019].

In the low-frequency limit, σ(ω) reduces to the nominal real-valued conductivity σ.

6.2.3. Electric field in general media

Based on equation (6.2.8) and (6.2.14), we deduce

∇ · (ε0 + ε0χ(ω)− 1

iω
σ(ω))E(ω) = ρext. (6.2.17)

in general media with bound and unbound charge carriers.

We combine further the polarization and conductive effects of materials in one generalized

complex-valued material parameter ε = ε′ + iε′′, called the total effective permittivity

[Orfanidis, 2019]

ε(ω) = ε0 + ε0χ(ω)− 1

iω
σ(ω) (6.2.18)

leading to

∇ · (ε(ω)E(ω)) = ρext. (6.2.19)

Equation (6.2.17) respectively (6.2.19) describe the propagation of the electric field in

general media with bound and unbound charge carriers. The real part of the total effective

permittivity leads to refraction, the imaginary part to absorption of the electromagnetic

wave in the material.

As described, the material parameter ε combines properties of the material that are due

to bound and unbound charge carriers in the material. For frequencies ω 6= 0, the real and

imaginary parts account for refraction and absorption of the electromagnetic waves, but

since both, real and imaginary part, generally consist of the two components arising from

bound and unbound charge carriers they do not allow a direct interpretation as dielectric

properties or conductivity of the material. As described, a direct connection between

conductivity of the material and the imaginary part of the material parameter can only be

established for the low-frequency limit ω = 0.

In the application, we therefore consider the parameter ε purely phenomenologically. By

means of a larger imaginary part in the sensor material compared to the surrounding

material, we enforce a stronger absorption of the field in the sensor.

6.2.4. Equations of electrostatics in general media

In the application, we consider the time-harmonic case for low frequencies ω. In the

experiments on which the application is based, the measuring technique is not suitable for

measuring magnetic effects. Therefore, we neglect inductive effects in the model. Equation

(6.2.19) in combination with description of the electric field as gradient of a scalar electric
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6. Optimal design in conductivity

potential V leads to the following equations to be solved for V :

E(x, ω) = −∇V (x, ω) (6.2.20)

−∇ · (ε(ω)∇V (x, ω)) = ρext. (6.2.21)

As described above, the parameter ε summarises the contributions due to bound and un-

bound charge carriers in the material, application of additional boundary conditions in

order to model conducting materials as in Part I of this work is no longer necessary.

These equations of electrostatics in general media provide the basis for consideration of the

described optimal design problem as a two-phase optimization problem in the context of

the homogenization method.

6.3. Relaxation via homogenization

In the following, we briefly outline the idea of how we approach the problem of sensor

optimization within the framework of the theory of relaxation via homogenization.

Based on the deduced equations (6.2.20) and (6.2.21) we are interested in the optimal

distribution of two materials A (the sensor material) and B (the air) with complex-valued

material parameters α, β ∈ C in a given domain Ω subject to an objective function such as

for example the energy measured at the sensor. We proceed as follows: first, we describe

the well-known theory of the homogenization method for two-phase design problems with

material parameters α, β ∈ R. In order to enable 3d optimization with optimization of the

material distribution only on a subdomain, we extend the existing method afterwards. In a

further step, we examine the problems involved in extending the method of relaxation via

homogenization to complex-valued parameters α, β ∈ C. Despite the problems that arise,

certain restrictions still allow the derivation of a optimization method for the complex-

valued case which we finally apply in several examples.
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7. Homogenization method with

real-valued material parameters

This chapter presents the basic concepts of the homogenization method applied to two-

phase optimization for material parameters α, β ∈ R. The reader obtains a summary of

the important concepts following the contents of [Allaire, 2002] and the structure of [Allaire

and Castro, 2001].

The chapter provides the theoretical basis for discussion and extension of the existing

theory and method in chapters 8 and 9.

§7.1 provides a short introduction of the setting of the problem. We are interested in the

optimal distribution of two isotropic phases A and B of fixed volume in a given domain

Ω, such that a given criterion, which depends on the solution of an underlying state equa-

tion in Ω, is minimized. In general, this described optimization problem is ill-posed and

does not admit a solution in the set of admissible designs. To overcome this drawback,

we enlarge the set of admissible designs by allowing for composite materials with their ef-

fective (macroscopic) parameters deduced by the homogenization process. This procedure

described in §7.2 is called relaxation via homogenization. Given the relaxed problem and

the corresponding directional derivative of the objective functional in §7.3, necessary opti-

mality conditions are deduced in §7.4, which provide the basis for the optimality criteria

method in §7.5 and the gradient method described in §7.6.

7.1. Setting of the problem

We consider the problem setting as described by Allaire in [Allaire, 2002].

Based on the distribution of two materials A and B with constant isotropic material pa-

rameters α respectively β (α, β ∈ R, 0 < α < β < +∞) in a given domain Ω (bounded

open set in RN ), see figure 7.1, the characteristic function

χ(x) =

1 phase A is present at point x

0 phase B is present at point x
(7.1.1)

defines the part of Ω occupied by phase A.
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7. Homogenization method with real-valued material parameters

Figure 7.1.: Two-phase domain Ω filled with material B with inclusions of material A.

Hence, the overall material parameter aχ in Ω is formulated as

aχ(x) = αχ(x) + β(1− χ(x)). (7.1.2)

The state equation of our optimization in the domain Ω reads{
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω,
(7.1.3)

where uχ is the unknown function and f a given source term in Ω, which is scalar and

independent of χ. The materials A and B are assumed to follow a linear material law

and are perfect bonding, which guarantees perfect transmission conditions at the phase

boundaries.

Provided that the source term f belongs to H−1(Ω) we deduce, that the standard weak

form of (7.1.3) admits a unique solution uχ in H1
0 (Ω) (cf. §7.1.1).

We are interested in the optimal distribution of the two phases subject to an objective

functional depending on the solution of the state equation and assume further that the

amount of material A is limited by a prescribed volume Vα of A, 0 ≤ Vα ≤ |Ω|, |Ω| measure

or volume of Ω.

An admissible design is therefore a function χ such that

χ ∈ L∞(Ω; {0, 1}) and

∫
Ω

χ(x) dx = Vα. (7.1.4)

We denote by Uad the set of admissible configurations:

Uad =

χ ∈ L∞(Ω; {0; 1}) such that

∫
Ω

χ(x) dx = Vα

 . (7.1.5)

The quality of the arrangement of material A and B in the domain Ω is measured by an
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7.1. Setting of the problem

objective functional formulated as

J(χ) =

∫
Ω

[χ(x)gα(x, uχ(x)) + (1− χ(x))gβ(x, uχ(x))] dx, (7.1.6)

where gα and gβ are sufficiently smooth Caratheodory functions satisfying suitable growth

conditions in order to ensure well-posedness of the later derived relaxed optimization prob-

lem (cf. §7.1.2).

In the following, we refer to this setting with two isotropic materials with real-valued

material parameters as real-valued parameter setting. Furthermore we follow the

diction in literature (see §6.1) and refer to the described optimization problem as 0-1-

problem respectively the problem setting as 0-1-setting.

At this point it must be noted further that here and in the following we follow the notation

of [Allaire, 2002], where the described objective functional is denoted by J(χ). However,

the state variable u is still contained in the objective function, which formally results in

J(χ, u). A derivation of the formally reduced objective functional J(χ) by means of a

control-to-state operator as described for example in [Tröltzsch, 2009] is not necessary

here. Nevertheless, the dependence on the state u must be taken into account again when

computing the directional derivative.

Instead of enforcing the volume constraint
∫

Ω
χ(x)dx = Vα in the set of admissible designs,

we introduce a Lagrange Multiplier l ∈ R in the objective functional, following the general

procedure of eliminating constraints in the calculus of variations ( [Tröltzsch, 2009]):

J(χ) =

∫
Ω

[χ(x)gα(x, uχ(x)) + (1− χ(x))gβ(x, uχ(x))] dx+ l

∫
Ω

χ(x) dx.

For any value of l, there is a corresponding volume constraint such that the optimization

problems are equivalent. Even if the converse assumption is generally not clear, we can

couple an optimization routine with a bisection method to update the Lagrange Multiplier

to ensure the abidance by the volume constraint in practice (see §8.1 for details).

In the following, we formulate the theory based on the described problem with fixed La-

grange Multiplier l. The complete formulation of our optimal design problem is then stated

as:

Find χ̃ such that

χ̃ = arg inf
χ∈L∞(Ω;{1;0})

J(χ) (7.1.7)

where the objective functional J is defined by

J(χ) =

∫
Ω

[χ(x)gα(x, uχ(x)) + (1− χ(x))gβ(x, uχ(x)))] dx+ l

∫
Ω

χ(x) dx, (7.1.8)
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7. Homogenization method with real-valued material parameters

and uχ is the solution of the state equation

{
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω.
(7.1.9)

When searching for an optimal design the following two questions are of interest: does

the problem admit a (unique) solution in the set of admissible designs and what are the

associated optimality conditions.

Commonly, the direct method of the calculus of variations provides the tool to answer

these questions. But besides knowledge of several counterexamples to the existence of

optimal designs in the described 0-1-setting (see for example [Allaire, 2002] for a simple

counterexample), one can imagine that a minimizing sequence of nearly optimal designs

may generate an increasingly finer mixture of the two separate materials leading to effective

material parameters which differ from the ones of the individual phases.

An adjustment of the problem formulation to a so-called relaxed problem setting can

guarantee the existence of solutions and enable the derivation of optimality conditions:

Extending the space of admissible designs allowing for composite/homogenized designs and

adapting the objective function appropriately is called relaxation. The new admissible

design set U∗ad considered in the relaxed problem corresponds to an extension of Uad by

the above mentioned “limit materials”, i.e. the microscopic mixtures of the two original

constituents by means of composite material tensors. With this adjustment and appropriate

adaption of the objective functional to a relaxed formulation J∗, it is possible to employ

the direct method of the calculus of variations. In order to justify the method of relaxation

via homogenization, it must additionally be verified that the relaxed problem still describes

the original physical problem.

7.1.1. Solution of the state equation

The standard weak form of state equation (7.1.9) admits a unique solution uχ ∈ H1
0 (Ω) by

coercivity of aχ and application of Lax–Milgram theorem and Riesz representation theorem.

7.1.2. Direct method of the calculus of variations

The direct method of the calculus of variations usually provides the tool to answer the

question of solution and optimality conditions of a minimization problem. The general

procedure as described in [Kielhöfer, 2010] is summarized in the following.

Starting from an objective functional J with finite infimum m > −∞, there exists a
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7.1. Setting of the problem

minimizing sequence (yn) ⊂ Uad such that

lim
n→∞

J(yn) = m.

Assume there exists a subsequence (ynk) of (yn) which converges to y∞

lim
n→∞

(ynk) = y∞. (7.1.10)

Provided that the objective functional J is continuous or at least lower semi-continuous,

i.e.

lim
n→∞

xn = x∞ ⇒ lim
n→∞

J(xn) = J(x∞) (continuity)

respectively

lim
n→∞

xn = x∞ ⇒ lim inf
n→∞

J(xn) ≥ J(x∞) (lower semi-continuity),

it follows hat y∞ is minimizer of J . On this basis, one differentiates the objective functional

in order to derive optimality conditions.

In summary, successful application of the principle requires on the one hand convergence of

a subsequence of a minimizing sequence and on the other hand the continuity respectively

lower semi-continuity of the objective functional, both regarding an appropriate concept of

convergence.

Based on this description of the general procedure we come back to the problem of interest

with yn = χn and summarize the problems that arise in the present context following

the argumentation of [Allaire, 2002]. First of all, the question arises as to which concept

of convergence (weak, strong convergence) the convergence of the subsequence (7.1.10) is

considered. By uniform boundedness of the characteristic functions ‖χn‖L∞(Ω) ≤ 1 one

can deduce existence of a subsequence (χnk) that converges weakly∗ to a limit χ∞. Weak

convergence is therefore the appropriate tool for studying the sequence (χn).

Trying to perform the direct method of the calculus of variations in the context of optimal

0-1-design there arise two main problems:

Minimizing sequences of characteristic functions may converge to non-classical designs

which means they are not described by a characteristic function any more but rather by a

density function θ. In that case there is no minimizer in Uad, i.e. the problem is ill-posed.

This problem corresponds exactly to the above mentioned example of increasingly finer

mixtures of two separate phases.

Furthermore, the set Uad is not stable with respect to standard variations. The convex

combination of two characteristic functions is generally not a characteristic function, what

eliminates the possibility of deriving optimality conditions.

Therefore the above stated optimization problem does generally not admit an optimal

solution in the given admissible design set Uad. Enlargement of the admissible design set

and adjustment of objective functional and state equation to the extended problem is called
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7. Homogenization method with real-valued material parameters

relaxation.

Nevertheless, we settle some properties of the functions gα and gβ in order to guarantee

the continuity of the later described relaxed objective functional and thus the solvability

(well-posedness) of the relaxed optimization problem. As will be seen below (in §7.2.3),

the following choice of properties of gα and gβ is required: In the following we require (N

dimension of Ω)
gα,β(x, λ) is measurable in x for each λ ∈ R

gα,β(x, λ) is continuous for a.e. x ∈ Ω

|gα,β(x, λ)| ≤ k(x) + C|λ|m with k ∈ L1(Ω), 1 ≤ m < 2N
N−2 ,

(7.1.11)

whereby we appropriately take 1 ≤ m < +∞ for dimensions N = 1, 2.

Furthermore, we employ additional assumptions on the partial derivatives of gα and gβ to

ensure that the Gâteaux differential of the later described relaxed cost function exists (see

§7.3). For this purpose we require further:
∂gα,β
∂λ (x, λ) is measurable in x for each λ ∈ R

∂gα,β
∂λ (x, λ) is continuous for a.e. x ∈ Ω

|∂gα,β∂λ (x, λ)| ≤ k′ + C ′|λ|m−1 for 1 ≤ m < 2N
N−2 with k′(x) ∈ Lq(Ω), q > 2N

N−2 .

(7.1.12)

7.2. Relaxation of the problem

To overcome the problems of the non-solvability of the described optimization problem,

we make use of the so-called relaxation via homogenization method. We follow again the

argumentation of Allaire in [Allaire, 2002].

The principle of the relaxation process is to study the behaviour of minimizing sequences

and to define generalized designs that include the possible limits of the minimizing se-

quences.

Given the introduced optimization problem

Find χ̃ such that

χ̃ = arg inf
χ∈L∞(Ω;{1;0})

J(χ)

where the objective functional J is defined by

J(χ) =

∫
Ω

[χ(x)gα(x, uχ(x)) + (1− χ(x))gβ(x, uχ(x)))] dx+ l

∫
Ω

χ(x) dx,
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7.2. Relaxation of the problem

and uχ is the solution of the state equation

{
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω,

we follow the Homogenization Method to introduce a corresponding relaxed problem.

One can show that the weak ∗ closure of the space L∞(Ω; {0, 1}) is L∞(Ω; [0, 1]). This

implies that the weak ∗ limit of a sequence of characteristic functions (χn) is the density θ

of the material A in the domain Ω with values in the whole range [0, 1].

For a sequence of characteristic functions (χn) with weak limit θ and the sequence of

corresponding material properties An(x) = χn(x)α+(1−χn(x))β, we consider the sequence

of state equations {
−div(An(x)∇uχn(x)) = f(x) in Ω

uχn(x) = 0 on ∂Ω

interested in further information of the resultant limit problem created by χn for n→∞.

The theory of H-convergence provides the basis to derive that the problem of interest is

the so-called homogenized problem

{
−div(A∗(x)∇u(x)) = f(x) in Ω

u(x) = 0 on ∂Ω
(7.2.1)

where A∗ is denoted as H-Limit of the corresponding sequence (An) (cf. §7.2.1).

Based on this theory, we are interested in including these limit materials with material

parameter A∗ in our original problem formulation.

The tensor A∗ is called homogenized tensor of a two-phase composite material obtained

by mixing phase A and B in proportions θ and 1− θ with a microstructure defined by the

sequence (χn). It reflects the geometry of the mixture represented by the microstructure

and is not uniquely defined by the proportion θ; this is why in the following the objective

functional J is not only dependent on θ but also on A∗.

The pairs (θ,A∗) are called generalized / composite admissible designs. For fixed

θ, the homogenized tensor A∗ may be any symmetric matrix in the set of all possible

homogenized tensors associated with the density θ, called G-closure Gθ.

In the given setting with two isotropic phases α, β ∈ R, one can show that A∗ is element of

Gθ if the point-wise values A∗(x) belong to the set Gθ(x), which is described as the convex
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7. Homogenization method with real-valued material parameters

set of all symmetric matrices with eigenvalues λ1, . . . , λN satisfying

λ−θ ≤ λi ≤ λ
+
θ , 1 ≤ i ≤ N

N∑
i=1

1

λi − α
≤ 1

λ−θ − α
+

N − 1

λ+
θ + α

N∑
i=1

1

β − λi
≤ 1

β − λ−θ
+

N − 1

β − λ+
θ

,

(7.2.2)

with λ−θ =
(
θ
α + 1−θ

β

)−1

and λ+
θ = θα+ (1− θ)β the harmonic and arithmetic means of α

and β (cf. §7.2.2).

We can extend the original problem to this set of attainable materials:

The set of generalized admissible configurations (Composite Designs) is accordingly

CD =
{

(θ,A∗) ∈ L∞(Ω; [0, 1]×M s
N )|A∗(x) ∈ Gθ(x) a.e. in Ω

}
. (7.2.3)

and the generalized objective functional is formulated as:

J∗(θ,A∗) =

∫
Ω

[θ(x)gα(x, u(x)) + (1− θ(x))gβ(x, u(x))] dx+ l

∫
Ω

θ(x) dx, (7.2.4)

where u is the solution of (7.2.1).

Then the relaxed optimization problem reads

Find (θ̃, Ã∗) such that (θ̃, Ã∗) = arg min
(θ,A∗)∈CD

J∗(θ,A∗). (7.2.5)

Theorem 7.2.8 (cf. §7.2.3) justifies what is clear from an intuitive point of view: Relaxation

is the reasonable expansion of the given optimization problem preserving the physical

meaning of the given problem by extension of the admissible set of materials to composite

materials.

7.2.1. H-convergence

In the following, we introduce the initially abstract theory of H-convergence, which provides

the theoretical basis for the relaxation processes described above. As already stated we

subsume the important details of [Allaire, 2002].

Let MN be the linear space of real square matrices of dimension N . For two positive

constants α, β ∈ R we define the subspace Mα,β of coercive matrices with coercive inverses:

Mα,β =

{
M ∈MN :

Mξ · ξ ≥ α|ξ|2

M−1ξ · ξ ≥ β|ξ|2
∀ξ ∈ RN

}
(7.2.6)
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7.2. Relaxation of the problem

The theory of H-convergence examines a sequence of problems

{
−div(An(x)∇un(x)) = f(x) in Ω

un(x) = 0 on ∂Ω
(7.2.7)

with tensors An ∈ L∞(Ω;Mα,β) and source terms f ∈ H−1.

Coercivity of matrix and inverse guarantees existence and uniqueness of the corresponding

solutions un ∈ H1
0 (Ω) by Lax-Milgram theorem and Riesz representation theorem: by coer-

civity of An, the corresponding bilinear form of the weak formulation is coercive, coercivity

of the inverse ensures boundedness of An and thus continuity of the bilinear form.

For a given sequence of matrices (An), there exists a subsequence of the sequence of corre-

sponding solutions un of the state equation and a limit u ∈ H1
0 (Ω) such that (un) converges

weakly to u. This is due to the boundedness of (un) in H1
0 (Ω) and by relative compactness

of bounded sets for the weak topology of H1
0 (Ω) (for details see [Allaire, 2002]). Further-

more, for another subsequence, one deduces weak convergence of the flux σn = An∇un
to a σ ∈ L2(Ω)N due to boundedness of (σn) in L2(Ω)N and by relative compactness of

bounded sets for the weak topology of L2(Ω)N . Passing to the limit in the given equation

−divσn = f one deduces −divσ = f in Ω.

The main task of the theory of H-convergence is to define the equation satisfied by u

and the connection between coefficients of this limit equation and the sequence (An) by

introduction of the homogenized matrix A∗.

Definition 7.2.1.

A sequence of matrices (An) in L∞(Ω;Mα,β) is said to converge in the sense of ho-

mogenization or to H-converge to an homogenized limit A∗ if for any f ∈ H−1(Ω) the

sequence (un) of solutions of{
−div(An(x)∇un(x)) = f(x) in Ω

un(x) = 0 on ∂Ω
(7.2.8)

satisfies un ⇀ u weakly in H1
0

An∇un ⇀ A∗∇u weakly in L2(Ω)N
(7.2.9)
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7. Homogenization method with real-valued material parameters

with u the solution of the homogenized equation{
−div(A∗(x)∇u(x)) = f(x) in Ω

u(x) = 0 on ∂Ω.
(7.2.10)

A∗ is then called H-limit of the sequence (An).

(as formulated by Allaire in [Allaire, 2002])

The following is a brief summary of results in the context of H-convergence, which are

necessary for further comprehension of the present work. The theory of H-convergence as

first described by Murat and Tartar in 1977/78 (English translation contained in [Cherkaev

and Kohn, 1997], see [Murat and Tartar, 1997b]) provides the mathematical framework for

analysis of composites. As stated by Cherkaev and Kohn in their introductory words, the

theory has ”the advantage of being self-contained, elegant, compact, and quite general”,

which makes it the method of choice especially in the present context.

The homogenization procedure is justified by the famous compactness theorem of H-

convergence, which proofs existence of the H-limit A∗ for a subsequence of a bounded

sequence.

Theorem 7.2.2

For any sequence (An) of matrices in L∞(Ω;Mα,β), there exists a subsequence still denoted

by (An) and an homogenized matrix A∗ ∈ L∞(Ω;Mα,β) such that (An) H-converges to A∗.

(as formulated by Allaire in [Allaire, 2002])

This theorem was first proved in full generality by Murat and Tartar (English version

[Murat and Tartar, 1997b]) by the so-called oscillating test function method.

The following properties deepen the understanding of the homogenization procedure (see

[Allaire, 2002] for details):

The H-limit of a sequence is unique and local, consequently in a region ω, an open sub-

set compactly contained in Ω, A∗ does not depend on the values of (An) outside of the

region. Moreover, the theory of H-convergence can be extended also to problems with

different boundary conditions, not only Dirichlet boundary conditions for which it is de-

fined. Furthermore, H-convergence implies local convergence of the energy density and also

convergence of total energy.
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7.2. Relaxation of the problem

Nevertheless, these abstract results do not deliver any information about an explicit for-

mulation of the homogenized tensor A∗ yet.

For this aim, we consider the special case of H-convergence for symmetric tensors

A ∈M s
α,β := {A ∈Mα,β |A symmetric }.

In the literature, H-convergence in the context of symmetric operators is often called G-

convergence. G-convergence was first introduced by Spagnolo in [Spagnolo, 1976] (English

version) independently of the ideas of Murat and Tartar.

Although H-convergence is the more general formulation for non-symmetric operators, we

can restrict ourselves to the case of symmetric tensors An and receive useful information

about the structure of the set of attainable H-limits based on the symmetry and the con-

sequence

(Anx, x) =
(
x,ATnx

)
= (x,Anx) ∀x ∈ RN . (7.2.11)

G-convergence as initially defined by Spagnolo does not include convergence of the flux

(An∇u) in the definition. Nevertheless, one can show that in case of symmetric tensors

the two definitions actually coincide. H-convergence for a sequence of symmetric matrices

(An) to a symmetric limit A∗ directly implies G-convergence to the same limit by definition.

Conversely one can show that for symmetric (An) convergence of the solutions (un) in the

definition of G-convergence implies convergence of the flux (An∇u), which then corresponds

to the definition of H-convergence.

The compactness theorem 7.2.2 can therefore be formulated equivalently for symmetric

tensors An, in particular the G-limits are again in the set M s
α,β .

Besides the ordering of H-limits A∗ and B∗ for ordered sequences (An) ∈M s
α,β and (Bn) ∈

M s
α,β , (Anx, x) ≤ (Bnx, x), we obtain the arithmetic and harmonic mean bounds, which

are also often called Voigt–Reuss bounds or Wiener bounds. These bounds will be of great

importance in the application of the Homogenization Method.

Theorem 7.2.3

Let (An) in L∞(Ω;M s
α,β) be a sequence that H-converges to an homogenized matrix A∗.

Assume furthermore
An ⇀ A weakly ∗ in L∞(Ω;M s

α,β) (7.2.12)

(An)−1 ⇀ A−1 weakly ∗ in L∞(Ω;M s
α,β). (7.2.13)

Then the homogenized limit A∗ satisfies

(Ax, x) ≤ (A∗x, x) ≤ (Ax, x) ∀x ∈ RN . (7.2.14)

(as formulated by Allaire in [Allaire, 2002])
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7. Homogenization method with real-valued material parameters

The proof of Theorem 7.2.7 relies heavily on the hermiteness of symmetric matrices and

the consequential identity (7.2.11), see for example [Allaire, 2002].

Important results for the argumentation can be derived by considering a special case,

namely a sequence of matrices depending only on one single space variable x1.

Theorem 7.2.4

Let (An) ∈ L∞(Ω;Mα,β) be a sequence with

An(x) = An(x1).

Then, (An) H-converges to an homogenized matrix A∗(x) = A∗(x1) if and only if the

following convergences hold in L∞(Ω) weak ∗:

1
A11
n

⇀ 1
A∗11

A1j
n

A11
n

⇀
A∗1j
A∗11

2 ≤ j ≤ N

Ai1n
A11
n

⇀
A∗i1
A∗11

2 ≤ j ≤ N

(
Aijn −

A1j
n A

i1
n

A11
n

)
⇀
(
A∗ij −

A∗1jA
∗
i1

A∗11

)
2 ≤ i, j ≤ N

, (7.2.15)

for the entries of An and A∗.

(as formulated by Allaire in [Allaire, 2002])

Following the theorem we deduce that for a scalar sequence of matrices An(x) = an(x1)I

the homogenized matrix is computed as

A∗(x1) = diag(a(x1), a(x1), . . . , a(x1)), (7.2.16)

where a, the weak ∗ limit of an in L∞(Ω), is called arithmetic mean, and a, where a−1

is the weak ∗ limit of a−1
n in L∞(Ω), is called harmonic mean (see [Allaire, 2002]).

This leads to an explicit description for so-called rank-1 laminates, also often called

simple laminates, where slices of two phases A and B with material parameters α and β

are stacked in proportions θ respectively (1 − θ) in lamination direction x1. For a simple

laminate, the functions an(x1) and a−1
n (x1) are oscillating functions with period ε on Ω.

For Y-periodic functions fε(x) = f(xε ), where Y ⊂ Rn is a periodicity cell, the weak ∗ limit

in L∞(Ω) is computed as

fε ⇀
1

|Y |

∫
Y

f(y) dy, (7.2.17)
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7.2. Relaxation of the problem

see for example [Cioranescu and Donato, 1999]. With this result we derive the homogenised

tensor

A∗ = diag
(
λ−θ , λ

+
θ , . . . , λ

+
θ

)
where λ−θ =

(
θ
α + (1−θ)

β

)−1

and λ+
θ = θα+ (1− θ)β for simple laminates.

The description of a simple laminate with general lamination direction e as displayed in

figure 7.2 can then be achieved by multiplication with corresponding rotation matrices, see

§7.6.

Figure 7.2.: Region Ω occupied by simple rank-1 laminate consisting of two materials A
and B in proportions θ and 1− θ and lamination direction e

By successively laminating, always with the same pure phase but with different proportions

θi and lamination directions ei, 1 ≤ i ≤ p one receives so-called sequential laminates

of rank p. In §7.2.2, these materials will be of interest when studying optimal bounds of

effective material parameters.

Back to the idea of optimization and relaxation, we now know that we have to extend our set

of admissible designs and include the H-limits, which means that we have to concentrate

on an explicit characterization of the properties of the H-limits in our specific case (for

isotropic materials) if we want to set up a meaningful optimization problem. In the course

of this, the H-limits describe precisely the composite materials that can be created from

the two individual phases.

7.2.2. Homogenized properties of composite materials

In the following, we consider matrices A, B ∈ M s
α,β . We are interested in the homoge-

nized properties of two-phase composites with a microstructure represented by a sequence

of characteristic functions (χn) and effective properties modelled by the H-limit of the

sequence (χnA+ (1− χn)B) and follow again the exposition of Allaire in [Allaire, 2002].
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7. Homogenization method with real-valued material parameters

Definition 7.2.5.

Let (χn) ∈ L∞(Ω; {0; 1}) be a sequence of characteristic functions, (An) the sequence of

tensors defined by

An(x) = χnA+ (1− χn)B, (7.2.18)

with A,B ∈M s
α,β .

Assume there exists θ ∈ L∞(Ω; [0, 1]) and A∗ ∈ L∞(Ω;M s
α,β) such that

χn ⇀ θ weakly∗ in L∞(Ω, [0, 1]) (7.2.19)

and

(An) H-converges to A∗. (7.2.20)

A∗ is said to be the homogenized tensor of a two-phase composite material obtained

by mixing phases A and B in proportions θ and 1− θ with a microstructure defined by the

sequence (χn).

(as formulated by Allaire in [Allaire, 2002])

The composite material described by A∗ is thus defined not only by the proportion θ of the

two phases and their material properties but still dependent of the underlying microstruc-

ture represented by the sequence (χn).

When dealing with composite materials with effective homogenized tensor A∗ the questions

of interest are initially manifold. The question of attainable values of effective properties

which is commonly referred to as G-closure problem is one of these. When an explicit

characterization of G, the G-closure of the set {A,B} under H-convergence, is not possible

(this is only possible in very vew cases) one is at least interested in bounds on the effective

properties. In the described setting, we aim for a characterization of the attainable values

of the homogenized tensor in terms of bounds or explicit expressions when the proportion

θ of the two phases is given. Except in some special cases there is no explicit formula for

computing A∗, but since An only takes two different values one expects that the homog-

enized limit can only take certain values. In the present context, when interested in the

G-closure of two isotropic phases A and B with material parameters α and β, Gθ is actually

explicitly known.

Nevertheless, we start with consideration of the mixture of two possibly anisotropic phases

A and B in proportions θ and (1 − θ), obtaining information about the general structure
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7.2. Relaxation of the problem

of the G-closure Gθ

Gθ =

{
A∗ ∈ L∞(Ω;M s

α,β)

∣∣∣∣∣∃A,B, χn :
χn satisfies (7.2.19)

(An) defined by (7.2.18) satisfies (7.2.20)

}
.

(7.2.21)

Theorem 7.2.6

For any function θ ∈ L∞(Ω; [0, 1]), the G-closure set Gθ is characterized by

Gθ =
{
A∗ ∈ L∞(Ω;M s

α,β)|A∗(x) ∈ Gθ(x) a.e. in Ω
}

, (7.2.22)

where for any real number θ ∈ [0, 1] the set Gθ ⊂ M s
α,β is defined as the closure of the set

of all constant effective tensors obtained by periodic homogenization of a mixture of A and

B in proportions θ and (1− θ).

(as formulated by Allaire in [Allaire, 2002])

The main benefit from this theorem is the conclusion, that the properties of effective

tensors of composite materials are local and obtained by periodic homogenization. We can

therefore concentrate on characterization in terms of bounds or explicit formulation of the

set Gθ.

There exist several methods to obtain bounds on effective properties of composite designs,

L. Gibiansky classifies them in his lecture notes ( [Gibiansky, 1993]) as Hashin-Shtrikman

variational principle (first introduced by Hashin and Shtrikman in [Hashin and Shtrik-

man, 1963]), analytical method (see for example Bergman [Bergman, 1982] and Mil-

ton [Milton, 1980]) or translation method (introduced in different forms by Murat and

Tartar as application of compensated compactness and by Lurie and Cherkaev, both in

english version published in [Cherkaev and Kohn, 1997]).

Milton summarizes the idea of all above mentioned methods to characterize Gθ in [Milton,

1990]: the common concept is to find effective tensors on the boundary of Gθ. This is first

addressed by characterizing a region (in terms of bounds) which can be proven to contain

Gθ and then by looking for composites with micro-structures such that their effective

tensor lies on the bounding surface. In this manner, Tartar derives Gθ for two isotropic

conductivities α, β ∈ R as bounded set from confocal ellipsoids (see for example [Tartar,

2009]). It is also possible and in our case most expedient to derive Gθ from the sequential

laminates as optimal micro-structures, which was done for example by Allaire in [Allaire,

2002].
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7. Homogenization method with real-valued material parameters

Theorem 7.2.7

The set Gθ, the set of all constant effective tensors obtained by homogenization of a mixture

of α and β in proportions θ and (1 − θ), is the convex set of all symmetric matrices with

eigenvalues λ1, . . . , λN satisfying

λ−θ ≤ λi ≤ λ
+
θ , 1 ≤ i ≤ N

N∑
i=1

1

λi − α
≤ 1

λ−θ − α
+

N − 1

λ+
θ + α

N∑
i=1

1

β − λi
≤ 1

β − λ−θ
+

N − 1

β − λ+
θ

.

(7.2.23)

with λ−θ =
(
θ
α + 1−θ

β

)−1

and λ+
θ = θα+ (1− θ)β the harmonic and arithmetic mean of α

and β.

(as formulated by Allaire in [Allaire, 2002])

Following the argumentation of Allaire in [Allaire, 2002], there is one composite mate-

rial that meets the bounds with equality, namely the special case of the simple laminate,

characterized by one eigenvalue equal to the harmonic mean a = λ−θ and all other eigen-

values equal to the arithmetic mean ā = λ+
θ . This is of major importance for proof of the

optimality criteria and for development of an optimization routine.

With characterization of Gθ, we can now specify the extended (relaxed) set of admissible

designs

CD =
{

(θ,A∗) ∈ L∞(Ω; [0, 1]×M s
α,β)|A∗(x) ∈ Gθ(x) a.e. in Ω

}
. (7.2.24)

Relaxation of the admissible design set entails modification of the objective functional J(χ),

we relax the formulation to

J∗(θ,A∗) =

∫
Ω

[θ(x)gα(x, u(x)) + (1− θ(x))gβ(x, u(x))] dx+ l

∫
Ω

θ(x) dx. (7.2.25)

The complete formulation of our optimization problem reads accordingly

Find (θ̃, Ã∗) such that

(θ̃, Ã∗) = arg min
(θ,A∗)∈CD

J∗(θ,A∗) (7.2.26)
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7.2. Relaxation of the problem

with objective functional

J∗(θ,A∗) =

∫
Ω

[θ(x)gα(x, u(x)) + (1− θ(x))gβ(x, u(x))] dx+ l

∫
Ω

θ(x) dx, (7.2.27)

set of generalized admissible configurations

CD =
{

(θ,A∗) ∈ L∞(Ω; [0, 1]×Ms
α,β)|A∗(x) ∈ Gθ(x) a.e. in Ω

}
(7.2.28)

and u the solution of {
−div(A∗(x)∇u(x)) = f(x) in Ω

u(x) = 0 on ∂Ω
. (7.2.29)

7.2.3. Justification of relaxation

The following theorem justifies the described relaxation via homogenization theory:

Theorem 7.2.8

The minimization problem (7.2.26) is a true relaxation of the original problem (7.1.7) in

the sense that

1. There exists at least one minimizer of J∗(θ,A∗) in CD.

2. Up to a subsequence, every minimizing sequence of classical designs (χn) for J

converges weakly ∗ to a density function θ and the associated conductivity aχn =

αχn + (1 − β)χn H-converges to an homogenized tensor A∗ such that (θ,A∗) is a

minimizer of J∗(θ,A∗) in CD.

3. Every minimizer (θ,A∗) of J∗(θ,A∗) in CD is attained by a minimizing sequence of

classical designs (χn) for J , namely θ is the weak ∗ limit of χn in L∞(Ω; [0, 1]) and

A∗ is the H-limit of aχn = αχn + (1− β)χn.

(as formulated by Allaire in [Allaire, 2002])

In the proof (see for example [Allaire, 2002]), assumptions (7.1.11) on the functions gα and

gβ ensure the continuity relation of the objective functional.
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7. Homogenization method with real-valued material parameters

7.3. Gâteaux differential of the objective functional

In the following, we employ the specific vocabulary of Gâteaux differentiability (a very

short introduction can be found in [Tröltzsch, 2009]).

In contrast to the original formulation of the optimization problem, the obtained relaxed

formulation allows the deduction of optimality conditions.

With the assumptions (7.1.11) on gα and gβ and (7.1.12) on the corresponding partial

derivatives we are now able to perform the standard calculus of variations procedure.

Following the diction of [Allaire, 2002], the admissible increment

(δθ, δA∗) =

(
dθ

dt
(0),

dA∗

dt
(0)

)
is the derivative with respect to a scalar parameter t ∈ [0, 1] at t = 0 of a smooth contin-

uously differentiable path (θ(t), A∗(t)) in the set of composite designs CD which coincides

for t = 0 with the point (θ,A∗), where the derivative of J∗ is computed.

The design parameters (θ(t), A∗(t)) provide via solution of the state equation a path u(t)

of the state variable, and we accordingly define the state increment

δu =
du

dt
(0)

and the objective increment

δJ∗ =
d

dt
[J∗(θ(t), A∗(t))](0).

Theorem 7.3.1

The relaxed cost function is Gâteaux differentiable on CD with directional derivative

δJ∗(θ,A∗) =

∫
Ω

δθ(x)[gα(x, u(x))−gβ(x, u(x))+l] dx−
∫
Ω

δA∗(x)∇u(x)·∇p(x) dx. (7.3.1)

δθ and δA∗ are admissible increments in CD, u solution of (7.2.29) and p is solution of

the adjoint state equation{
−div(A∗(x)∇p(x)) = θ(x)∂gα∂λ (x, u(u)) + (1− θ(x))

∂gβ
∂λ (x, u(x)) in Ω

p(x) = 0 on ∂Ω.
(7.3.2)

(as formulated by Allaire in [Allaire, 2002])

The proof of theorem 7.3.1 follows the standard procedure of eliminating the state increment

δu from the directional derivative δJ by introduction of the adjoint problem. For details we
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7.4. Optimality conditions

refer to [Allaire, 2002] and the proofs in §8.3.3 and §9.3.2 which follow the same procedure.

In the course of this, properties (7.1.12) of the partial derivatives
∂gα,β
∂λ (x, λ) ensure that

the objective functional is differentiable and that the source term of the adjoint equation

is in H−1(Ω).

Following the standard principle of the calculus of variations, we can subsequently deduce

the necessary optimality conditions from the variational inequality.

7.4. Optimality conditions

If (θ,A∗) is a minimizer of J∗, the inequality

δJ∗(θ,A∗) ≥ 0 (7.4.1)

has to hold for any admissible increment (δθ, δA∗).

However, the characterization of the set of admissible increments (δθ, δA∗) is not straight-

forward. A varying θ leads to a varying set Gθ of admissible tensors A∗ which complicates

the characterization of admissible increments δA∗.

Nevertheless, following [Allaire and Castro, 2001] and considering the special structure of

the set of admissible designs CD we can perform the minimization process in two steps:

min
(θ,A∗)∈CD

J∗(θ,A∗) = min
0≤θ≤1

min
A∗∈Gθ

J∗(θ,A∗). (7.4.2)

Following this argumentation the derivation of optimality criteria is performed in two steps

as well (see [Allaire, 2002]): first we fix the optimal material density θ and deduce necessary

optimality conditions for A∗. In a second step we take an optimal tensor A∗ (in the sense

that the tensor A∗ satisfies the necessary optimality condition derived before) and vary the

density θ.

Based on the assumption of optimality in θ we deduce a first necessary condition for A∗.

Keeping θ fixed, i.e. δθ = 0 the optimality condition δJ∗(θ,A∗) ≥ 0 becomes

δJ∗(θ,A∗) = −
∫
Ω

δA∗(x)∇u(x) · ∇p(x) dx ≥ 0. (7.4.3)

From this necessary condition of optimality the following theorem can be derived, describing

the necessary condition for A∗ to be optimal.
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7. Homogenization method with real-valued material parameters

Theorem 7.4.1

If (θ,A∗) is a minimizer of the objective functional J∗(θ,A∗), then except at the points

where ∇u = 0 or ∇p = 0 we have

2A∗∇u =
(
λ+
θ + λ−θ

)
∇u+

(
λ+
θ − λ

−
θ

) |∇u|
|∇p|

∇p (7.4.4)

2A∗∇p =
(
λ+
θ + λ−θ

)
∇p+

(
λ+
θ − λ

−
θ

) |∇p|
|∇u|

∇u, (7.4.5)

where u is solution of the state equation, p solution of the adjoint equation, λ−θ =(
θ
α + 1−θ

β

)−1

and λ+
θ = θα+ (1− θ)β.

At points where ∇u
|∇u| 6=

∇p
|∇p| the optimal tensor A∗ satisfying necessary optimality conditions

(7.4.4) and (7.4.5) is unique and corresponds to a simple laminate.

Furthermore there exists another minimizer (θ̄, Ā∗) which admits the same state u and

adjoint state p, such that almost everywhere in Ω the optimal tensor Ā∗ is a simple laminate.

(as formulated by Allaire in [Allaire, 2002])

The best about this information is that one no longer has to care about the unmanageable

set Gθ but we can restrict our interest to that of rank-1 laminates with their explicit

representation based on proportion θ and the direction of the lamination e (see figure 7.2).

In the following, we will refer to this circumstance as optimality of simple laminates.

For the proof of the optimality criteria (see for example [Allaire, 2002]), hermiteness and

the resulting consequences

max
A∗∈Gθ

A∗ξ · ξ = λ+
θ ξ · ξ

and

min
A∗∈Gθ

A∗ξ′ · ξ′ = λ−θ ξ
′ · ξ′

are decisive.

Following [Murat and Tartar, 1997a] the proof of the optimality of simple laminates is

then due to Raitum (1978) who prooved that one can change A∗ in the region where

|∇u||∇p| = 0 without changing A∗∇u and thus without changing the solution u.

For fixed density θ, theorem 7.4.1 provides the necessary optimality condition for the

lamination direction e.

We now assume that A∗ is optimal, which means it meets the deduced necessary optimality

condition. Therefore, following theorem 7.4.1, we find A∗ as simple laminate with (7.4.4)

and (7.4.5).
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7.4. Optimality conditions

Introducing the angle φ via

∇u · ∇p = |∇u||∇p| cosφ (7.4.6)

and defining

Q(x) = gα(x, u(x))−gβ(x, u(x))+l+
β − α
αβ
|∇u||∇p|

(
αβ cos2 φ

2
− (λ−θ )2 sin2 φ

2

)
, (7.4.7)

one derives necessary optimality conditions for the density θ.

Theorem 7.4.2

If (θ,A∗) is a minimizer of the objective functional J∗(θ,A∗), then the optimal density

satisfies almost everywhere in Ω

θ(x) = 0 if Q(x) > 0 (7.4.8)

θ(x) = 1 if Q(x) < 0 (7.4.9)

0 ≤ θ(x) ≤ 1 if Q(x) = 0 (7.4.10)

and conversely it holds

Q(x) ≥ 0 if θ(x) = 0 (7.4.11)

Q(x) ≤ 0 if θ(x) = 1 (7.4.12)

Q(x) = 0 if 0 ≤ θ(x) ≤ 1. (7.4.13)

(as formulated by Allaire in [Allaire, 2002])

In the proof of theorem 7.4.2, one considers a smooth continuous differentiable path

(θ(t), A∗(t)) in CD that takes the optimal value (θ,A∗) for t = 0. Due to theorem 7.4.1 one

can assume without loss of generality that A∗ describes a rank-1 laminate where ∇u 6= 0

and ∇p 6= 0 with direction of lamination defined by the derived necessary optimality con-

dition. Further, A∗(t) is required to belong to Gθ(t) almost everywhere in Ω for t ∈ [0, 1],

where ∇u 6= 0 and ∇p 6= 0. One can show that the admissible increment δA∗ satisfies

δA∗∇u · ∇p =

[
α− β
αβ
|∇u||∇p|

(
αβ cos2 φ

2
− (λ−θ )2 sin2 φ

2

)]
δθ. (7.4.14)

Inserting (7.4.14) into the formulation of the directional derivative (7.3.1), one obtains the

desired result, for details see [Allaire, 2002].
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7. Homogenization method with real-valued material parameters

These two steps form the basis for an optimality criteria algorithm. On the grounds of

theorem 7.4.1 and theorem 7.4.2, one can perform the update of lamination direction e and

density θ point-wise and separately both on basis of u and p.

Moreover, the information on the optimality of simple laminates provides the basis for a

gradient method based on the formulation of the objective functional subject to the two

design variables density θ and lamination direction e.

7.5. Optimality criteria method

The optimality criteria derived in the last chapter and in particular the optimality of simple

rank-1 laminates provide the basis for an optimality criteria based algorithm.

Based on given design parameters θk and ek with associated state solutions uk and pk, we

update the design parameters as described below, see [Allaire, 2002].

Update lamination direction

One obtains the lamination direction e of an optimal A∗ for |∇u|·|∇p| 6= 0 as the eigenvector

of A∗ to the eigenvalue λ−θ as:

e =
∇u
|∇u|

− ∇p
|∇p|

, (7.5.1)

since

A∗e = λ−θ e. (7.5.2)

by theorem 7.4.1.

Accordingly, we update

ek =
∇uk
|∇uk|

− ∇pk
|∇pk|

, (7.5.3)

where |∇u| · |∇p| 6= 0.

Furthermore, one can show that in cases where ∇uk
|∇uk| = ∇pk

|∇pk| , one finds the lamination

direction orthogonal to ∇uk
|∇uk| + ∇pk

|∇pk| (see [Allaire, 2002] for details).

Update density

From the optimality criteria deduced in theorem 7.4.2, we know that an optimal density θ,

0 < θ < 1 satisfies

gα(x, u)− gβ(x, u) + l +
β − α
αβ
|∇u||∇p|

(
αβ cos2(

φ

2
)− (λ−θ )2 sin2(

φ

2
)

)
= 0

with φ being the angle between ∇u and ∇p:

∇u · ∇p = |∇u||∇p| cos(φ).
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7.5. Optimality criteria method

To compute θk+1, we consequently look for the root of

F (θ) = gα(x, uk)− gβ(x, uk) + l +
β − α
αβ
|∇uk||∇pk|

(
αβ cos2(

φk
2

)− (λ−θ )2 sin2(
φk
2

)

)
,

with φk the corresponding angle between ∇uk and ∇pk.

One considers the two cases sin(φk2 ) 6= 0 and sin(φ2 ) = 0.

For sin(φk2 ) 6= 0, F (θ) is strictly increasing for θ on [0, 1]. Consequently we compute θk+1

as follows: 
for F (1) < 0 : θk+1 = 1

for F (0) > 0 : θk+1 = 0

otherwise: compute θk+1 such that F (θk+1) = 0.

For sin(φ2 ) = 0 (or at least very small), one cannot derive θ as root of F . Nevertheless, one

can show that the optimality condition for θ can be rewritten in terms of fluxes σ = A∗∇u
and τ = A∗∇p (for details see [Allaire, 2002]):

gα(x, u)− gβ(x, u) + l + (β − α)|σ||τ |
(

(λ+
θ )−2 cos2(

ϕ

2
)− (αβ)−1 sin2(

ϕ

2
)
)

= 0,

and ϕ defined by

σ · τ = |σ||τ | cos(ϕ).

Due to the fact that φ = 0 implies ϕ = 0, one can compute θk+1 accordingly as root of F̃

with σk = A∗∇uk, τk = A∗∇pk and ϕk+1 the angle between σk and τk:

F̃ (θ) = gα(x, uk)− gβ(x, uk) + l + (β − α)|σk||τk|
(

(λ+
θ )−2 cos2(

ϕk
2

)− (αβ)−1 sin2(
ϕk
2

)
)

.

With this information the algorithm is described as follows

Optimality criteria method:

Initialization: Initialize θ0 and e0 and compute A∗ as simple rank-1 laminate tensor. For

simplicity, choose constant θ0 and constant lamination direction e0.

Iteration for k ≥ 0: until convergence

1. Compute state uk and adjoint state pk as solutions of the corresponding problems

with the previous design parameters θk and ek.

2. Update parameters by using optimality conditions to obtain θk+1 and ek+1. Compute

corresponding A∗k+1.
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7. Homogenization method with real-valued material parameters

7.6. Gradient method in 2d

Although the algorithm via optimality criteria succeeds in certain cases (see for example

[Allaire, 2002]), an algorithm with guaranteed improvement of the objective functional

and guaranteed convergence at least to a local minimum is preferable in more complex

applications, for which the optimality criteria algorithm does not automatically correspond

to a descent method.

Deducing the gradient of the objective functional, we can implement such a gradient

method, which is described for example in [Allaire and Castro, 2001].

As before, our design parameters are the density θ and the lamination direction of the

composite e, which corresponds to the rotation angle ϕ of the rank-1 laminate tensor:

A∗(θ, ϕ) = R(ϕ)

(
λ−θ 0

0 λ+
θ

)
R−1(ϕ) (7.6.1)

with rotation matrix

R(ϕ) =

(
cos(ϕ) − sin(ϕ)

sin(ϕ) cos(ϕ)

)
. (7.6.2)

At this point we use the tensor described in equation (7.2.16) for a simple laminate with

lamination direction x1. Accordingly, our rotation matrices look different from those de-

scribed by Allaire in [Allaire, 2002], due to the fact that the tensor used by Allaire describes

a laminate with lamination direction x2. A short calculation confirms the equivalence of

the formulations.

A simple but lengthy computation shows that the directional derivative of the objective

functional J∗(θ, ϕ) with respect to the admissible increment (δθ, δϕ) is then given by

δJ∗(θ, ϕ) = −
∫
Ω

∂A∗

∂ϕ
∇u · ∇p δϕdx+

∫
Ω

Q(x)δθ dx, (7.6.3)

where

Q(x) = gα(x, u)− gβ(x, u) + l

−
dλ−θ
dθ

[
cos2(ϕ)

∂u

∂x1

∂p

∂x1
+ sin2(ϕ)

∂u

∂x2

∂p

∂x2
+ cos(ϕ) sin(ϕ)

(
∂u

∂x2

∂p

∂x1
+

∂u

∂x1

∂p

∂x2

)]
−
dλ+

θ

dθ

[
sin2(ϕ)

∂u

∂x1

∂p

∂x1
+ cos2(ϕ)

∂u

∂x2

∂p

∂x2
− cos(ϕ) sin(ϕ)

(
∂u

∂x1

∂p

∂x2
+

∂u

∂x2

∂p

∂x1

)]
.

80



7.6. Gradient method in 2d

On this basis we formulate the gradient method as follows.

Gradient method:

Initialization: Initialize θ0 and ϕ0 and compute A∗. For simplicity, choose constant θ0

and constant angle ϕ0.

Iteration for k ≥ 0: until convergence

1. Compute state uk and adjoint state pk as solutions of the corresponding problems

with the previous design parameters θk and ϕk.

2. Update parameters by

ϕk+1 = ϕk + tk
∂A∗

∂ϕ
(θk, ϕk)∇uk · ∇pk

θk+1 = max(0,min(1, θk − tkQk))

with tk a small step such that J∗(θk+1, ϕk+1) < J∗(θk, ϕk)

The projection applied on θk+1 ensures θk+1 to belong to the set of admissible densities in

[0, 1].
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8. Extensions of existing theory and

methods with real-valued material

parameters

The theory and gradient method introduced in chapter 7 provide the basis for further

development of the described theory and methods in the context of sensor optimization.

In §8.1, we present important aspects of the implementation of the gradient method based

on cooperation of MATLAB R© and COMSOL R© via LiveLink
TM

for MATLAB R©. This

implementation forms the basis for all enhancements of the implementation described below

both in chapter 8 and chapter 10. After validation of the implementation of the gradient

method in 2d in §8.2, we extend the theory to optimization of the material distribution in

a subdomain of Ω in §8.3. In §8.4, we expand the gradient method described in §7.6 to 3d

problems.

8.1. Implementation aspects

Implementation of the described gradient method includes on the one side adjustment

of step size tk and updating of the design parameters θk and ek in every iteration step,

on the other side computation of the solution uk and adjoint solution pk by solving the

corresponding problems on the given domain Ω. In addition, compliance with the volume

constraint must be ensured by adaptation of the introduced Lagrange Multiplier lk in each

iteration step.

The implementation of all application examples based on the gradient method has basically

the following structure.
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8. Extensions of existing theory and methods with real-valued material parameters

Initialize:

θ0 = 0; e0 = 0;

Compute u0 and p0 with design parameters θ0 and e0;

Compute objective functional value J(θ0, e0);

J0 = J(θ0, e0);

k = 0;

while (convergence criterion not fulfilled) do
Jk+1 = Jk;

while Jk+1 ≥ Jk do
adjust stepsize tk;

while (volume constaint not fulfilled) do
adjust lk via bisection method;

update design parameters θk+1, ek+1

end

Compute uk+1 and pk+1 with design parameters θk+1 and ek+1;

Compute objective functional value Jk+1(θk+1, ek+1);

Jk+1 = Jk+1(θk+1, ek+1);

end

k = k + 1;

end

The lamination direction e is described by one corresponding angle ϕ (see §7.6) in two

dimensions, in three dimensions, we extend the formulation accordingly to two angles ψ

and ϕ (see §8.4).

Since COMSOL R© allows close cooperation with MATLAB R© via corresponding LiveLink
TM

,

we divide the implementation in two different parts. The optimization routine, including

update process of material parameters based on the design parameters density θk and

lamination direction ek, step size adjustment and adaptation of the Lagrange Multiplier lk

is performed in MATLAB R©. Numerical approximation of the solution of the corresponding

PDE and adjoint PDE with state uk and adjoint state pk is outsourced in COMSOL

Multiphysics R©(highlighted in blue). We profit in particular from the 3d-capabilities and

simple model generation in COMSOL R©, whilst the basic structure of the implementation

of the optimization routine in MATLAB R© remains unaffected.

To ensure the correct data exchange between COMSOL R© and MATLAB R©, the correspond-

ing information on updated material parameters and updated solutions uk and pk in all

Lagrange and Gauss points relevant for the Finite Element Method is temporarily stored

in text files.

We start with a stepszize of tk = 1 in every iteration step and reduce the step size by
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8.2. Gradient method in 2d: Application and verification of the implementation

powers of ten until the objective functional decreases accordingly.

In order to ensure the compliance with the volume constraint the algorithm includes adap-

tation of the Lagrange Multiplier performed by the inner loop adjusting lk for every step

size tk. Following the argumentation of Allaire [Allaire, 2002], we use the bisection method

since the volume of phase A is a non-increasing function of l.

In the presented applications we use the exceeding of a fixed number of iteration steps as

convergence criterion.

8.2. Gradient method in 2d: Application and verification of

the implementation

The following example provides the basis for verification of the implementation in compar-

ison with the corresponding results from [Glowinski, 1983] and [Allaire, 2002]. We compare

further our simulation results derived by application of the optimality criteria method with

our results of the implemented gradient method.

We consider the self-adjoint optimization problem

min
(θ,A∗)∈CD

J∗(θ,A∗) = min
(θ,A∗)∈CD

−
∫
Ω

u(x) dx+ l

∫
Ω

θ(x) dx,

with u solution of {
−div(A∗(x)∇u(x)) = 1 in Ω

u(x) = 0 on ∂Ω
(8.2.1)

and adjoint state p = −u on Ω = (0, 1)2 with α = 1, β = 2 and a volume constraint of 50%

of phase A, which is controlled by adaptation of the Lagrange Multiplier l as described in

§8.1.

The problem can be interpreted as a design problem seeking for the worst conducting

respectively best isolating design of the two materials α and β based on stationary heat

conduction with uniform source term.

We initialize the problem with a constant volume fraction θ = 0.5 and constant lamina-

tion direction e = (1, 0)T . The 2d simulations are performed on a triangular mesh with

quadratic Lagrange elements resulting in 12765 DOF.

Figure 8.1 shows initialization (k = 0) and status of the optimization after steps 1, 3, 5 and

50 of the optimality criteria method. The volume fraction θ is shown in the left column,

lamination direction e in the middle and state u is shown in the right column. The results

serve as a basis for the verification of the gradient method used in the following.

Figure 8.2 shows initialization (k = 0) and status of the optimization after steps 1, 20, 50

and 200 of the gradient method. θ is again shown in the left column, lamination direction

e in the middle and state u in the right column.
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8. Extensions of existing theory and methods with real-valued material parameters

k = 0

k = 1

k = 3

k = 5

k = 50

Figure 8.1.: Optimality criteria method: volume fraction θ, direction of lamination e and
optimal state solution u for iteration steps k.
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k = 0

k = 1

k = 20

k = 50

k = 200

Figure 8.2.: Gradient Method: volume fraction θ, direction of lamination e and optimal
state solution u for iteration steps k.
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8. Extensions of existing theory and methods with real-valued material parameters

As Allaire states in [Allaire, 2002], for the given self-adjoint problem the optimality criteria

method turns out to be a double minimization algorithm. For this reason, it is expected

that the optimality criteria method converges faster than the gradient method. This is

exactly what we see in the conducted simulations. The optimality criteria method yields

almost a 0-1 design after only 50 steps (cf. figure 8.1). The gradient method on the other

hand is not able to reach similarly good results after 50 iteration steps and requires 133

steps to achieve a comparably good objective function value, see figure 8.3.

Figure 8.3.: Comparison of objective functional value in optimality criteria method (50
iteration steps and extrapolation) and gradient method (200 iteration steps)

The direct comparison of both methods also shows that the optimization for the problem

proceeds differently.

After just one optimization step with the optimality criteria method, a large part of Ω

already has adopted density values of 0 and 1. In the first iteration step, the lamination

direction is aligned accordingly and does not change noticeably until step 50. After the

third iteration step the optimal 0-1-design can be clearly identified. With step 5, it can

also be seen in the objective functional in figure (8.3) that most of the optimization is

completed and afterwards only a fine tuning in transition areas of the two individual phases

is performed, which does not significantly change the objective functional value. The

solution and observed behaviour of the implemented optimality gradient method matches

the results from [Glowinski, 1983] and [Allaire, 2002] and thus serves as a starting point

for validation of the implemented gradient method.

Considering the behaviour of the gradient method in figure 8.2, one observes that not only

the optimization of the volume fraction θ develops very differently, that is a significantly

slower development of the density to a 0-1-design, but also the optimization of the lamina-

tion direction e behaves differently. Not before the 0-1 design is clearly formed in step 50,

a significant change in the lamination direction can be detected in regions of intermediate

values of θ. At first view, the plot of the maintained optimal lamination direction after

iteration step 200 differs from the one obtained by the optimality criteria method. Never-
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8.3. Optimization in subdomain

theless, one has to take into account that in regions where θ = 1 or θ = 0 the lamination

direction is completely irrelevant. In regions of interest, where the algorithm achieves a

composite material, the lamination directions of both algorithms in step 50 respectively

200 are identical.

The simulation with optimality criteria method provide the same results as those presented

in [Allaire, 2002]. Comparison of both methods verifies the implementation of the gradi-

ent method, which forms the basis for all subsequent enhancements. In the following we

concentrate on the further development and application of the gradient method, because

especially in chapter 9 the use of the gradient method is expedient.

8.3. Optimization in subdomain

To apply the described optimization methods to the problem of sensor optimization, we

have to adopt the problem formulation. The new setting has to allow for optimization

of the material in a subdomain of the given domain while we allow for various other not

changing materials, not only consisting of composite materials of phase α and β, in the

remaining part. According to our application, we further require that the adjusted objective

functional is exclusively related to the to-be-optimized-part of the domain.

We adapt the setting of the 0-1-problem formulation in §8.3.1 and deduce the corresponding

relaxed formulation in §8.3.2. On this basis, we derive the directional derivative of the

relaxed objective functional in §8.3.3.

8.3.1. Setting of the problem

Unless stated otherwise, all definitions given above and requirements (7.1.11) and (7.1.12)

on gα,β and the partial derivatives
∂gα,β
∂λ apply.

Let Ω denote a fixed domain (bounded open set in Rn) and Ω1 ⊂ Ω, Ω2 ⊂ Ω open

subdomains of Ω such that Ω1 ∪ Ω2 ∪ Γ1 = Ω, Ω1 ∩ Ω2 = ∅ and µ(Γ1) = 0 (see figure 8.4).

Figure 8.4.: Example for a domain Ω consisting of subdomains Ω1 and Ω2 and Γ1. Ω1 is
filled with material B with inclusions of material A.

We optimize the material distribution of two isotropic materials A and B with material

89



8. Extensions of existing theory and methods with real-valued material parameters

parameters 0 < α < β < +∞ in Ω1, α, β ∈ R, whilst the arrangement of regions Ω1 and

Ω2 and material C in Ω2 with material parameter γ(x) ∈ R, 0 < γ(x) < +∞ remains

unaffected. For this aim, we introduce the characteristic functions

χΩ1
(x) =

1 x ∈ Ω1

0 x ∈ Ω \ Ω1

(8.3.1)

and

χα(x) =

1 phase α in x

0 phase β in x.
(8.3.2)

for phases 0 < α < β < +∞.

Then the characteristic function χ(x)

χ(x) = χΩ1
(x)χα(x)

describes the part of Ω1 occupied by phase α.

The overall material parameter is accordingly defined as

aχ(x) = χΩ1
(x)[χα(x)α+ (1− χα(x))β] + (1− χΩ1

(x))γ(x)

where 0 < γ < +∞ is the material parameter in Ω2 not affected by the optimization. We

assume again, that the materials follow a linear material law and are perfect bonding.

The state equation in Ω is consequently given by{
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω.
(8.3.3)

Furthermore, we assume that the amount of material A in Ω1 is limited by a prescribed

volume Vα of A, 0 ≤ Vα ≤ |Ω1|, |Ω1| measure of Ω1. This volume constraint is again

included in the objective functional by introduction of the Lagrange Multiplier l. The

objective functional evaluating the distribution of materials A and B in Ω1 reads

J(χα) =

∫
Ω1

χα(x)gα(x, uχ(x)) + (1− χα(x))gβ(x, uχ(x)) dx+ l

∫
Ω1

χα(x) dx. (8.3.4)

We will derive at a later stage that a formulation of the objective functional respectively

all included functions on Ω instead of Ω1 is expedient. With g̃α and g̃β defined by

g̃α(x, u(x)) = χΩ1
(x)gα(x, u(x)) (8.3.5)

g̃β(x, u(x)) = χΩ1
(x)gβ(x, u(x)). (8.3.6)

90



8.3. Optimization in subdomain

and the definition of χ(x) we achieve a expression of the objective functional similar to

(7.1)

J(χ) =

∫
Ω

χ(x)g̃α(x, uχ(x)) + (1− χ(x))g̃β(x, uχ(x)) dx+ l

∫
Ω

χ(x) dx. (8.3.7)

The complete optimal design problem reads

Find χ̃ such that

χ̃ = arg inf
χ∈L∞(Ω;{0,1})

χ(x)=χΩ1
(x)χα(x)

J(χ).

with objective functional defined by

J(χ) =

∫
Ω

χ(x)g̃α(x, uχ(x)) + (1− χ(x))g̃β(x, uχ(x)) dx+ l

∫
Ω

χ(x) dx (8.3.8)

and uχ is the solution of the state equation{
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω.
(8.3.9)

Conditions of gα,β (7.1.11) and their partial derivatives (7.1.12) concerning measurability,

continuity a.e. and growth conditions transfer to g̃α,β and their partial derivatives, provided

that Γ1 has measure zero.

According to the argumentation in chapter 7, one cannot expect to find an optimal solution

of the described optimization problem in the set of admissible designs. For this reason, we

follow the theory of relaxation via homogenization.

8.3.2. Relaxation

We enlarge the set of admissible designs in Ω1 to the set CD of composite designs and

accordingly adopt the problem formulation. We now allow for composite materials in

region Ω1 whilst the material distribution in Ω2 remains unaffected.

The relaxed problem formulation is

min
(θ,A∗)∈CD

J∗(θ,A∗) (8.3.10)

with objective functional

J∗(θ,A∗) =

∫
Ω1

[θ(x)gα(x, u(x)) + (1− θ(x))gβ(x, u(x)))] dx+ l

∫
Ω1

θ(x) dx, (8.3.11)
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8. Extensions of existing theory and methods with real-valued material parameters

with set of generalized admissible configurations in Ω1

CD =
{

(θ,A∗) ∈ L∞(Ω1; [0, 1]×Ms
N |A∗(x) ∈ Gθ(x) a.e. in Ω1

}
(8.3.12)

and u the solution of {
−div(Ã∗(x)∇u(x)) = f(x) in Ω

u(x) = 0 on ∂Ω
, (8.3.13)

where

Ã∗(x) = χΩ1A
∗(x) + (1− χΩ1)γ(x). (8.3.14)

Again it is expedient for the derivation of the directional derivative in §8.3.3 to strive for

a formulation of the objective functional on Ω.

Therefore we define the adjusted set of composite designs

CD = {(θ̃, Ã∗) ∈ L∞(Ω; [0, 1]×Ms
N ) | Ã∗(x) ∈ Gθ̃(x) a.e. in Ω1}

with modified θ̃(x)

θ̃(x) = χΩ1θ(x). (8.3.15)

The objective functional is generalized to a formulation similar to (7.2.27) obtained in

chapter 7

J∗(θ̃, Ã∗) =

∫
Ω

θ̃(x)g̃α(x, u(x)) + (1− θ̃(x))g̃β(x, u(x)) dx+ l

∫
Ω

θ̃(x) dx, (8.3.16)

where u(x) is the unique solution of{
−div(Ã∗(x)∇u(x)) = f(x) in Ω

u(x) = 0 on ∂Ω.
(8.3.17)

The proposed relaxed problem is then

min
(θ̃,Ã∗)∈CD

J∗(θ̃, Ã∗). (8.3.18)

Since the requirements for gα and gβ and their partial derivatives are transferred directly

to g̃α and g̃β and the corresponding partial derivatives, the arguments of chapter 7 apply

to the deduced relaxed problem setting.
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8.3.3. Gâteaux differential of the relaxed objective functional

By introduction of the corresponding adjoint problem we eliminate again the dependency

of the Gâteaux differential on δu.

The adjoint problem is given by{
−div(Ã∗(x)∇p(x)) = θ̃(x)∂g̃α∂λ (x, u(x)) + (1− θ̃(x))

∂g̃β
∂λ (x, u(x)) in Ω

p(x) = 0 on ∂Ω.

(8.3.19)

Theorem 8.3.1

The relaxed cost function is Gâteaux differentiable on CD with directional derivative

δJ∗(θ̃, Ã∗) =

∫
Ω1

δθ(x) [gα(x, u(x))− gβ(x, u(x)) + l] dx−
∫
Ω1

δA∗(x)∇u(x) · ∇p(x) dx.

δθ̃ and δÃ∗ are admissible increments in CD, u solution of the state equation (8.3.17) and

p solution of the adjoint state equation (8.3.19)

Proof. Als already stated, we follow the diction in literature ( [Allaire, 2002]) and denote

the relaxed objective functional by J∗(θ,A∗) although we consider an objective functional

which is still dependent on u. This dependence of the objective functional on the state

u must be taken into account again when computing the directional derivative. We note

once again that design parameters (θ(t), A∗(t)) provide via solution of the state equation

a path u(t) of the state variable introducing the state increment δu.

On this basis we compute the directional derivative of J∗:

δJ∗(θ̃, Ã∗) =
d

dt
J∗(θ̃(t), Ã∗(t), u(t))

∣∣∣∣
0

=∫
Ω

δθ̃(x) [g̃α(x, u(x))− g̃β(x, u(x)) + l] dx

+

∫
Ω

δu(x)

[
θ̃(x)

∂g̃α
∂λ

(x, u(x)) + (1− θ̃(x))
∂g̃β
∂λ

(x, u(x))

]
dx
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By definition of θ̃ we can conclude∫
Ω

δθ̃(x) [g̃α(x, u(x)))− g̃β(x, u(x)) + l] dx =

∫
Ω1

δθ̃(x) [g̃α(x, u(x))− g̃β(x, u(x)) + l] dx

=

∫
Ω1

δθ(x) [gα(x, u(x)))− gβ(x, u(x)) + l] dx

We can now eliminate the dependence of the directional derivative on the state increment

δu.

By differentiating the state equation (8.3.17) we obtain δu as unique solution of{
−div(Ã∗(x)∇δu(x)) = div(δÃ∗(x)∇u(x)) in Ω

δu(x) = 0 on ∂Ω.
(8.3.20)

Multiplying (8.3.20) by p and integrating by parts yields∫
Ω

〈Ã∗(x)∇δu(x),∇p(x)〉dx =

∫
Ω

〈δÃ∗(x)∇u(x),∇p(x)〉dx

+

∫
∂Ω

〈Ã∗(x)∇δu(x) · ν, p(x)〉dσx

+

∫
∂Ω

〈δÃ∗(x)∇u(x) · ν, p(x)〉dσx.

Multiplying the adjoint equation (8.3.19) by δu and integrating by parts yields∫
Ω

〈Ã∗(x)∇p(x),∇δu(x)〉dx =

∫
Ω

[
θ̃(x)

∂g̃α
∂λ

(x, u(x)) + (1− θ̃(x))
∂g̃β
∂λ

(x, u(x))

]
δu(x) dx

+

∫
∂Ω

〈Ã∗(x)∇p(x) · ν, δu〉dx.

With the corresponding boundary conditions we deduce∫
Ω

δu(x)

[
˜θ(x)
∂g̃α
∂λ

(x, u(x)) + (1− θ̃)∂g̃β
∂λ

(x, u(x))

]
dx = −

∫
Ω

δÃ∗(x)∇u(x) · ∇p(x) dx.

With the definition of Ã∗ we get

−
∫
Ω

δÃ∗(x)∇u(x)·∇p(x) dx = −
∫
Ω1

δÃ∗(x)∇u(x)·∇p(x) dx = −
∫
Ω1

δA∗(x)∇u(x)·∇p(x) dx,
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which finally leads to

δJ∗(θ̃, Ã∗) =

∫
Ω1

δθ(x) [gα(x, u(x))− gβ(x, u(x)) + l] dx−
∫
Ω1

δA∗(x)∇u(x) · ∇p(x) dx.

The derived formulation of δJ∗(θ̃, Ã∗) completely matches the formulation of δJ∗(θ,A∗) in

chapter 7, except for the difference that it is confined to the region Ω1. The derivation of

optimality criteria in Ω1 and the optimality of simple laminates can therefore directly be

transferred as well as the formulation of the gradient algorithm.

8.3.4. Application

To validate the derived gradient method on a subdomain, we slightly modify the problem

formulated in §8.2 above. This procedure has the advantage that the optimal design can be

predicted by experience and thus the functionality of the algorithm can be easily validated.

We now consider the minimization problem

min
(θ,A∗)∈CD

J∗(θ,A∗) = min
(θ,A∗)∈CD

−
∫
Ω1

u(x) dx+ l

∫
Ω1

θ(x) dx,

on the subdomain Ω1 = (0.5, 1)× (0, 1) of Ω = (0, 1)2 with u solution of{
−div(A∗(x)∇u(x)) = 1 in Ω

u(x) = 0 on ∂Ω
. (8.3.21)

We choose material parameters α = 1, β = 2 and a volume constraint of 50% of phase A

in Ω1, which is again controlled by adaptation of the Lagrange Multiplier l as described in

§8.1. The material parameter in the not-to-be-optimized region Ω2 equals β = 2.

As before we initialize the problem with a constant volume fraction θ = 0.5 and constant

lamination direction (1, 0)T .

The simulation is performed on a triangular mesh with quadratic Lagrange elements re-

sulting in 12765 DOF.

Based on the optimization results in §8.2 it is expected that material A is again distributed

along the edges leaving out the corners. Nevertheless, one expects an influence of the

change of the optimization area on the resulting design especially in areas close to the

interface between Ω1 and Ω2.
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k = 0

k = 10

k = 50

k = 100

k = 200

Figure 8.5.: Gradient Method in subdomain: volume fraction θ, direction of lamination e
and optimal state solution u for iteration steps k.
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Figure 8.5 illustrates the process of the gradient method for the given problem. Starting

with constant density θ and lamination direction e for k = 0, the optimal design develops

as expected. Interpreting the design problem again in the context of the best possible

insulating design in stationary heat conduction, material A, with better isolating properties,

is distributed successively as in the corresponding problem of §8.2, namely along the edges

leaving out the corners. Just like in the optimization process from §8.2, the laminate

direction is gradually adjusted only in regions where intermediate densities are present.

Figure 8.6.: Objective functional value for gradient method on subdomain.

The fact that the optimization only takes place on the sub-domain becomes clear at the

interface between Ω1 and Ω2. Here the optimal design differs significantly from the one

from §8.2 both in density θ and lamination direction e.

Figure 8.6 confirms again that the method minimizes the objective functional on the sub-

domain Ω1.

8.4. Gradient method in 3d

To make the described method useful for applications where a three dimensional setup

cannot easily be reduced to a model in 2d and the full 3d modelling of the setup is required,

as for example in models containing dipole sources or non-symmetric experimental setups,

we extend the algorithm to 3d applications. In the course of this, we formulate the gradient

method in 3d in §8.4.1 which is still based on design parameters θ and lamination direction

e, in three dimensions determined by two rotation angles ϕ and ψ. In §8.4.2, we verify our

implementation by 3d-modification of the example of §8.2.

8.4.1. Algorithm

In three dimensions, our design parameters are the density θ and the lamination direction e

of the composite, which corresponds to two rotation angles ϕ and ψ of the rank-1 laminate
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tensor. An optimal tensor is thus given by

A∗(θ, ψ, ϕ) = R1(ψ)R2(ϕ)

λ
−
θ 0 0

0 λ+
θ 0

0 0 λ+
θ

R−1
2 (ϕ)R−1

1 (ψ)

with rotation matrices

R1(ψ) =

cos(ψ) − sin(ψ) 0

sin(ψ) cos(ψ) 0

0 0 1


and

R2(ϕ) =

 cos(ϕ) 0 sin(ϕ)

0 1 0

− sin(ϕ) 0 cos(ϕ)

 .

At this point it must be noted that in the following we use the so-called Z-Y -X Euler

angles (see [Craig, 1986] for details), where the position of a body-fixed frame B in space is

determined by the three angles ψE , θE and ϕE . Starting with the frame B which coincides

with the spatial frame with axes x, y and z, B is first rotated about z by the angle ψE

which transforms the frame to x′, y′ and z′ = z. In a next step, B is rotated about y′ by

the angle θE providing x′′, y′′ = y′ and z′′ and in a last step about x′′ by the angle ϕE ,

leading to x′′′ = x′′, y′′′ and z′′′.

In order to avoid confusion and since we need only two rotation angles to describe the

lamination direction e, we deviate from the usual notation at this point and define the two

angles describing the lamination direction by ψ = ψE and ϕ = θE .

The directional derivative δJ∗ of the objective functional J∗(θ, ψ, ϕ) with respect to an

admissible increment (δθ, δψ, δϕ) is then computed as

δJ∗(θ, ψ, ϕ) =

∫
Ω

(
∂A∗

∂ψ
(x)∇u(x) · ∇p(x)

)
δψ(x) dx

+

∫
Ω

(
∂A∗

∂ϕ
(x)∇u(x) · ∇p(x)

)
δϕ(x) dx

+

∫
Ω

Q(x)δθ dx,

with

Q(x) = gα(x, u(x))− gβ(x, u(x)) + l −
(
∂A∗

∂θ
(x)∇u(x) · ∇p(x)

)
.

The gradient method for the given minimization problem is defined accordingly.
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Gradient method:

Initialization: Initialize θ0, ψ0 and ϕ0 and compute A∗.

For simplicity choose constant θ0 and constant angles ψ0 and ϕ0.

Iteration for k ≥ 0: until convergence

1. Compute state uk and adjoint state pk as solutions of the corresponding problems

with the previous design parameters θk, ψk and ϕk.

2. Update parameters by

ψk+1 = ψk − tk
(
∂A∗

∂ψ
(θk, ψk, ϕk)∇uk · ∇pk

)
ϕk+1 = ϕk − tk

(
∂A∗

∂ϕ
(θk, ψk, ϕk)∇uk · ∇pk

)
θk+1 = max(0,min(1, θk − tkQk))

with tk a small step such that J∗(θk+1, ψk+1, ϕk+1) < J∗(θk, ψk, ϕk).

8.4.2. Application

In order to validate the derived and implemented gradient method in 3d we choose an

application that corresponds to the 2d application.

We consider again the optimization problem

min
(θ,A∗)∈CD

J∗(θ,A∗) = min
(θ,A∗)∈CD

−
∫
Ω

u(x) dx+ l

∫
Ω

θ(x) dx,

with u solution of {
−div(A∗(x)∇u(x)) = 1 in Ω

u(x) = 0 on ∂Ω
(8.4.1)

and adjoint state p = −u, now on Ω = (0, 1)3 with α = 1, β = 2 and a volume constraint

of 50% of phase A, again controlled by l as described in §8.1.

According to the application in 2d, we expect as result of the optimization routine a 0-1-

design, distributing material A along the edges of Ω leaving void the corners.

We initialize the problem with a constant volume fraction θ = 0.5 and constant lamination

direction (1, 0, 0)T . The 3d simulations are performed on a tetrahedral mesh with quadratic
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8. Extensions of existing theory and methods with real-valued material parameters

Lagrange elements resulting in 23191 DOF.

Figures 8.7 and 8.8 illustrate the optimization process after iteration steps 10, 20, 50, 100

and 200 of the described algorithm based on 3d-plots of the density θ and the solution u.

Figures 8.9 and 8.10 deepen the insight into the optimization process through 2d-extracts

of the same process after the same iteration steps. We display density θ and lamination

direction e exemplary in the xy-cut-plane of Ω for z = 0.5.
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8.4. Gradient method in 3d

k = 0

k = 10

k = 20

Figure 8.7.: Initialization (k = 0) and optimization status after k = 10 and k = 20 steps of
the gradient method in 3d. Density θ (left) and solution u (right).
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k = 50

k = 100

k = 200

Figure 8.8.: Optimization status after k = 50, k = 100 and k = 200 steps of the gradient
method in 3d. Density θ (left) and solution u (right).
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k = 0

k = 10

k = 20

Figure 8.9.: Initialization (k = 0) and optimization status after k = 10 and k = 20 steps of
the gradient method in 3d. Density θ (left) and lamination direction e (right)
in xy-cutplane at z = 0.5.
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k = 50

k = 100

k = 200

Figure 8.10.: Optimization status after k = 50, k = 100 and k = 200 steps of the gradient
method in 3d. Density θ (left) and lamination direction e (right) in xy-
cutplane at z = 0.5
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8.4. Gradient method in 3d

The pictures show that the method works as expected. After 200 iteration steps, we almost

achieve a 0-1 design with few regions of intermediate densities (see figures 8.7 and 8.8 left).

Figures 8.9 and 8.10 illustrate again that the optimization process is analogous to the 2d

case. While already from the beginning one can see a clear progress in the optimization

of the density, at the earliest from step 50 on, one can see a significant optimization of

the lamination direction. As in 2d, the lamination direction is only optimized in areas of

intermediate densities.
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9. Homogenization method with

complex-valued material parameters

Based on the explanations in §6.2 we aim at extension of the established theory of chapter

7 to the case of complex material parameters α, β ∈ C in order to make the theory suitable

for the setting of sensor optimization. We describe the adjusted problem setting in §9.1.

A procedure along the lines of the argumentation of chapter 7 would involve relaxation via

homogenization of the introduced optimization problem including characterization of the

set of composite materials. In §9.2 we state why this is not readily possible in the described

setting. Nevertheless, assuming the existence of a suitable relaxed problem formulation,

we derive the directional derivative of the objective functional in §9.3. Based on a further

adjusted problem setting introduced in §9.4 we are able to deduce a gradient method in

§9.5.

9.1. Setting of the problem

We now consider the distribution of two materials A and B with constant isotropic material

parameters α = αr + iαi and β = βr + iβi, α, β ∈ C in the given domain Ω. We further

demand αr, βr > 0 and αi, βi ≥ 0 in order to set up a physically reasonable problem.

The characteristic function

χ(x) =

1 phase A is present at point x

0 phase B is present at point x
(9.1.1)

defines the part of Ω occupied by phase A and the overall material parameter is accordingly

formulated as

aχ = αχ(x) + β(1− χ(x)). (9.1.2)

The state equation of our optimization problem models now the electric potential uχ in

the domain Ω {
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω,
(9.1.3)

where uχ is the unknown function, which is now complex-valued, f a given source term in

Ω, scalar and independent of χ, and the materials A and B are linear and perfect bonding.
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9. Homogenization method with complex-valued material parameters

Provided that the source term f belongs to H−1(Ω) we deduce that the standard weak

form of (9.1.3) admits a unique solution uχ in H1
0 (Ω) (cf. §9.1.1).

We assume again that the amount of material A is limited by a prescribed volume Vα of

A, 0 ≤ Vα ≤ |Ω|, |Ω| measure or volume of Ω.

An admissible design is therefore a function χ such that

χ ∈ L∞(Ω; {0, 1}) and

∫
Ω

χ(x) dx = Vα. (9.1.4)

We denote by Uad the set of admissible configurations:

Uad =

χ ∈ L∞(Ω; {0; 1}) such that

∫
Ω

χ(x) dx = Vα

 . (9.1.5)

The objective functional is universally formulated as

J(χ) =

∫
Ω

χ(x)gα(x, uχ(x), ūχ(x)) + (1− χ(x))gβ(x, uχ(x), ūχ(x)) dx.

In this formulation gα and gβ are not only dependent on the solution uχ of the state equa-

tion, but also on its complex conjugate ūχ. As the objective functional J(χ) is commonly

a real-valued function depending on the complex-valued u it is also implicitly dependent

on ū.

For example, the objective functional in our applications in chapter 10

J(χ) =

∫
Ω

χ(x)|uχ(x)|2 dx,

a proxy for the energy captured at a sensor made of material A, must be understood as

follows: we interpret the function gβ depending on x, uχ and additionally on ūχ with

gβ(x, u(x)) = |uχ(x)|2 = u(x)ū(x) = gβ(x, uχ(x), ūχ(x)). (9.1.6)

Then, the objective functional for the applications reads

J(χ) =

∫
Ω

χ(x)gβ(x, uχ(x), ūχ(x)) dx. (9.1.7)

Instead of enforcing the volume constraint
∫

Ω
χ(x) dx = Vα in the set of admissible designs,

we introduce a Lagrange Multiplier l ∈ R in the objective functional, as before.

The complete formulation of our optimal design problem is then stated as:
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9.1. Setting of the problem

Find χ̃ such that

χ̃ = arg inf
χ∈Uad

J(χ),

where the real-valued objective functional J is defined by

J(χ) =

∫
Ω

χ(x)gα(x, uχ(x), ūχ(x)) + (1− χ(x))gβ(x, uχ(x), ūχ(x)) dx+ l

∫
Ω

θ(x) dx

and uχ is the solution of the state equation

{
−div(aχ(x)∇uχ(x)) = f(x) in Ω

uχ(x) = 0 on ∂Ω.
(9.1.8)

9.1.1. Solution of the state equation

Solvability and uniqueness of the solution uχ ∈ H1
0 (Ω) for the standard weak form of the

state equation (9.1.8) follows again from application of Riezs representation theorem and a

less familiar version of Lax–Milgram theorem for coercive sesquilinear forms that we state

here for the sake of completeness:

Lemma 9.1.1

Let V be a Hilbert space over C and let a : V × V → C be a sesquilinear form satisfying

for all x, y ∈ V
|a(x, y)| ≤ C0‖x‖V ‖y‖V (9.1.9)

<{a(x, x)} ≥ c0‖x‖2V (9.1.10)

with real constants C0 and c0.

Then there exists a unique operator A : V → V satisfying for all x, y ∈ V

a(y, x) = (y,Ax)V . (9.1.11)

In particular A is invertible and satisfies

A ∈ L(V, V ∗), A−1 ∈ L(V ∗, V ), ‖A‖ ≤ C0 and ‖A−1‖ ≤ 1

c0
. (9.1.12)

9.1.2. Direct method of the calculus of variations

The properties of the functions gα,β and partial derivatives
∂gα,β
∂λ ensure continuity of the

relaxed objective functional and existence of the Gâteaux differential in the real-valued
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9. Homogenization method with complex-valued material parameters

parameter setting.

Careful consideration of the proof of continuity of Nemytskii operators in [Showalter, 1997],

using Lebesgue’s dominated convergence theorem, which is formulated in C in [Alt, 2012]

confirms, that the equivalent properties of gα,β , i.e. Caratheodory conditions and growth

conditions
gα,β(x, λ) is measurable in x for each fixed λ ∈ C

gα,β(x, λ) is continuous for a.e. x ∈ Ω

|gα,β(x, λ)| ≤ k(x) + C|λ|m with k ∈ L1(Ω), 1 ≤ m < 2N
N−2 .

(9.1.13)

are required in the same way for the complex-valued parameter case.

We have not yet used the implicit dependence of the functions gα,β(x, u(x)) on the com-

plex conjugate ū here. This dependency becomes relevant when considering the partial

derivatives. However, since this requires the definition of the so-called Wirtinger deriva-

tives, which is discussed in §9.3.1, we refer to §9.3.2 for the requirements for the partial

derivatives.

9.2. Towards relaxation of the problem

Based on the problems of solvability of the optimization problem stated above, we strive

for adaptation of the relaxation via homogenization method used in chapter 7 to the more

general case of complex-valued material parameters α, β ∈ C.

From a descriptive point of view, the argumentation of relaxation via homogenization runs

completely along the argumentation in the real-valued parameter setting. Naturally, one

expects that consideration of composite materials in the set of admissible designs and

a corresponding adaptation respectively relaxation of the objective functional solves the

above-mentioned problems.

In order to approach a relaxation via homogenization procedure in the context of the

complex-valued parameter setting, we recap the essential details for the success of the

optimization by homogenization process in chapter 7 and then point out the challenges

that arise in the more general case of complex material parameter input.

For isotropic materials with parameters α, β ∈ R, an explicit description of the G-closure

Gθ can be achieved based on the theory of H-convergence. This explicit characterization of

the set of composite materials enables the successful derivation of the directional deriva-

tive and necessary optimality conditions. Main ingredient of many of the proofs in the

relaxation process, among those the proofs of arithmetic and harmonic mean bounds and

the necessary optimality criteria, is the hermiteness of symmetric matrices in RN×N and

the subsequent symmetry of the bilinear form (Ax, x). Simple laminates consisting of two

isotropic materials with parameters α, β ∈ R have one eigenvalue equal to the harmonic

mean λ−θ and all other eigenvalues equal to the arithmetic mean λ+
θ . This fact finally
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9.2. Towards relaxation of the problem

provides equality in harmonic and arithmetic mean bounds for simple laminates with lami-

nation in direction of the eigenvector corresponding to λ−θ and leads to the conclusion that

finding the point-wise optimal composite material boils down to finding an optimal rank-1

laminate.

Even though some properties of the homogenized tensor of composite materials in C are

already described in literature, a closed chain of argumentation as in chapter 7 is not yet

possible.

It is obvious that in the case of complex material parameters we cannot claim hermiteness

of the tensors, rank-1 laminates are simple counterexamples. For this reason, the argu-

mentation can certainly not be completely analogous to the real-valued parameter setting.

From general considerations on Maxwell’s equations and the complex dielectric constant,

Milton claims symmetry of the tensors and positive semi-definiteness of the imaginary part

for positive real frequencies ω [Milton, 2002]. Apart from that, several bounds on the coeffi-

cients of homogenized tensors are known. The equivalent to the Wiener bounds (7.2.14) of

the real-valued parameter setting is the restriction of the diagonal elements of the complex

tensor to lens-shaped regions in the complex plane as for example described in [Milton,

1980].

However, starting point for an application along the lines of the argumentation of chapter

7 would be an explicit characterization of the set of admissible homogenized tensors, i.e.

the set of composite designs. As already seen in chapter 7, this boils down to solving the

G-closure problem, i.e. to characterize completely the set Gθ in terms of coupled bounds.

This is inextricably linked with characterization of the micro-geometries that correspond

to the optimal bounds of Gθ. L. Gibiansky states in his lecture notes [Gibiansky, 1993]

that these microstructures are most probably the best candidates for use in structural

design. Nevertheless, in general there are just few examples where the G-problem is solved

explicitly (among those the G-closure of two- and three-dimensional two-phase composites

with isotropic material parameters in R).

In [Cherkaev, 2000], A. Cherkaev points out that the G-closure problem for complex conduc-

tivity is similar to the problem of coupled bounds for two conductivities with the difference

that the initial equations are coupled. Furthermore, he states that the problem is very

similar to the problem addressed in [Cherkaev and Gibiansky, 1992] and a derivation can

most probably be made along this work.

Personal correspondence with Graeme Milton and Andrej Cherkaev (2017) confirms further

that apart from improvement of aforementioned bounds, no one has obtained an explicit

characterization of the G-closure of two isotropic phases α, β ∈ C until then - even in 2d,

and to the best of the author’s knowledge that has remained unchanged until now. G.

Milton emphasises in the correspondence that in 2d one knows at least that the optimal

geometries are those of sequential laminates, which are created by successively laminating

by adding layers of the pure phases, as these solve the deeper problem of completely

characterizing all possible matrix-valued conductivity functions, but in 3d far less is known.

Evidently, this is an extensive topic of its own and beyond the scope of this work.
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Returning to the argumentation from above, we cannot ascertain whether the essential

conclusion of optimality of simple laminates can be applied to the case of interest.

Nevertheless, we henceforth assume based on the considerations above for further appli-

cation that we can find a relaxed admissible design set CD := CDC of composite de-

signs, although an explicit characterization is unknown, and a relaxed objective functional

J∗ := J∗C(θ,A∗), which makes the relaxed problem well-posed and enables application of

the direct method of Calculus of Variations. Our adapted problem formulation reads

Find (θ̃, Ã∗) such that

(θ̃, Ã∗) = arg min
(θ,A∗)∈CD

J∗(θ,A∗). (9.2.1)

J∗(θ,A∗) =

∫
Ω

θ(x)gα(x, u(x), ū(x)) + (1− θ(x))gβ(x, u(x), ū(x)) dx+ l

∫
Ω

θ(x) dx, (9.2.2)

where u is the solution of{
−div(A∗(x)∇u(x)) = f(x) in Ω

u(x) = 0 on ∂Ω.
(9.2.3)

9.3. Gâteaux differential of the objective functional

Computation of the directional derivative is not straightforward for objective functionals,

which are not only dependent on a complex variable z but also explicitly or implicitly

dependent on its complex conjugate z̄. Objective functionals of that type occur frequently

mainly in the context of signal processing (see for example [Johnson and Dudgeon, 1993]).

In general, the derivative with respect to a complex-valued variable cannot be evaluated

directly when the function depends on the variable’s conjugate, these functions are called

non-analytic functions and are not complex differentiable ( [Rudin, 1986]). One possibility

to overcome this problem is to define the formal partial derivatives, first introduced by W.

Wirtinger in [Wirtinger, 1926] and to treat variable and complex conjugate as independent,

each considered to be constant with respect to the other. A very compact and clearly

arranged summary of the important aspects concerning differentials of real-valued functions

having complex-valued arguments can be found in [Hunger, 2020].

On the basis of the formal partial derivatives (see §9.3.1), it is possible to derive the

directional derivative of the objective functional in §9.3.2. This includes introduction of

the appropriately adapted adjoint problem in order to eliminate the dependence of the

derivative on the state increment.
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9.3.1. Formal partial derivatives

Considering a function F with F (x, y) = u(x, y) + iv(x, y) = f(z) with z = x+ iy, the total

differential is given as

dF (x, y) =
∂F

∂x
dx+

∂F

∂y
dy (9.3.1)

with the partial derivatives

∂F

∂x
=
∂u

∂x
+ i

∂v

∂x
, (9.3.2)

∂F

∂y
=
∂u

∂y
+ i

∂v

∂y
. (9.3.3)

Inserting the relations

dx =
1

2
( dz + dz̄), (9.3.4)

dy =
1

2i
( dz − dz̄). (9.3.5)

we get

dF =
1

2

(
∂F

∂x
− i

∂F

∂y

)
dz +

1

2

(
∂F

∂x
+ i

∂F

∂y

)
dz̄ (9.3.6)

By definition of the formal derivatives, also often called Wirtinger derivatives

∂F

∂z
=

1

2

(
∂F

∂x
− i

∂F

∂y

)
, (9.3.7)

∂F

∂z̄
=

1

2

(
∂F

∂x
+ i

∂F

∂y

)
(9.3.8)

we deduce

dF =
∂F

∂z
dz +

∂F

∂z̄
dz̄. (9.3.9)

Besides the validity of common real-valued differentiation rules for sum, product and com-

position of functions a very useful property of the Wirtinger derivative is

∂

∂z
z̄ =

∂

∂z̄
z = 0, (9.3.10)

which allows to treat z̄ as constant when differentiating with respect to z and vice versa.

On the basis of this formal definition, one obtains for any real-valued function f with

complex-valued argument z the differential df as

df = 2<
{
∂f(z)

∂z
dz

}
= 2<

{
∂f(z)

∂z̄
dz̄

}
. (9.3.11)
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9.3.2. Derivation of the directional derivative

Initially, the objective functional and thus the corresponding directional derivative is, be-

sides the dependence on the increments of the design variables δθ and δA∗, still dependent

on the state increment δu and δū. By introduction of the corresponding adjoint problem,

we are able to eliminate this dependency of the directional derivative on δu respectively

δū.

This result can be achieved by using the formal Lagrange technique, as is usual done

in optimal control of partial differential equations ( [Tröltzsch, 2009]). The necessary

optimality conditions are then derived by formally equating to zero the derivatives with

respect to the optimization variables of the appropriately formulated Lagrangian in the

complex case, see for example [Agrawal and Hoppe, 2017], [von Winckel et al., 2009] or

[von Winckel and Borz̀ı, 2008] for Lagrange functions with complex-valued state variables.

Nevertheless, by proper definition of the adjoint problem and application of the Wirtinger

calculus, determination of the Gâteaux differential of the objective functional follows the

argumentation of [Allaire, 2002] in the real-valued parameter setting.

The adjoint problem is given by{
−div(A∗H(x)∇p(x)) = θ(x)∂gα∂ū (x, u, ū) + (1− θ(x))

∂gβ
∂ū (x, u, ū) in Ω

p(x) = 0 on ∂Ω,
(9.3.12)

where the derivatives ∂gα
∂ū (x, u, ū) and

∂gβ
∂ū (x, u, ū) must be understood as derivatives in the

sense of Wirtinger calculus, we differentiate with respect to the complex conjugate of u,

treating u as constant.

We require
∂gα,β
∂ū (x, u, ū) is measurable in x for each fixed u, ū ∈ C

∂gα,β
∂ū (x, u, ū) is continuous in u, ū for each fixed x ∈ Ω

|∂gα,β∂ū (x, ū)| ≤ k′(x) + C ′|ū|m−1 for 1 ≤ m < 2N
N−2 with k′(x) ∈ Lq(Ω), q > 2N

N−2 ,

(9.3.13)

which again ensures differentiability of the objective functional and that the source term

of the adjoint equation (9.3.12) is in H−1(Ω).
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Theorem 9.3.1

The objective functional J∗(θ,A∗) is Gâteaux differentiable on the space of admissible com-

posite designs with directional derivative

δJ∗(θ,A∗) =

∫
Ω

δθ(x)(gα(x, u(x), ū(x)) + l − gβ(x, u(x), ū(x))) dx

− 2<


∫
Ω

〈δA∗(x)∇u(x),∇p(x)〉dx

 .

δθ and δA∗ are admissible increments in CD, u solution of the state equation (9.2.3) and

p is solution of the adjoint state equation (9.3.12).

Proof. We consider again the objective functional J∗(θ,A∗), which is formally still depen-

dent on the state u and the complex conjugate of the state ū.

δJ∗(θ,A∗) =
d

dt
J∗(θ(t), A∗(t), u(t), ū(t))

∣∣∣∣
0

=

=
d

dt

∫
Ω

θ(t)gα(x, u(t), ū(t)) + (1− θ(t))gβ(x, u(t), ū(t)) dx+ l

∫
Ω

θ(t) dx

 ∣∣∣∣∣
0

Applying Wirtinger calculus, we consequently receive

δJ∗(θ,A∗) =

∫
Ω

δθ(x)

(
gα(x, u(x), ū(x))− gβ(x, u(x), ū(x)) + l

)
dx+

+ 2<


∫
Ω

(
θ(x)

∂gα
∂ū

(x, u(x), ū(x)) + (1− θ(x))
∂gβ
∂ū

(x, u(x), ū(x))

)
δū(x) dx

 ,

where the derivatives ∂gα
∂ū (x, u, ū) and

∂gβ
∂ū (x, u, ū) must be understood as formal Wirtinger

derivatives.

It remains to show

2<


∫
Ω

(
θ(x)

∂gα
∂ū

(x, u(x), ū(x)) + (1− θ(x))
∂gβ
∂ū

(x, u(x), ū(x))

)
δū(x) dx


= −2<


∫
Ω

〈δA∗H(x)∇u(x),∇p(x)〉dx

 ,

to eliminate the state increment in the directional derivative.
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Differentiating the state equation, we obtain δu as unique solution of{
−div(A∗(x)∇δu(x)) = div(δA∗(x)∇u(x)) in Ω

δu(x) = 0 on ∂Ω.
(9.3.14)

Multiplying equations (9.3.14) by p and integrating by parts, we get for the left hand side

−
∫
Ω

〈div(A∗(x)∇δu(x)), p(x)〉dx =

∫
Ω

〈A∗(x)∇δu(x),∇p(x)〉dx−
∫
∂Ω

〈A∗(x)∇δu(x)·ν, p(x)〉dσx

and for the right hand side∫
Ω

〈div(δA∗(x)∇u(x)), p(x)〉dx = −
∫
Ω

〈δA∗(x)∇u(x),∇p(x)〉dx+

∫
∂Ω

〈δA∗(x)∇u(x)·ν , p(x)〉dσx

Combination of both leads to∫
Ω

〈A∗(x)∇δu(x),∇p(x)〉dx =−
∫
Ω

〈δA∗(x)∇u(x),∇p(x)〉dx

+

∫
∂Ω

〈δA∗(x)∇u(x) · ν, p(x)〉dσx +

∫
∂Ω

〈A∗(x)∇δu(x) · ν, p(x)〉dσx.

(9.3.15)

Multiplying the adjoint equation (9.3.12) by δu and integrating by parts leads to∫
Ω

〈A∗H(x)∇p(x),∇δu(x)〉dx =

∫
Ω

〈θ(x)
∂gα
∂ū

(x, u(x), ū(x)) + (1− θ(x))
∂gβ
∂ū

(x, u(x), ū(x)), δu(x)〉dx

−
∫
∂Ω

〈A∗H(x)∇p(x),∇δu(x)〉dσx.

(9.3.16)

Considering∫
Ω

〈A∗H(x)∇p(x),∇δu(x)〉 dx =

∫
Ω

〈∇p(x), A∗(x)∇δu(x)〉dx =

∫
Ω

〈A∗(x)∇δu(x),∇p(x)〉dx,
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combination of (9.3.15) and (9.3.16) leads to∫
Ω

〈θ(x)
∂gα
∂ū

(x, u(x), ū(x)) + (1− θ(x))
∂gβ
∂ū

(x, u(x), ū(x)), δu(x)〉dx

=

∫
∂Ω

〈A∗H(x)∇p(x),∇δu(x)〉dσx −
∫
Ω

〈δA∗(x)∇u(x),∇p(x)〉dx

+

∫
∂Ω

〈δA∗(x)∇u(x) · ν, p(x)〉dσx +

∫
∂Ω

〈A∗(x)∇δu(x) · ν, p(x)〉dσx

(9.3.17)

and with consideration of boundary conditions this shows∫
Ω

〈θ(x)
∂gα
∂ū

(x, u(x), ū(x))+(1− θ(x))
∂gβ
∂ū

(x, u(x), ū(x)), δu(x)〉dx

= −
∫
Ω

〈δA∗(x)∇u(x),∇p(x)〉dx

leading to to

2<


∫
Ω

〈θ(x)
∂gα
∂ū

(x, u(x), ū(x)) + (1− θ(x))
∂gβ
∂ū

(x, u(x), ū(x)), δu(x)〉dx


= −2<


∫
Ω

〈δA∗(x)∇u(x),∇p(x)〉dx

 ,

which completes the proof.

9.4. Adjusted problem setting: Restriction to simple

laminates

We computed the directional derivative of the relaxed objective functional assuming exis-

tence of a relaxed admissible design set and relaxed problem formulation, which transfers

the problem of interest into a well-posed relaxed problem setting. Without any further

information or assumption on the set CDC, an argumentation along the lines of the real-

valued case such as for example derivation of necessary optimality criteria is not possible.

As already stated in §9.2, the explicit characterization of the G-closure, i.e. the set of

composite designs CDC, is still an unsolved problem. However, for real-valued material

parameter input, the structure of this set directly contributes to the proof of the optimal-

ity of simple laminates, which forms the basis for further application of the theory. For

material parameter input in C, a conclusion along the argumentation of §7.4 is not possible
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9. Homogenization method with complex-valued material parameters

at this point.

Nevertheless, Graeme Milton pointed out in personal correspondence that at least in 2d

one knows that the optimal geometries, i.e. the composite materials with effective tensors

on the boundary of Gθ, are those of sequential laminates. In §7.2.2 we stated that also for

real-valued material parameters Allaire derives Gθ and the optimality of simple laminates

from the sequential laminates as optimal microstructures. This parallel at least gives the

hint and starting point to consider simple laminates as the materials of interest even in the

complex-valued material parameter case.

Assuming that corresponding results as for the real-valued parameter setting, where a

rigorous mathematical derivation is possible, also apply to the complex-valued parameter

setting we restrict the design set to simple rank-1 laminates.

A rank-1 laminate consisting of two isotropic materials with material parameters α, β ∈ C
in proportion θ and 1−θ with lamination direction e = (1, 0)T respectively e = (1, 0, 0)T is

described by eigenvalues equal to the harmonic and arithmetic mean (see [Milton, 2002]):

A∗2d =

(
λ−θ 0

0 λ+
θ

)
, A∗3d =

λ
−
θ 0 0

0 λ+
θ 0

0 0 λ+
θ



with λ−θ =

(
θ

α
+

1− θ
β

)−1

and λ+
θ = θα+ (1− θ)β.

Simple laminates with lamination direction e are accordingly described by rotation angle

ϕ and density θ respectively rotation angles ϕ, ψ and density θ in three dimensions.

Restriction of the design set to simple laminates and formulation of the derived directional

derivative with regard to the admissible increments δθ and δϕ respectively δθ, δϕ and δψ

in three dimensions forms then the basis for application of a gradient method.

Although no rigorous mathematical justification of the restriction of the design set to simple

laminates in the framework of relaxation via homogenization can be provided so far, it will

turn out that this approach seems to yield very useful results – at least for the applications

of interest.

9.5. Gradient method

We present the gradient method for the two-dimensional case in order to point out the

differences of the gradient method with complex material parameters α and β ∈ C in com-

parison to the method of §7.6. A formulation in three dimensions with the corresponding

rotation matrices R1(ψ) and R2(ϕ) as described in §8.4 then works analogously.

Based on the class of homogenized tensors

A∗(θ, ϕ) = R(ϕ)

(
λ−θ 0

0 λ+
θ

)
R−1(ϕ) (9.5.1)
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9.5. Gradient method

with rotation matrix

R(ϕ) =

(
cos(ϕ) − sin(ϕ)

sin(ϕ cos(ϕ)

)
, (9.5.2)

the gradient of the objective functional J∗(θ, ϕ) with respect to an admissible increment

(δθ, δϕ) is given by

δJ∗(θ, ϕ) =− 2<


∫
Ω

δϕ(x)

〈
∂A∗

∂ϕ
(θ(x), ϕ(x))∇u(x),∇p(x)

〉
dx

 (9.5.3)

− 2<


∫
Ω

δθ(x)

〈
∂A∗

∂θ
(θ(x), ϕ(x))∇u(x),∇p(x)

〉
dx

 (9.5.4)

+

∫
Ω

δθ(x)(gα(x, u(x), ū(x)) + l − gβ)(x, u(x), ū(x)) dx. (9.5.5)

A gradient method for the given minimization problem is then given by

Gradient method:

Initialization: Initialize θ0 and ϕ0 and compute A∗. For simplicity, choose constant θ0

and constant angle ϕ0.

Iteration for k ≥ 0: until convergence

1. Compute state uk and adjoint state pk as solutions of the corresponding problems

with the previous design parameters θk and ϕk.

2. Update parameters by

ϕk+1(x) = ϕk(x) + tk · 2<
{〈

∂A∗

∂ϕ
(θk(x), ϕk(x))∇uk(x),∇pk(x)

〉}
θk+1(x) = max(0,min(1, θk(x)− tkQk(x)))

with tk a small step such that J∗(θk+1, ϕk+1) < J∗(θk, ϕk) and

Qk(x) =(gα(x, u(x), ū(x)) + l − gβ(x, u(x), ū(x)))

− 2<
{〈

∂A∗

∂θ
(θk(x), ϕk(x))∇u(x),∇p(x)

〉}
.

Derivation of the gradient method in a subdomain Ω1 is analogous to the real-valued

parameter case in §8.3.
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All application examples presented in the following are based on corresponding extensions

of the implementation described in chapter 8. Details of the structure of the code and

further remarks are summarized in §8.1.

We first examine the functionality of the method for complex material parameters in two

simple examples for 2d and 3d application in §10.1 and §10.2. After that, we approach the

application for sensor optimization further by studying the influences of different parame-

ters on the optimization in §10.3.

The parameter describing the material properties derived in §6.2 represents for frequencies

ω 6= 0 a joint parameter of electric permittivity and conductivity. In this description,

the influence of bound and free charge carriers can no longer be distinguished. Hence,

we proceed phenomenologically and distinguish in the following two materials in terms

of their ability to absorb the electric field, which is reflected in different imaginary parts

of the material parameter. This approach is based on the assumption that the sensor

made of material A has significantly stronger capability for absorption compared to the

surrounding material B and allows qualitative studies on the influences of the before-

mentioned parameters on the optimization.

In all following applications, we consider the optimization problem searching for the design

maximizing the energy measured at a sensor built of material A. The following choice of

objective functional serves as a proxy for the energy:

min
(θ,A∗)∈CD

J∗(θ,A∗) = min
(θ,A∗)∈CD

−
∫
Ω1

θ(x)(u(x)ū(x)) dx+ l

∫
Ω1

θ(x) dx

on a subdomain Ω1 with u solution of{
−div(A∗(x)∇u(x)) = F in Ω

u(x) = 0 on ∂Ω.

Unless otherwise stated, we choose material parameters α = 1+2i, β = 1+1i and a volume

constraint of 50%, the material parameter in Ω2 equals β = 1 + 1i .

The geometric setting, source term and any special features are specified in each section

separately. In each case, the optimization area Ω1 is displayed in blue, Ω2 in grey and the

location of the source in red.
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Since we limit ourselves to qualitative comparisons, no units are given below.

When we refer to an “optimal design” in the following, we always refer to the improved

design after the application of the optimization routine. As already mentioned, the method

provides an improvement of the objective functional value, but it is not guaranteed that

the result also corresponds to a global optimum of the optimization problem.

10.1. Point source application in 2d

The problem definition for the application problem with point source in 2d is already based

on the idea of sensor optimization. For a given point source with strength of 1 in the point

(0.4, 0.25)T in Ω, we want to place a sensor made material A in the given subdomain Ω1

in a way, that we capture the maximum energy in the sensor. Figure 10.1 specifies the

geometrical arrangement.

Figure 10.1.: Domain Ω consisting of Ω1 = (0.5, 1)× (0, 1) (blue) and Ω2 = (0, 0.5)× (0, 1)
(grey) with point (0.4, 0.25)T (red).

Simulations are performed on a triangular mesh with quadratic Lagrange Elements result-

ing in 3289 DOF. We initialize with constant density θ = 0.5 and constant lamination

direction e = (1, 0)T in Ω1. Figure 10.2 describes the progress of the gradient method for

the described optimization problem.

As a result of the optimization it is expected that the sensor will form as close as possible

to the source and that the position of the source will influence the optimal design.
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10.1. Point source application in 2d

k = 0

k = 10

k = 50

k = 100

k = 200

Figure 10.2.: Gradient Method for complex-valued parameter setting: volume fraction θ
(left), lamination direction e respectively rotation angle ϕ (middle) and inte-
grand of objective functional value θ(x, y)(u(x, y)ū(x, y)) (right) for iteration
steps k = 0, k = 10, k = 50, k = 100 and k = 200.
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To check the functionality of the gradient method for complex-valued material parameters,

the first 200 optimization steps were conducted analogous to the test cases for the real-

valued parameters. In the course of these 200 steps, a clear formation of a 0-1 design

is observed in the density plots (see figure 10.2 left), which, however, in this case is not

yet finished at step 200. Considering the lamination direction shown as white arrows in

the plots in the middle of Figure 10.2, no major development can be seen in these 200

steps. In addition to the arrow plot, we therefore included the rotation angle in the plots

as surface plot. It can be seen that the change of the rotation angle in displayed steps

starting with 0 degrees for k = 0 extends only over a range from −2.15◦ to 7.73◦. In the

right column of Figure 10.2, the development of the integrand of the objective functional

value θ(x, y)(u(x, y)ū(x, y)) throughout the 200 optimization steps is displayed. You can

see that at the beginning of the optimization the objective functional changes significantly,

whereas the improvement of the objective functional in the last 100 steps is not clearly

visible. This behaviour is also apparent in the objective functional value plot (see figure

10.3). Significant improvement of the objective functional takes place within the first 100

steps.

Figure 10.3.: Objective functional for point source application in 2d.

Despite the fact that only 200 steps have been performed, the implemented method shows

the correct mode of operation of the algorithm in the complex-valued material parameter

setting. As expected, the material in which the energy is measured, is positioned in a

semicircle closest possible to the source and the choice of position of the point source is

reflected in the optimization.

Especially in the two left columns of figure 10.2, a clear influence of the zero boundary

condition on the optimization can be seen. This is an aspect of optimization that needs to

be examined in more detail, at this point we refer to §10.3.3.

On the basis of the presented functional test in 2d, we conduct further plausibility tests in

3d.
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10.2. Dipole application in 3d

10.2. Dipole application in 3d

In Part I of this work we address in particular the highly directional nature of the described

EME source. In order to approach an application of the optimization method for sensor

optimization in this context, we consider point dipole sources in a 3d geometry. To inves-

tigate the effect of the directed source on the optimization, we consider two different cases.

These differ only in the direction of the dipole moments of the sources, which is expected

to have a significant influence on the behaviour of the optimization method.

We consider the optimization problem searching for the design maximising the energy

measured at a sensor built of material A. The source term F is described by an electrostatic

point dipole in the point p = (0.25, 0.5, 0.5)T . Figure 10.4 displays the geometry. We

consider two cases for the direction of the electric dipole moment: np = (0, 1, 0)T and

np = (1, 1, 1)T , the magnitude of the electric dipole moment is in both cases 1000.

Figure 10.4.: Domain Ω consisting of Ω1 = (0.5, 1)×(0, 1)×(0, 1) (blue) and Ω2 = (0, 0.5)×
(0, 1)× (0, 1) (grey) with Point (0.25, 0.5, 0.5)T (red).

Simulations are performed on a triangular mesh with quadratic Lagrange Elements result-

ing in 31044 DOF. When using a dipole source, the mesh in the vicinity of the source must

be generated accordingly fine, which explains the higher number of degrees of freedom in

comparison to the mesh applied in §8.4.2. We initialize with constant density θ = 0.5 and

constant lamination direction e = (1, 0, 0)T in Ω1.

Especially in the comparison of the two considered optimization scenarios, one expects to

see the influence of the directed source on the optimization. For the source with dipole

moment np = (0, 1, 0)T an optimal design symmetrical to the xz-cut-plane for y = 0.5

is expected. Accordingly we expect an asymmetrical design that reflects the directional

character of the source for the optimization with dipole moment np = (1, 1, 1)T .

We first consider the case for np = (0, 1, 0)T . A total of eight steps of the algorithm are
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performed until no further improvement of the objective functional can be achieved by the

implemented method. After step 8, no step size tk can be found for which an improvement

respecting the volume restriction is achieved. This can have several reasons. In the best

possible case, the approximate global optimum is found by the achieved design, which is

most likely the case here, as the obtained design looks exactly as theoretically expected.

However, it is also possible that only a local minimum was found and the algorithm is stuck

in this minimum. In any case, the optimization procedure has led to an improvement of

the objective functional and furthermore, what is not to be expected, a nearly 0-1 design

was created in only eight steps of the algorithm.

Figure 10.5 displays initialization of the method (k = 0, first row) and solution of the

optimization routine for k = 8 (second row). As before, we show the density plots in the

left column using plots in corresponding cut-planes. For a clearer presentation, we switch

to isosurface-plots for the integrand of the objective functional, where points with the same

distinct values of θ(x, y, z)u(x, y, z)ū(x, y, z) are combined to surfaces.

k = 0

k = 8

Figure 10.5.: Initialization (k = 0) and solution (k = 8) of the gradient method for np =
(0, 1, 0)T : θ(x, y, z) (left) and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).

The plots in the left column show that after step 8, a 0-1 design has been created. The

plots in the right column confirm that the objective functional increases significantly. As

one would expect from symmetry of the dipole source, a symmetrical design emerges.
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10.2. Dipole application in 3d

Figure 10.6 shows the corresponding values for k = 8 in different cut planes for x = 0.75,

y = 0.5 and z = 0.5. You can clearly see the symmetry of the optimal design and also that

there are only few areas of intermediate densities. Especially in these 2d plots, artefacts

from the used mesh become apparent. We use a mesh for which several hundred steps

of the optimization routine can be performed without excessive computational cost. For

a further optimization it would be conceivable to use the achieved solution as a starting

point for a further run of the optimization on finer mesh.

We now consider the case for np = (1, 1, 1)T , where we expect a significant change in the

optimal design compared to the first considered case due to the changed direction of the

electric dipole moment. Also, in this case, the algorithm needs (with a total of 9 steps)

comparatively few steps to generate an approximate 0-1-design (see figure 10.7). The

asymmetrical character of the resulting design is clearly visible in the slice plots in figure

10.8. The clear development of this asymmetric design, which follows the dipole properties,

confirms that the algorithm also works correctly in the 3d case as this again resembles the

theoretically expected design.

k = 0

k = 9

Figure 10.7.: Initialization (k = 0) and solution (k = 9) of the gradient method for np =
(1, 1, 1)T : θ(x, y, z) (left) and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).

It is noticeable that, in comparison to the previous applications, only a few steps are

conducted to generate the optimal design. This is most probably due to the applied source
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x = 0.75

y = 0.5

z = 0.5

Figure 10.6.: Solution of the gradient method for np = (0, 1, 0)T in cut planes x = 0.75,
y = 0.5 and z = 0.5: θ(x, y, z) (left) and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).
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x = 0.75

y = 0.5

z = 0.5

Figure 10.8.: Solution of the gradient method for np = (1, 1, 1)T in cut planes x = 0.75,
y = 0.5 and z = 0.5: θ(x, y, z) (left) and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).
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strength, §10.3.1 examines this influence in detail.

10.3. Investigation of the influence of selected parameters

on the optimization

In the following we study the influences of different parameters on the optimization. In

addition to the investigation of the the influence of the source strength on the optimization

process in §10.3.1 and the functionality of the method for areas with obstacles in §10.3.2,

we consider questions that arise in direct connection with the experimental setup described

in Part I of this work. In particular, we investigate whether and how a grounded obstacle

in close vicinity to the source influences the optimal sensor shape and position (see §10.3.2)

and the impact of boundary conditions on the optimal sensor design (§10.3.3).

10.3.1. Influence of source strength

Within the scope of the simulations it was noticed that depending on the source strength,

the optimization comes to a result after a significantly different number of iteration steps.

The following example illustrates this very clearly. For the displayed geometry in figure

10.9 we consider three scenarios with point sources of different strength 1, 1000 respectively

1000000. For the direct comparison all simulations were conducted with the same triangular

mesh resulting in 3281 DOF.

Figure 10.9.: Geometric arrangement for optimization with different source strength.
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Figure 10.10.: Optimization with point source. Result of optimization with point source of
1 after 200 iteration steps (left), point source of 1000 after 29 iteration steps
(middle) and point source of 1000000 after 7 iteration steps (right)

Figure 10.10 displays the result of the optimization. For the first simulation with source

strength 1 (simulation A) the optimization process is terminated after 200 steps. A design

with only a few areas of intermediate densities has emerged. The second simulation with

point source of 1000 (simulation B) only needs 29 iteration steps to create a final 0-1 design,

for simulation with point source of 1000000 (simulation C) 7 iteration steps are conducted.

After that, no further improvement of the objective functional can be achieved by the

implemented method.

Although the derived optimal design for simulations A and B look much smoother, while

simulation C shows noticeable mesh artefacts, it can be seen clearly in all simulations

what the optimal design should look like, namely a semicircle that forms near the source.

Simulation C needs comparatively few iteration steps, but to achieve a similarly smooth

result as in Simulation A or B it is expected that a much finer mesh is required, which in

turn results in increased computational effort.

The example shows impressively that a simulation with extreme scenarios can be helpful

for deduction of a first idea regarding the optimal design. The procedure is suitable here

because an influence of boundary conditions on the optimization result can be excluded

by the position of the source and by the imposed volume restriction of phase A. In this

way, an approach with optimization in an extreme scenario, i.e. for example with high

source strength, can be used as starting point for an optimization in the actual scenario.

An application for optimization of 3d structures would be conceivable, where such an

approach can drastically reduce the computation time, always provided that previously

mentioned influences can be excluded.

10.3.2. Influence of obstacles

In the following, we investigate the influence of an obstacle in the optimization area on

the optimization result, the geometry is displayed in figure 10.11. The source term F is

described by an electric potential of 1 in p = (0.4, 0.25)T .

The investigation of the influence of obstacles on the optimization is interesting for two

reasons. On the one hand, we are interested in whether the method produces useful results

even in more complicated geometric initial situations. On the other hand, based on the
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experimental setup described in Part I of the work, we are interested in whether grounded

components in the vicinity of source and sensor (such as for example the AE sensor in the

experiments) have an influence on the optimal sensor design.

Consequently we consider two cases:

• For obstacles of material B we compare the result of the optimization for different

volume fractions of 25%, 10% and 5% of material A.

• We investigate the influence of a grounded obstacle on the optimization with volume

fraction of 25% of phase A.

Figure 10.11.: Geometric arrangement for optimization with obstacle. Point source applied
in (0.4, 0.25)T (red), subdomain Ω1 for optimization in blue.

Simulations are performed on a triangular mesh with quadratic Lagrange Elements result-

ing in 3312 DOF. We initialize with constant lamination direction e = (1, 0)T in Ω1 and

and constant volume fraction corresponding to the values specified in the following.

Obstacles of material B

The special form of the optimization domain Ω1 with an obstacle of material B prevents

the optimal sensor from forming where it would form according to the example in §10.1.

The application examines whether the method also achieves a meaningful result for more

complicated initial situations.

We perform 200 steps of the gradient method each for the specification of 25%, 10% and

5% of material A. Figure 10.12 displays the result of the optimization routine.
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(volume fraction of phase α) = 0.25

(volume fraction of phase α) = 0.1

(volume fraction of phase α) = 0.05

Figure 10.12.: Optimization with point source and obstacle with different volume fraction:
θ(x, y, z) (left) and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).

The simulations confirm once again that the method works and the optimal design is

formed as expected. The sensor is established around the obstacle. After 200 steps almost

a 0-1-design has been created with few areas of intermediate densities for all investigated

cases. There are clear differences in the optimal design depending on the volume fraction

of material A, the less material is provided, the smaller the sensor is designed which is seen
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from comparison of the density plots in figure 10.12 left.

Grounded obstacle

In the following we investigate the influence of a grounded obstacle near the source on the

optimization. Therefore, all boundaries of the obstacle are grounded (see figure 10.13).

Figure 10.13.: Arrangement for optimization: grounded boundaries of the obstacle in or-
ange.

We examine the setting with two different source strengths, namely with source strength of

1 and 1000. Figures 10.14 and 10.15 show the result of the optimization for source strength

1 and 1000 after 200 iteration steps of the optimization for a volume fraction of 25% of

phase A.

Figure 10.14.: Optimization with point source of 1 and grounded obstacle: θ(x, y, z) (left)
and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).
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Figure 10.15.: Optimization with point source of 1000 and grounded obstacle: θ(x, y, z)
(left) and θ(x, y, z)u(x, y, z)ū(x, y, z) (right).

First of all, it is noticeable that the optimization is for source strength 1 progresses con-

siderably slower than in the cases considered so far. After 200 iteration steps, there are

still only areas of intermediate densities visible in Ω1. Nevertheless, it is felt that the op-

timal design to be striven for can already be guessed, for better representation isolines for

θ = 0.28, 0.36 and 0.44 are included in the plot (see figure 10.14). From this figure it would

be concluded that the sensor forms as a semicircle above the grounded obstacle.

In comparison with the clearly developed optimal sensor design in the optimization with

source strength 1000, it becomes clear that this first assumption is not entirely correct

in case of doubt. In this second simulation, in addition to the described large sensor

component, a small component is also formed below the grounded obstacle (see figure

10.15). There are two possible explanations for this difference in the deduced results: one

possibility is that the formation of the second sensor part is not yet visible after 200 steps

in the simulation with source strength 1. But it is also possible that the changed source

strength in combination with the boundary conditions actually changes the optimization

scenario in such a way that the optimal design looks different. This emphasizes that the

correct interaction between geometric setting, source strength and boundary conditions

must be ensured in order to describe an optimization problem that reflects reality. In

§10.3.3 we therefore examine the influence of boundary conditions on the optimization in

more detail.

In both simulations it is clear that by enclosing the grounded obstacle in the problem,

the complete setting changes and the sensor is created in a completely different position

compared to the simulations with non-grounded obstacles of material B. This confirms,

that grounded components in too close proximity to source and sensor have significant

influence on the setting and the optimal position of the sensor.
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10.3.3. Influence of boundary condition

In the last application, we are interested in the influence of the boundary conditions on

the optimization process. More specifically, we investigate the influence and interaction of

source position and zero boundary condition in the optimization process. In this context,

we also examine the possibility of coupling the optimization routine with the use of infinite

element domains in surrounding domains that are not subject of optimization (see §4.2

for details on infinite element domains). This coupling enables reduction of the model to

essential components in order to increase model efficiency.

An application for the previously used square geometry is possible but requires further

adjustments, especially the corners of the geometry can cause numerical problems for the

infinite element domain, consequently we adapt the geometry accordingly.

To cause influence of the boundary condition on the optimization intentionally we use the

corresponding setting from §10.3.1 with strong point source of 1000000. In addition to

different geometric settings, in the following referred to as setting A-D, we investigate the

difference between different parameters for material B, i.e. β = 1 and β = 1 + 1i, the

material parameter of A remains α = 1 + 2i.

Figure 10.16.: Geometries A (left) and B (right).

Figure 10.17.: Geometries C (left) and D (right).
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Figures 10.16 and 10.17 display the geometries of the conducted simulations A-D.

The simulation with geometry A (see figure 10.16 left), in which the source is located close

to the boundary in order to generate influence of the boundary condition on the sensor

design, is the starting point for comparison. Altogether, we consider four different geometric

arrangements, in which the same amount of sensor material is available, corresponding to

a volume fraction of 50% in simulation A.

In the simulations with geometry B, in which the radius of the circle geometry is doubled

and the optimization area Ω1 increased accordingly, we expect the sensor (of the same vol-

ume as in Simulation A) to be designed according to the example from §10.3.1 as semicircle

without influence of the boundary conditions.

In order to examine the coupling of the optimization with infinite element domains, the

geometry must be adjusted further. Following COMSOL R© in [Com, 2015b], when using the

infinite element domain, there should be no change of material parameters at the boundary

adjoining the infinite element domain. For this reason, we introduce a material buffer zone

in which no optimization takes place.

In simulation C, see figure 10.17 left, we therefore consider the same source–boundary

configuration as in simulation B, whereas in this application we only allow optimization in

the inner semicircle according to simulation A.

Finally, in Simulation D we investigate the compatibility of the infinite element domain

with the optimization routine. For this purpose the infinite element domain is assigned in

an additional outer ring (indicated by the red shading in figure 10.17, right). The geometry

in the inner circle, i.e. radius of the circle and position of the source, corresponds to the

geometry in the inner circle of geometry C.

For all simulations we apply a triangular mesh, resulting in about 2900 to 3100 degrees of

freedom depending on the geometry.

It has to be noted that – in order to make the presentation of the optimization results

clearer – we use differently scaled illustrations in the following.

137



10. Application

Simulation A

Simulation B

Figure 10.18.: Scenarios A and B for optimization. Geometry (left), Optimization result
with α = 1 + 2i, β = 1 (middle) and Optimization result for α = 1 + 2i,
β = 1 + 1i (right).

The results from simulations A and B show exactly the expected behaviour. For simulation

A, where the source is located so close to the edge that the influence of the zero boundary

condition is enforced, one can see that the shape of the sensor is influenced (see figure

10.18, simulation A). If, using the same volume of phase A, the source is correspondingly

far located from the edge, the sensor forms a semicircle as expected (simulation B). It

can be seen in both simulations, although much better in simulation A, that the choice

of the material parameter of material B clearly influences the result of the optimization.

Obviously, the choice of a material with no absorbing properties, i.e. βi = 0, influences

the optimization in that a distinct buffer zone of material B is built in between sensor and

boundary in contrast to the simulation with material parameter β = 1 + 1i.
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Simulation C

Simulation D

Figure 10.19.: Scenarios C and D for optimization. Geometry (left), Optimization result
with α = 1 + 2i, β = 1 (middle) and Optimization result for α = 1 + 2i,
β = 1 + 1i (right).

Intuitively, one initially expects that the optimization in setting C results in a sensor design

that corresponds to a truncated sensor geometry from simulation B. However, since the

solution of the adjoint problem, which in turn depends on the objective functional defined

only on Ω1, also has an influence on the optimization, the optimal design reflects this input

(see figure 10.19). There are also again slight differences in the optimal design depending

on the choice of the parameter β.

Comparing both simulations C and D, the extension using infinite element domains is

obviously successful. Figure 10.20 additionally highlights the regions, in which the derived

optimal designs of simulation C and D differ. For both choices of material parameters

β = 1 and β = 1 + 1i, the sensors for simulation C and D essentially correspond except for

the edge of the boundary between both phases where mesh artefacts are visible.
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Figure 10.20.: Comparison of optimal design in Simulation C and D: |θC(x) − θD(x)| for
α = 1 + 2i, β = 1 (left) and α = 1 + 2i, β = 1 + 1i (right).

The results demonstrate that it can be purposeful to couple the optimization method with

infinite element domains in order to restrict the model to those parts of the geometry that

contain the necessary details. Such a procedure can significantly reduce the complexity of

the model and thus the computational effort.
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The question of optimal shape and position of the EME sensor in the conducted experi-

ments and further questions directly related to the sensor design were the motivation for

the second part of the work. A formulation of the optimal design problem as a two-phase

optimization problem showed that an extension of the well-known theory of shape opti-

mization via homogenization to complex-valued parameter input is required. Despite the

described difficulties to establish a closed chain of argumentation like in the real-valued pa-

rameter setting, we were able to formulate an algorithm that generates an improved design

on the basis of simple rank-1 laminates as materials of interest. The application examples

in chapter 10 show clearly that this derived optimization method for the complex-valued

parameter setting works. Besides functionality tests, we addressed several questions related

to the sensor design in the described experimental setup. Among these, we investigated

the influence of grounded components such as AE sensors on the result of the optimization

and the possibility of combining the optimization with the use of infinite element domains

in oder to reduce the model complexity.

In principle, the deduced method does not guarantee that the optimization results in a

0-1 design, even though this was the case for most of the presented example problems.

Furthermore, although the method generally leads to an improvement of the objective

functional, this does not mean that a global optimum is reached, in particular since the

optimality of simple laminates is not ensured in the complex-valued parameter setting.

The applications show that exact adjustment of parameters, geometry, source strength and

boundary conditions to the physical conditions is extremely important. The interaction of

source strength, geometry and boundary conditions must be carefully considered because

this may influence the optimization result. The applications show further that the opti-

mization can be accelerated considerably where appropriate by using sources with high

source strength. Such simulations are especially suitable to get a first impression for an

optimal design or to use them as a starting value for further optimization.

In summary, it can be stated that the derived and implemented method is well suited for

conducting qualitative studies in order to investigate working hypotheses.

Finally, the following further interesting aspects and questions arise in this context, but go

beyond the scope of this work should be mentioned. In the described qualitative studies,

the proxy for energy measured in the sensor was chosen as objective functional. However,

practical experience shows that, depending on the experimental setup, a full-material ver-

sion of a sensor is undesirable but for example thin but long structures or half-shells would

be preferable instead. From an experimental point of view, it would be rewarding to take
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11. Summary and outlook

this fact into account in the objective functional, for example by means of penalty mech-

anisms. Based on the findings described in Part I of the work on the strong directional

character of the source, one could also think of a sensor system in the experiment which,

if necessary in supported by results of AE analysis, allows conclusions about the position

of crack surfaces in the material. It might be purposeful to use optimized sensor arrays

to measure the signals from different directions and thus, in combination with the findings

from Part 1, draw conclusions about the position of fracture surfaces in the material. Here,

too, further adjustment of the objective functional would be required in order to derive

optimal shape and position of the sensor array.
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