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Abstract—The design and playback of natural and believable
movements is a challenge for social robots. They have several
limitations due to their physical embodiment, and sometimes
also with regard to their software. Taking the example of the ex-
pression of happiness, we present an approach for implementing
parallel and independent movements for a social robot, which
does not have a full-fledged animation API. The technique is
able to create more complex movement sequences than a typical
sequential playback of poses and utterances and thus is better
suited for expression of affect and nonverbal behaviors.

Index Terms—social robots, movement, animation, emotion

1. MOTIVATION

Natural and believable movements are a key challenge for
social robots. Especially (but not exclusively) when it comes
to the expression of emotional and affective nonverbal behav-
iors inspired by human-human communication, we have very
high expectations towards the behaviors of anthropomorphized
agents. We learn how to communicate and interpret human
social signals, such as gestures and facial expressions, for
decades in our lives. Thus, the perceived naturalness of social
robot animations' constitutes a key challenge, both in terms of
the hardware and software, but also in terms of artistic skills
to create pleasing movements.

Animation studios have mastered this problem for decades.
In 1981, Johnston and Thomas published the principles for
traditional animation [1] based on what has been perfected in
Disney animations for years. With computer graphics being
a de facto standard in today’s movie production, interactive
media and everyday life, these principles have also been
applied to this domain [2] by many big animation studios
and ever since serve as elementary tools for every aspiring
animator, who aims to produce an “illusion of life” [1].

Traditionally, these principles are applied by hand, which
requires much practice and artistic skills. Motion capturing
has become an important technique for transferring human
movements as adquate as possible to virtual counterparts.
In addition, neural animation generation approaches become
more and more popular, too. For example, they allow for
animating a virtual violinist’s hand [3], to synthesize emotional
expressions of a virtual 3D face [4] or to produce appropriate

UIn this paper, we use the terms novement and animation interchangeable:
in the context of robots, animation also means the movement or manipulation
of a robot’s actuators over time. This also includes non-motorized actuators,
such as LED lights or Text-To-Speech (TTS) output.

gestures for a 3D skeleton based on a given text [5]. Neural
movement techniques were also applied to social robots, e.g.
to generate co-speech gestures for a NAO robot [6] and
for generation of affective robot movements [7]. Karg et
al. [8] provide an overview of affect-expressive movement
generation, including virtual agents and robots. Apart from
linguistic contents, compelling multimodal robot behaviors
with animations are important when expressing personality
[9]-[14], jokes and humor [15]-[19] and emotions [20], [21].

While traditional hand-drawn animation, computer graphics
and virtual agents provide the necessary tools and flexibility
to animate, manipulate and deform characters to almost any
shape, social robots are much more limited due to their phys-
ical embodiment. Nevertheless, a robot’s movement abilities
have a huge impact on the degree to which it is able to portray
emotions and personality.

Regardless of whether movements are scripted by hand or
produced with a generative approach, a corresponding software
for playing back these movements on the robot’s hardware is
essential. However, some robotic platforms do not provide full-
fledged movement abilities out of the box. We illustrate major
benefits of keyframe animation based on the basic emotion
happiness, how to implement it with the Universal Robot Body
Interface (URBI) for the Reeti robot and give basic tips on how
to improve animation playback from a technical point of view.

II. IMPLEMENTING KEYFRAME ANIMATION WITH URBI

We illustrate the implementation of keyframe animation
with URBI based on the Reeti robot, which has an extrater-
restrial face. Since URBI is a standard, which is included in
several robotic products, the following technique should be
applicable to other robotic platforms, too.

In contrast to the Behavior Markup Language (BML) [22],
which defines behaviors on a higher level of abstraction (such
as planning which gestures to perform in which order, gaze
targets, head and body movements), URBI scripts are more
platform-specific, which realize these movements in terms of
precise motor instructions. For example, a BML solver for the
Reeti robot could generate corresponding URBI scripts for
realizing each chunk of the BML sequence.

The Reeti robot has motors in its head for generating facial
expressions. Its software has several limitations with regards
to animation creation and playback, which, however, can be



bypassed with URBI scripts (see below). By default, the man-
ufacturer’s Application Programming Interface (API) provides
functionality for setting the robot’s pose, which causes all
motors to move at the same time into a new position. In
addition, one can script a reduced form of keyframe animation
with software on the robot itself. These animations cannot be
modified during runtime of an application. However, in typical
social robot applications, animations must be created on-the-
fly depending on the user’s input, e.g. to update the text of
an utterance or to control the degree how strong an emotion
should be expressed. Moreover, a robot should be able to move
actuators independently of the others, such as in natural human
or animal movements.

A. “Pose by Pose” Animation

The left part of Figure 1 illustrates the limitations of the
robot’s API. Robot animations have to be realized by playing
different poses one after the other, which we call “pose
by pose” animation in the following. The example shows
a sequence of pose and Text-To-Speech (TTS) commands,
which, in combination, aims to express happiness. Smiling
is used as facial expression to support the utterance “I am
so happy!” In addition, the robot’s eyes blink two times. The
robot is blocked during playback of poses and talking, which
means that no other movement or TTS output can happen in
parallel. The resulting movement is choppy and takes much
time because one movement happens after the other and
talking cannot be combined with movements at the same time.
Thus, there are mandatory breaks between utterances as soon
as movements happen inbetween. In addition, each command
introduces a network delay, which is primarily noticeable
when working in wireless networks (see section III). Speech
output is produced by the robot’s internal TTS system or the
commercial Cerevoice TTS, which also supports emotional
output for some voices.

B. Keyframe Animation

Keyframe animation is a technique from traditional anima-
tion. The keyframes are the most important frames, which
give the animator an idea of the extreme poses of a character
throughout the animation. They are drawn first. The in-
between frames, which interpolate the keyframes, are drawn
afterwards. In computer animation and robotics, this is done
by interpolation algorithms.

An animation timeline consists of several tracks. There
exists one track for each of the robot’s actuators (motors,
LEDs, text output). Keyframes are placed on each track to
define the position, value or text of the actuator at a specific
point in time. Interpolation is used to calculate the values
in between the keyframes. The tracks are independent among
each other, i.e., keyframes on different tracks do not need to
share the same time offsets, since interpolation algorithms can
calculate the values for each point in time automatically.

The Reeti robot’s API does not provide this type of
animation. However, it can be implemented by generating

corresponding URBI scripts to create complex animations in
real-time as follows (see Listing 1, too):

o Each track is encapsulated in curly brackets. Tracks are
separated with an ampersand (&).

o Keyframes are sct with motor=value smooth:
offset, where motor is the actuator’s identifier and
value is its value at time offser (offset is relative to the
preceding keyframe).

o Keyframes are separated with a vertical stroke ().

« LED  keyframes can  be set  with  the
changeLedColorRGB function in combination
with a preceding sleep (offset) command, with
offset being the keyframe time.

e The say () function is used for TTS output.

o The resulting script is terminated with a vertical stroke

().
C. Example

Listing 1 shows a small excerpt of an URBI script for
the Reeti robot. For example, the neck7ilt motor is set to
value 50 after 0.5 seconds. 1.5 seconds later, its value is
set to 75. rightEyeTilt is animated in parallel. Task of the
URBI console is to calculate the in-between values and
to translate the instructions into hardware movements. The
function changeLedColorRGB is used to set the robot’s LED
in combination with the sleep function, which sets the offset
on the timeline. The robot starts its utterance “I am so
happy!” at the beginning of the animation. After sending the
resulting script to the robot’s URBI console, the robot starts
playing back the instructions. In contrast to the “pose-by-pose”
approach, the animation consists of only one single command,
which reduces delays caused by network communication and
results in more fluent movements. The robot blocks until the
script is finished.

Listing 1: A small part of an URBI script implementing
keyframe animation with independent, parallel movement of
motors, text output and LED color.

{ Global.servo.neckTilt=50 smooth: 0.5 | Global.
servo.neckTilt=75 smooth: 1.5 } & { Global.servo.
rightEyeTilt=40 smooth: 0.75 | Global.servo.
rightEyeTilt=19 smooth: 1.0 } & { sleep(1.0) |
Global.servo.changeLedColorRGB(2,1023,1023,0,1) }
& { Global.tts.say("\\language=English \\voice=
Simon \\volume=50 I am so happy!") } |

Figure 2 shows stills> of the “pose by pose” and keyframe
animation approach from Figure 1. In the top row, all move-
ments are limited to distinct poses, which are processed one
after the other (e.g. 1-3 blink, 4 smile, talk, 5 return to
neutral position, 6-8 blink). In the bottom row, keyframe
animation allows to blend movements into each other (e.g.
1 start ear movement and speaking, 2 set LED and start eye
movement, 3 start blink and start head movement, 4-5 continue
head movement, blink already finished, 6-7 blink, 8 stop eye
movement, 9 stop ear movement).

2Full video: https://archive.org/details/robot-keyframe-movement
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Fig. 1: Two approaches for generating movements during runtime of a Reeti robot application. Left: the Reeti robot’s API
allows for setting poses and talking one after the other, but not in parallel. Right: URBI can be used for parallel and independent
movements (keyframe animation). The orange bars mark delays usually introduced by wireless network communication.
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Fig. 2: Stills of the animation from Figure 1. Top: the robot presents several poses and its utterance sequentially without parallel
movements. Bottom: several actuators move in parallel when using keyframe animation via URBI scripts (e.g. movement of
the ears, blink during head movement, talk while moving, etc.).

As illustrated on the right side of Figure 1, the approach
allows to create e.g. robot utterances, which are augmented
with parallel movements, such as eye blinks, facial expressions
or gaze behavior at the same time. In addition, the resulting
movements take less time and appear more natural, because the
robot does not remain still for a longer period of time. This is
also helpful to avoid lengthy interactions, where users have to
wait for the robot’s next utterance because it is moving. While
writing URBI code by hand is possible, it is reasonable to write
a converter to create these scripts based on a custom API or
data structures (e.g. for generative animation approaches).

III. GENERAL TIPS & TRICKS

Using URBI scripts allows for parallel and independent
movement of all actuators of the Reeti robot. It makes anima-
tion more fluid as compared to several command invocations
via the robot manufacturer’s API. This is due to the fact
that all movements of the animation are combined into one
single command, which prevents additional network delays.
In addition, we observed the following tips and tricks:

1) In order to get as fluid and realistic movement as possible,
one should reduce delays as much as possible. This
includes e.g. network overhead. When controlling the
robot remotely, wireless networks should be avoided and
cables should be used for minimal delays. If possible, one
can also run the software on the robot’s hardware itself.

2) Typically, human movements happen fast. However, one
basic mistake when creating movements by hand is that
timing is not correct, e.g. the speed is much too slow,
which does not look very natural. Looking at references,
e.g. video recordings, can help. For example, a robot
saying “I am so happy!” with very slow movement might
not be very convincing. In contrast, a robot saying “I am
so sad.” might benefit from slower movements.

3) Humans and animals arc always in motion and never
remain still. There should always be a subtle motion,
otherwise, the robot might look static and lifeless in the
long run. This can be addressed by implementing basic
idle movements, gaze behaviors, eye blinks or saccades
[23]. These animations can be generated automatically
with custom program logic.

IV. FUTURE WORK

In future work, one option to evaluate this technical con-
tribution is to design several animations (e.g. exemplary emo-
tions, such as done in [20]) with both techniques: one set
of animations based on the “pose by pose” approach and
the same set of animations based on the proposed keyframe
animation/URBI script technique. Then, study participants
observe both variants in randomized order for each emotion
without being told which emotion it is intended to express.
They assign it an emotion, rate which variant they prefer



and rate for each variant the perceived naturalness of the
movement. In combination, this will also give insights about
human individual and subjective differences with regard (o
perceived emotional expression and naturalness of the anima-
tion. Another interesting aspect to investigate is a potential
channel mismatch when the TTS output might express one (or
no specific) emotion, and the animation another one. Thus,
it might be beneficial to evaluate the movements with and
without text and to address the TTS quality in specific.

V. CONCLUSION

In this paper, we presented an approach for implementing
parallel and independent movements for a social robot without
a full-fledged animation API. Based on the emotion happiness,
we demonstrated how this technique can be used to augment
a positive utterance with additional facial expression and
movements. In contrast to the sequential presentation of poses
and text, the proposed approach is able to create complex
animations during runtime of an interaction, which allows for
generative and automated movements. Moreover, it allows to
reduce the time required for playing back combined sequences
of utterances and movements because of parallel execution
and reduced network delays. On top of that, we presented
some tips and tricks to further improve animation playback
and design. Thus, the proposed technique is an important step
for designing and implementing expressive robot movements,
such as affective expressions, for the Reeti robot, which might
also be applicable to other robots with an URBI interface.
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