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Abstract. Frustration is a common response during game interactions,
typically decreasing a user’s engagement and leading to game failure.
Artificially intelligent methods capable to automatically detect a user’s
level of frustration at an early stage are hence of great interest for game
designers, since this would enable optimisation of a player’s experience
in real-time. Nevertheless, research in this context is still in its infancy,
mainly relying on the use of pre-trained models and fine-tuning tailored
to a specific dataset. Furthermore, this lack in research is due to the lim-
ited data available and to the ambiguous labelling of frustration, which
leads to outcomes which are not generalisable in the real-world. Mean-
while, contrastive loss has been considered instead of the traditional
cross-entropy loss in a variety of machine learning applications, show-
ing to be more robust for system stability alternative in self-supervised
learning. Following this trend, we hypothesise that using a supervised
contrastive loss might overcome the limitations of the cross-entropy
loss yielded by the labels’ ambiguity. In fact, our experiments demon-
strate that using the supervised contrastive method as a loss function,
results improve for the automatic recognition (binary frustration vs no-
frustration) of game-induced frustration from speech with an Unweighted
Average Recall increase from 86.4 % to 89.9 %.

Keywords: Frustration recognition · Supervised contrastive learning ·
Speech recognition

1 Introduction

Automatically detecting frustration from users’ audio-visual cues is becom-
ing a more important part in ubiquitous sensing technology, used in a vari-
ety of applications, such as in-car-driver monitoring [44], or e-learning scenar-
ios [13]. Although game-based applications—both entertainment and education
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oriented—would benefit from such a technology to achieve user evaluation and
study feedback in real-time, the automatic analysis of frustration during game
play is still an underdeveloped area of research. On the one side, the lack in
research is due to the still limited amount of suitable data [37]. On the other
side, due to the labels’ ambiguity typical of emotional data, for which instead of
an objective ‘ground truth’, a subjective ‘gold standard’ [33], i.e., an agreed-upon
human annotation label, is typically available. Although methods for automatic
recognition of frustration from audio-visual cues have been presented, most of
these are based on end-to-end models applying cross-entropy loss [9], which
despite their excellent convergence speed, present a sub-optimal performance
when dealing with ambiguous labels [45]— note that frustration is usually anno-
tated according to a gold standard. Furthermore, frustration can also be confused
with other highly aroused emotional states, e. g., anger, or, irritation.

In recent years, the use of contrastive learning, able to compensate for the dis-
advantage of cross-entropy loss, i.e., the sub-optimal performance with ambigu-
ous labels, has led to major advances in self-supervised learning, especially show-
ing its potential on traditional visual classification tasks [5]. The main idea
behind contrastive learning is to pull together an anchor, i.e., ‘positive’ sam-
ple of the class intended to be recognised, into an embedding space; then, push
apart the ‘negative’ samples, by measuring their similarity w.r.t. the anchor [21].
Since in self-supervised tasks there is no label information, in order to adapt con-
trastive learning to a fully supervised setting, the Supervised Contrastive (Sup-
Con) loss has been presented, which provides label information to the system by
enabling multiple positives per anchor [23].

Inspired by this idea and by the successful performance shown by the use
of contrastive learning and SupCon loss in previous works [23], we aim to over-
come the shortcomings of using cross-entropy loss by applying supervised con-
trastive learning with Residual Convolutional Neural Networks (ResNet) to the
detection of frustration from speech. By using this approach on the Multimodal
Game Frustration Database (MGFD) [37], we aim to mitigate the influence of
ambiguous labels—typical of emotional induced datasets [31]—in the frustration
recognition task. The rest of the manuscript is laid out as follows: In Sect. 2, the
related literature on frustration recognition and contrastive learning is described;
in Sect. 3, the methodology is presented; in Sect. 4, the considered deep learn-
ing approaches are evaluated; in Sect. 5, the experimental results are discussed;
finally, in Sect. 6, the conclusions and future work are given.

2 Related Work

2.1 Frustration Recognition

Frustration is a negative emotional state typically triggered by someone’s inabil-
ity to achieve the own goals [37]. In the realm of user experience research, tradi-
tional methods to measure frustration include the Focus Group User Study [28],
the User Questionnaire [2], the Expert Evaluation [2], or the Diary-Based
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Study [19]. Nowadays, with the advent of artificial intelligence, affective com-
puting has opened new horizons in the automatic detection and measurement of
frustration through machine learning [37]. In this regard, a variety of datasets
aimed to develop frustration recognition systems has been presented in the liter-
ature. These include corpora containing spontaneous frustration in the context of
driving, such as the UTDrive database [16], amongst others [26]. Similarly, edu-
cational scenarios have also been considered to record frustration, as shown by:
the computer-mediated human tutoring corpus, which contains facial expres-
sion of frustration [11]; the ChIMP-Children’s Interactive Multimedia Project
database [3], collected during children-computer interactions, and containing ver-
bal expressions of frustration; or the Microsoft Kinect sensors posture dataset,
collected in a game-based learning environment for emergency medical train-
ing [18]. Another example is the AlloSat corpus [25], a speech-based dataset
composed of real-life call centre conversations in French language recorded by
Allo-Media. Finally, studies on frustration recognition from speech data have
also been presented [10]. As every emotional reaction, frustration presents a
variety of symptoms, which can be measured from different modalities, including
physiological signals and audio-visual cues [34]. Furthermore, since frustration
might arise in different situations, its recognition through such modalities has
been applied in many contexts, mostly influenced by the existing corpora. For
instance, driving in daily traffic scenarios has shown to be a prominent source
of frustration, reason why this context has been considered to detect drivers’
frustration from different modalities, such as finger temperature [44], or bimodal
cues, i.e., heart rate and visual facial features [43]. Frustration is also a typical
emotion that impairs a successful learning process [39].

Due to the importance of monitoring [36] and understanding students’ emo-
tions [30], systems such as ULearn, aimed to detect a student’s level of frustration
through computer vision techniques and natural language processing [13], as well
as sensor-based methods which assess frustration through gesture and posture
detection [18], have been presented. Indeed, the systems aimed to predict stu-
dents’ frustration and learning outcomes [12], by this enhancing student engage-
ment [40], are always increasing. Another context very close to the educational,
is the design of serious games, where motivational feedback is applied to counter-
balance users’ frustration, a method that can improve students’ outcomes [7].
Nevertheless, despite the promising outcomes of applying automatic detection
of frustration in serious games, the automatic recognition in game-interaction
remains still underdeveloped [37].

2.2 Contrastive Learning

The origins of contrastive learning dates to the 90ies, and its development has
spanned across many fields [24], such as, computer vision and natural language
processing [22]. The core idea of this approach is learning by comparing between
separate, although related, data points, without considering any supervised infor-
mation like labels [1]. In 2005, Chopra et al. proposed a kernel able to map
training data into a target area; thus, creating the foundation of the contrastive



620            

learning framework [6] [15]. The training stage minimises a discriminative loss
function that drives the similarity metric for the samples of the same class [6]; by
this, the contrastive pair loss learns a good representation of the data. This idea
was tested on the Purdue face database, which includes a very high degree of
variability [6]. Further improvements were subsequently presented, for instance,
Oh Song et al. improved the efficiency of comparisons in an iteration by lifting
the vector of pair-wise distances within the batch [29].

In 2010, Gutmann and Hyvärinen [14] introduced the Noise Contrastive Esti-
mation (NCE), i.e., a simple conceptual strategy for estimating an unnormalised
statistical model by contrasting the data w.r.t. an auxiliary noise. Nevertheless,
how to select the auxiliary noise distribution remains still an open research ques-
tion. To this end, a variety of solutions has been presented in the literature. Cey-
lan and Gutmann [4] proposed to formulate density estimation as a supervised
learning problem that unlike NCE, leverages the observed data when generating
noisy samples. Also based on NCE, Mnih and Teh [27] trained powerful natural
language processing models to learn word embeddings on the Microsoft Research
Sentence Completion Challenge dataset [46]. In 2018, Hjelm et al. [20] investi-
gated data representations by maximising mutual information between an input
and the output as well as minimising a contrastive loss.

Instead of learning from individual data samples one at a time, contrastive
learning is based on the comparison amongst data pairs, i.e., it learns a represen-
tation by maximising the distance between samples organised into similar and
dissimilar pairs [42]. As in other self-supervised learning tasks, such a similarity
can be defined from the data itself, thus overcoming the limitation typical of
supervised learning settings, where only a finite number of label pairs are avail-
able from the data. Furthermore, while some self-supervised methods need to
modify the model architecture during learning, one of the main advantages of
contrastive methods is that no modification to the model architecture is needed
between training and fine-tuning [24]. Indeed, contrastive learning has recently
achieved state of the art performance in the field of self-supervised representation
learning [38].

3 Methodology

The experiments on frustration recognition were carried out on the Multimodal
Game Frustration Database (MGFD) [37], an audio-visual dataset collected
within the Wizard-of-Oz framework, aimed to investigate users’ audio-visual
expressions of frustration during game interaction on the CrazyTrophy game
(cf. Fig. 1). MGFD contains 5 h of recordings from 67 healthy individuals (27
female, 40 male, with a mean age of 15 years old) experiencing different levels
of spontaneous frustration elicited by a variety of (intentional) ‘inconsistency’-
based usability problems. Although MGFD is suitable to assess users’ frustration
from both audiovisual modalities [37], i.e., audio and video, it has been shown
that the recognition of the emotion of frustration from speech shows a higher
performance than from facial expressions [37]. This is mostly due to the fact
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Fig. 1. Interface of the CrazyTrophy game on the sixth level. Through spoken direction
words (left, right, up and down), the user controls the avatar movements in order
to achieve the game’s goal, i.e., to deliver the trophies to the bear (top-right of the
interface). Due to a purposefully designed in-consistency usability problem, the user
will receive 2 points for each collected trophy, which makes the game impossible to be
won, by this intentionally eliciting frustration in the player.

(a) No frustration (b) Frustration

Fig. 2. Mel-spectrograms extracted from utterances of non-frustration and frustration
(left and right, respectively). For non-frustration, the male user produces the words
‘up, up, up, right, right, up, up, left, left’; for frustration, ‘right, up, down, right’.
Comparing the two Mel-spectrograms, we can observe that the user speaks considerably
faster when not frustrated. The slower speaking during frustration might be due to the
increased cognitive load: the player attempts to both win the game and to understand
the usability problem [37].

that the participants of MGFD are Chinese, a culture in which it is particularly
encouraged to conceal the own emotions [41]. In this regard, since facial expres-
sions of emotion are generally accepted across cultures [8], we assume these are
easier to control than speech; thus, frustration might be more difficult to hide
in vocal than in visual cues. Due to this, in the present study, we will take only
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into account the audio signals for the prediction of users’ frustration, since it is
considered a more reliable modality in the MGFD corpus.

Table 1. Implemented distribution of speakers: m(ale), f(emale); and number (#) of
instances: frustration, non frustration; for each set: Train(ing), Dev(elopment), and
Test. Sums across sets (Σ) are also given.

# Train Dev Test Σ

Speakers 43 12 12 67

Gender (m:f) 28:15 6:6 6:6 40:27

Frustration 456 118 118 692

Non Frustration 3798 978 978 5754

Since in supervised learning, a model’s performance might be influenced
by the use of specific features, Mel-spectrograms (cf. Fig. 2), widely utilised in
speech emotion recognition [35], were considered appropriate for the purposes of
the present study. As a standard procedure in the field, the experiments were
carried out in a speaker-independent manner, considering 43 speakers for train-
ing, 12 speakers for development (i.e., validation), and 12 speakers for test. In
Table 1, descriptive statistics on the considered partitioning are given.

4 Deep Learning Approach

In this study, we utilise Residual Networks (ResNet) with two loss settings:
Binary Cross-Entropy Loss (BCELoss) with Logits and Supervised Contrastive
(SupCon) Loss. The machine learning models are implemented through the deep-
learning framework PyTorch [32]. In the following, the proposed architectures
for frustration recognition from speech are presented.

4.1 Binary Cross-Entropy with Logits Loss

Since we perform a binary classification task: frustration vs non-frustration, we
take into account the common implementation of the BCELoss with Logits as a
baseline in our experiments. The BCELoss with Logits for one sample is defined
as

LBCE = −
2∑

i=1

yilog(ŷi) = −y1log(ŷ1) − (1 − y1)log(1 − ŷ1), (1)

where the network assigns the probability ŷi that the given sample belongs to
class i. The target probability yi of the sample belonging to class i is given by the
label. Note that the right side of (1) results from the fact that only two classes
are considered in binary cross-entropy, and that probabilities are normalised,
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which is ensured for the network’s prediction by a softmax layer. As we consider
a problem for which the target probabilities are either 0 or 1, only one term on
the right side of (1) contributes to the loss. Nevertheless, changes to one of the
two predictions ŷi affects the other one via normalisation.

4.2 Supervised Contrastive Loss

The performance of a deep learning system is directly influenced by the choice
and quality of the data representation [24]. For instance, labelled datasets, espe-
cially in affective computing, are often too small, something that might impair a
learning system’s performance. In such a scenario, focusing explicitly on learn-
ing representation, i.e., the process of learning a parametric mapping from the
raw input data to a feature vector or tensor, might be beneficial [24]. Since con-
trastive loss can achieve a proper data representation for distinguishing different
classes, it can be applied in this context. In constrastive learning, augmented
samples are generated from samples of the anchor’s class; then, the network
extracts a strong inductive bias from both, the anchor and the augmented sam-
ples, by this attracting positive samples, i.e., those similar to the anchor, while
repealing negative ones, i.e., those dissimilar. Unlike self-supervised contrastive
learning [23], supervised contrastive learning draws positive samples not only
from the augmentation of the sample, but also from the augmentation of other
samples belonging to the same class as the anchor.

For each of N labelled samples in a given minibatch, we generate two augmen-
tations, leading to 2N augmented samples in training. Our network computes the
representations {zl} of the augmented samples in a 128-dimensional projection
space. In this space, the supervised contrastive loss is defined as

LSC =
2N∑

i=1

−1
|P (i)|

∑

p∈P (i)

log
exp(zi · zp/τ)∑

a∈A(i)

exp(zi · za/τ)
, (2)

with the scalar product ‘·’ and the temperature hyperparameter τ . For a given
augmented sample i, considered the anchor of the loss, the set A(i) contains all
2N indices except the ones for i and P (i), i.e., the set of all positive samples. In
other words, P (i) contains the indices of A(i) with the same label as i; where
|P (i)| is the cardinality of P (i).

In order to train a classifier with the help of SupCon Loss, two subsequent
steps are performed. First, the model learns the representations of the data,
which are well separable utilising the SupCon Loss. In a second step, a classifier
based on the BCELoss is trained on the learnt representations. Note that, during
the training of the classifier backbone of the model is frozen, i. e., learning is
disabled for any layer being involved in the calculation of the representations.

In Fig. 3, a visual representation of the procedure followed by the BCELoss
and SupCon Loss for data representation is displayed. For the BCELoss training
and optimisation, i.e., looking for a good data representation and for the optimal
decision boundary, are performed simultaneously. Differently, when considering
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(a) BCELoss with Logits (b) SupCon Loss

Fig. 3. Representation of the Binary Cross Entropy Loss (BCELoss) with Logits and
the supervised Contrastive (SupCon) Loss, associated with a linear classifier.

ResNet-18

.
, 1000

Prediction

Mel-spectrogram

One-stage
(a) ResNet-18 (BCELoss with Logits)

ResNet-18

Representation

, 1000
Prediction

Mel-spectrogram

Stage I

Stage II
(b) ResNet-18 (SupCon Loss)

Fig. 4. ResNet-18 architectures: (a) with Binary Cross Entropy with Logits Loss
(BCELoss); (b) with Supervised Contrastive Loss (SupCon Loss). For both architec-
tures, in the last fully connected layer, a Sigmoid activation function is considered. For
the model with SupCon Loss, we apply the ResNet model to extract a data represen-
tation; then, this is considered as input of a Multilayer Perceptron.

the supervised contrastive loss, finding a good representation and classification
are two separate procedures, as at this moment, there is no sophisticated model
for explicit training of a classifier using the supervised contrastive loss. It has
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previously been shown that this two step-training can facilitate the task of the
linear classifier and therefore improve its performance [24].

4.3 ResNet Architectures

To assess the efficiency of the two evalauted losses, i.e., the BCELoss with logits
and the SupCon Loss, we consider a ResNet architecture in our experiments.
This was chosen since it has been shown that shallow networks with a Residual
Block usually perform better than traditional convolutional neural networks [17].
Furthermore, this architecture does not need additional parameters, such as
shortcuts, by this reducing computational complexity. The experiments were
carried out on three types of RestNet: ResNet-18, ResNet-34, and ResNet-50;
i.e., three convolutional networks with 18, 34, and 50 layers depth, respectively.
The Residual Block enables the stacked layers to fit a residual mapping, i.e., the
layers in a traditional network are learning the true output whereas the layers
in a residual network are learning the residual. Specifically in our study, there
are two steps utilising SupCon Loss. Firstly, we apply a ResNet and SupCon
Loss to otain a data representation. Afterwards, we send these representation
data into a classifier. In this study, we use a Multi-Layer Perceptrum (MLP) as
classifier. The normalised activations of the final pooling layer are used as the
representation vector. In Fig. 4, the ResNet-18 architecture with both BCELoss
with logits and SupCon Loss is shown.

For the experiments with the SupCon Loss, the initial learning rate is 0.0001,
the batch size is 64, training epochs are 1 000, and the SGD optimiser with
momentum equalling 0.9 is considered. After getting all the data representa-
tions, these are considered as input for the MLP classifier with one hidden layer,
for which, the BCELoss with logits is chosen as activation function. For the
experiments with the BCELoss, we input the data directly into the different
ResNet models. For comparability, the hyperparameters are setup as for the
experiments with the SupCon Loss (described above).

5 Results

The models’ performance is measured using Unweighted Average Recall (UAR),
an evaluation metric suitable for class-imbalanced classification tasks [37]. In
Table 2, the experimental results are given. For both ResNet-18 and ResNet-34,
the experiments considering SupCon Loss outperform the ones given by BCELoss
with logits: 79.3% and 81.2% vs 75.1% and 78.5% for Dev and Test in ResNet-
18; 88.7% and 89.9% vs 84.2% and 86.4% for Dev and Test in ResNet-34; cf.
SupCon Loss vs BCELoss, respectively, in Table 2.

Differently, for ResNet-50, the BCELoss with logits performs slightly better
than the SupCon Loss: 84.1% and 83.6% vs 85.0% and 84.8% for Dev and
Test; cf. ResNet-50 for SupCon Loss vs BCELoss, respectively, in Table 2. Yet,
these differences are very small. The best UAR was achieved by ResNet-34 with
SupCon Loss on the Test set (cf. 89.9% in Table 2).
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Table 2. Evaluation Results [%] of the ResNets models: ResNets-18, ResNets-34, and
ResNets-50; with Supervised Contrastive Loss (SupCon loss) and Binary Cross Entropy
Loss (BCELoss) with Logits. Results are presented both for the Dev(elopment) and
Test sets. Unweighted Average Recall (UAR) is used as evaluation metric; the best
results are highlighted in bold.

UAR [%] Achitecture Dev Test

SupCon Loss ResNets-18 79.3 81.2

ResNets-34 88.7 89.9

ResNets-50 84.1 83.6

BCELoss ResNets-18 75.1 78.5

ResNets-34 84.2 86.4

ResNets-50 85.0 84.8

We interpret that the superiority of using the SupCon Loss is due to the fact
that—through data augmentation—this architecture enables 2 views per sample;
thus, its batch size is effectively double w.r.t. the BCELoss-based architecture.
Furthermore, the model with BCELoss focuses on maximising the probability
of recognising the correct class, but it does not take into account the samples
distance to each other. Differently, the model with SupCon Loss aims to create a
good representation where the samples of each class are close to each other and
distant to the opposite class. Nevertheless, training an architecture with SupCon
Loss is considerably more time-consuming than using BCELoss, a downside that
should be taken into account.

6 Conclusion and Future Work

Our study confirmed that supervised contrastive learning is an appropriate
method to recognise frustration from speech, showing to be robust in handling
the inaccurate labels typical of emotional datasets. To the best of our knowl-
edge, this is the first time that supervised contrastive learning has been applied
in the detection of frustration from speech. Our experimental results demon-
strate that the proposed method considerably outperforms the cross-entropy
loss-based method, as shown by the comparison on the same model configu-
ration. The promising outcomes show that supervised contrastive learning is a
robust method to automatically detect users’ frustration from speech, which sug-
gest that the use of SupCon loss might also be a turning point in audio-visual
applications for emotion recognition. In future work, one should further investi-
gate how different percentages of noisy labels might alter the performance of a
supervised contrastive learning framework in comparison to other loss functions.
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