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Online reviews provide information about products and services valuable for consumers in the context of pur-
chase decisionmaking. Online reviews also provide additional value to online retailers, as they attract consumers.
Therefore, identifying the most-helpful reviews is an important task for online retailers. This research addresses
the problem of predicting the helpfulness of online product reviews by developing a comprehensive research
model guided by the theoretical foundations of signaling theory. Thereby, our research model posits that the re-
viewer of a product sends signals to potential buyers. Using a sample of Amazon.com product reviews, we test
our model and observe that review content-related signals (i.e., specific review content and writing styles) and
reviewer-related signals (i.e., reviewer expertise and non-anonymity) both influence review helpfulness. Fur-
thermore, we find that the signaling environment affects the signal impact and that incentives provided to re-
viewers influence the signals sent. To demonstrate the practical relevance of our results, we illustrate by
means of a problem-specific evaluation scenario that our model provides superior predictions of review helpful-
ness compared to earlier approaches. Furthermore, we provide evidence that the proposed evaluation scenario
provides deeper insights than classical performance metrics. Our findings are highly relevant for online retailers
seeking to reduce information overload and consumers' search costs as well as for reviewers contributing online
product reviews.
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1. Introduction

Online product reviews have become increasingly important in re-
cent years. On the one hand, consumers consider product reviews to ob-
tain information before making their actual purchase decisions [1–3].
On the other hand, online retailers attract consumers by providing a
platform that enables customers to exchange their consumption experi-
ences [4].

Given the amount of relevant information provided by online prod-
uct reviews, a large number of reviews is often beneficial for consumers.
However, extensive numbers of product reviews can also create signif-
icant information overload for the reader and, hence, high search costs.
These costs reduce the use and thereby the value of product reviews
[5,6]. To address this problem, online retailers regularly present the
most-helpful reviews first. To rank reviews based on helpfulness, sev-
eral merchants offer their customers the opportunity to vote on
whether they perceive a review to be helpful. While the advantage of
iering),
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such an approach is that it is based on direct feedback, its limitation is
that older reviews (compared to more recent reviews) receive votes
over longer periods of time, and more recent reviews have a lower op-
portunity to gain comparable visibility. Furthermore, it is difficult to
rank reviews that have not yet received any votes [5]. Consequently, a
priori knowledge about which factors make a review helpful can be
the key to highlighting the potential value of reviews.With such knowl-
edge, merchants are able to estimate the helpfulness of online reviews
that have not yet been assessed by any consumers. Merchants can
then use this estimation to display the most-helpful reviews first.

Recent studies (e.g., [4,5,7]) provide insights into the factors
explaining and predicting the helpfulness of online reviews. For exam-
ple, Mudambi and Schuff [4] show that review depth, review extremity,
and product type are factors explaining the helpfulness of online re-
views. Other studies have investigated additional factors, such as spe-
cific emotions [6,8] or review readability [5,9].

We build upon previous research as well as signaling theory and
argue that readers of online product reviews analyze signals related to
the review content and signals related to the author of the review.
When the reader (i.e., the recipient of the signals) receives the signals,
information asymmetry related to the product is reduced, which
consequently influences review helpfulness. Thereby, signaling theory
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provides a complementary theoretical perspective on review helpful-
ness, as it allows modeling and exploring the relationship between dif-
ferent signals and review helpfulness. The development of meaningful
signal categories within the social commerce context provides a con-
ceptual basis for exploring this relationship [10]. Signaling theory also
enables us to extend previous research and to hypothesize on the role
of the signaling environment as well as the impact of signaler incen-
tives. We address this research gap as previous studies do not investi-
gate how the presence of other online reviews alters the assessment
of review helpfulness and how the provision of reviewer incentives im-
pacts review generation.

When evaluating the predictive power of models on review helpful-
ness, previous studies make use of classical performance metrics in the
formof predictive accuracy [5] and correlations between actual and pre-
dicted helpfulness ranking [11]. Nevertheless, neither measure allows
for a specific evaluation of how well the most-helpful product reviews
can be identified a priori. Our work seeks to build and empirically vali-
date a predictive model for the helpfulness of a product review using
a problem-specific evaluation scenario. In this scenario, we assess the
predictive performance of the model when online retailers aim at
displaying the most-helpful online product reviews first.

In sum, our study builds upon prior work on review helpfulness and
provides a comprehensivemodel to predict the helpfulness of online re-
views. Our work contributes to the growing body of knowledge in this
domain in the following ways: a) we build upon signaling theory and
identify two categories of signals in the context of social commerce (re-
view content-related signals and reviewer-related signals) for studying
their relationship with review helpfulness, b) we propose a model to
predict review helpfulness and demonstrate the value of these different
signals, c) we specifically take into account the role of the signaling en-
vironment on signal impact, d) we consider the impact of signaler in-
centives on the signals sent, and, finally, e) we provide a problem-
specific evaluation scenario in order to empirically demonstrate and
compare the predictive performance of the proposedmodelwhen iden-
tifying the most-helpful reviews.

The remainder of this paper is organized as follows. In Section 2, we
introduce the theoretical background, providing a basis for our research
model, and we derive our research hypotheses and rationale. In
Section 3we present ourmethodology, including details on dataset gen-
eration, textual and statistical analysis, and our empirical evaluation ap-
proach. In Section 4, we present our empirical results, apply our novel
evaluation scenario, and analyze the predictive performance of the pro-
posed model. Finally, Section 5 concludes the paper and provides a dis-
cussion about future research directions.
2. Background and research model

2.1. Review helpfulness and signaling theory

Previous research in the field of review helpfulness builds upon to
the economics of information literature and outlines that consumers
pursue a purchase decision-making process that aims at reducing un-
certainty related to the product. Here, it is argued that review helpful-
ness is “a measure of perceived value in the decision-making process”
and resembles the diagnosticity of the online review related to the re-
duction of uncertainty [4].

Signaling theory complements this stream of previous research and
provides the theoretical foundation of which parties are involved in the
field of online reviews, explaining why the different online reviews are
contributed andwhy signals have a differing impact. In this research,we
draw upon signaling theory to delineate the relationship between sig-
nals conveyed by means of online product reviews and their authors.
Furthermore, we build upon signaling theory to explain how these sig-
nals are valued by the reader. Extending previous research in the field of
review helpfulness, signaling theory also enables us to hypothesize on
the impact of the signaling environment and the impact of signaler
incentives.

In short, signaling theory proposes that signals help reduce the infor-
mation asymmetry between two parties [12]. Here, signals are “in part
designed to communicate” and “carry information […] from those
withmore to thosewith less information” [12]. The origins of the theory
can be found in the labor market [13]. As noted by Spence [14], signals
are “activities or attributes of individuals in a market which, by design
or accident, alter beliefs of or convey information to, other individuals
in the market”. Signaling has largely been explored in principal agent
situations where one party (agent) possesses more information than
the other (principal) [15,16]. Here signals are sent by the agent to re-
duce the principal's information gap [13,17].

We build upon signaling theory as a theoretical lens in the field of on-
line reviews and identify the key aspects of signaling theory – signalers,
signals, receivers, and the signaling environment. We first briefly outline
these key aspects and then relate them to our context of online review
helpfulness, where a signaler (reviewer) sends signals to receivers
(reader of the review) in a signaling environment (other online reviews)
to reduce the information asymmetry related to a product. Consequently,
this makes the online review connected to these signals more helpful.

At the core of signaling theory are signalers – individualswho generate
signals. Typically, these are individuals with insider knowledge about an-
other individual, product, or service. In our context, the insiders or sig-
nalers are the product users who have experience with the product and
hence have the knowledge that potential users do not yet have access to.

Insiders who have access to private information about a product or a
service can choose to divulge this information to the receiver by means
of signals. Signaling theory distinguishes between two different types of
signals, differentiated by a specific level of reliability [10,18]: assessment
signals and conventional signals. Assessment signals require that the sig-
naled quality is possessed and are thus perceived to be reliable. In con-
trast, conventional signals are seen as less reliable. Here, the quality
signaled needs not actually be possessed. In the field of information
cues displayed in the social commerce context, both assessment signals
and conventional signals typically prevail [19].

Generally, a categorization of signals sent in a specific field can be
regarded as a research contribution itself [20]. In the context of online
reviews, we identify two general categories of signals: review-related
signals (i.e., signals embedded in the content of a review), and
reviewer-related signals issued by the social commerce platform. These
different signals are clearly observable for users. The costs for sending
review-content-related signals are lower, as the signaler can directly in-
clude them within the review. In contrast, reviewer-related signals are
costlier to obtain, as they require long-term activities or verification by
the social commerce platform. Generally, the provision of incentives to
the signalermight influencewhich signals are sent. In the field of online
reviews this refers to the provision of free products that have to be
reviewed. Nevertheless, the specific influences of signaler incentives
have been neglected so far [20].

The receiver of the signal is the outsider who is seeking knowledge
about the product or service. A key aspect of the receiver is what the in-
dividual gains from the signal. In our context, this is straightforward. Re-
ceivers are potential users who gain critical knowledge about the
product or service they are about to purchase.

Signaling theory also posits that the environmentmight have an influ-
ence on the question of how signals are processed, but this specific influ-
ence is regarded to be under-researched [20]. In the context of online
reviews, further user-generated content in the form of online reviews
might be available which might also influence which factors determine
review helpfulness. With our study, we close these research gaps.

2.2. Research model

To identify different signal categories, we relied on previous re-
search, which has investigated factors influencing purchase decisions.
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We also assume that these factors drive review helpfulness. Here it has
been shown that next to the content of a persuasive message, the mes-
sage source has an influence on the subsequent purchase decision
[21–23]. Consequently, within our researchmodel (see Fig. 1), we intro-
duce two categories of signals – review content-related signals and
reviewer-related signals.

With regards to the first category of signals, we recognize that spe-
cifically product quality relatedness influences purchase decision mak-
ing as it reduces the uncertainty towards the product. This can be
accompanied by expressed sentiment as well as expressed uncertainty:
both variables can emphasize the opinion expressed in the online prod-
uct review and can therefore influence purchase decision making
[24–26] aswell as potentially influencing review helpfulness. Regarding
reviewer-related signals, we identify user expertise and user non-
anonymity as additional factors that may significantly reduce informa-
tion asymmetry as they are displayed next to the online review and
thus may influence the perceived helpfulness.

Furthermore, we account for the actual type of product (i.e., search
versus experience good, [27]). Search goods comprise a product category
about which information can be acquired without difficulty before pur-
chase of the product. In contrast, experience goods comprise products
that regularly require purchase to enable evaluation of the product
and which are more related to image and style than pure functionality.
Consequently, the question of how uncertainty related to the product
can be reduced by the review's content differs depending on the prod-
uct type [28], resulting in different moderating effects regarding
review-related signals. Finally, we also account for different control var-
iables, whichhave already been shown in previous research to influence
review helpfulness.

In the following sections, we elaborate on how signals embedded in
the review content and signals related to the characteristics of the re-
view author can explain review helpfulness for both experience and
search goods. Furthermore, we hypothesize on the influence of the in-
formation environment as well as signaler incentives. The developed
model can thereafter be evaluated and applied in order to predict re-
view helpfulness.
2.2.1. Review content-related signals
As review content-related signals, we assess statements related to

product quality, as they reduce theuncertainty towards theproduct. Fur-
thermore, product quality relatedness might be accompanied by
strength of review sentiment and review uncertainty,which both empha-
size the product evaluation expressed in the review. These signals rep-
resent conventional signals, as the signaler can directly influence them.
Review Helpfulness

Control Variables

Strength of Review 

Sentiment

Review Uncertainty

Product Quality 

Relatedness

Product Type

H1a, H2a,  H3a

Reviewer Expertise

Reviewer 

Non-Anonymity

H4, H5 

H1b, H2b, H3b

Controls

Review content-related 

Signals

Reviewer-related Signals

Fig. 1. Research model of predictors of review helpfulness.
2.2.1.1. Product quality relatedness. Based on product characteristics,
(missing) functionalities and features, consumers make assessments
about actual product quality. Zeithaml [24] defines product quality as
a “consumer's judgment about a product's overall excellence or superi-
ority”. From a consumer perspective, information about product quality
represents a valuable kind of information and can form consumer atti-
tudes and shape buying intentions [29,30]. However, information
about product quality, compared for example to product prices, is not
easily obtained by customers [27].

A review providing such information helps to reduce the informa-
tion asymmetry between the actual user of a product (i.e., the reviewer
or signaler) and the reader of the review (i.e., the potential buyer or re-
ceiver of the signal).We therefore hypothesize on a positive association
between the volume of statements relating to product quality and re-
view helpfulness:

H1a. A higher volume of signals related to product quality is associated
with a higher review helpfulness rating.

We also consider the product type as a factor moderating this rela-
tionship. Since the individual characteristics and features of search
goods can be evaluated more easily compared to experience goods
[27,31], we expect that information about product quality provided in
a product review is more helpful for customers when they assess expe-
rience goods. Against this background, we posit the following
hypothesis:

H1b. The impact of the volume of signals related to product quality on
review helpfulness is moderated by product type. This relationship is
stronger for experience goods relative to search goods.
2.2.1.2. Strength of review sentiment. Emotions have major effects on
decision-making. The sentiment expressed in online reviews represents
relevant information, since it affects consumers' purchase decisions
[32]. In general, sentiment has been defined as “attitude, thought, or
judgment prompted by feeling” [33].

If the sentiment expressed in the review underlines the reviewer's
product evaluation (i.e., a positive evaluation is underlined by positive
sentiment, and vice versa), the evaluation of the product becomes
clearer. Thus, the review should be perceived as more helpful by con-
sumers because it signals more clearly whether the product should
be considered or not [34]. Consequently, the strength of the signaled
sentiment is one key for reducing the information asymmetry be-
tween the sender and the receiver. Against this background, we
posit:

H2a. A higher signaled strength of sentiment (positive or negative) is
associated with higher review helpfulness ratings.

We also consider the product type as a factor moderating the rela-
tionship between strength of sentiment and review helpfulness,
whereas less-provoking opinions with a lower strength of sentiment
can be assumed to be more helpful in the case of experience goods, as
they are perceived as less offending by readers who disagree with the
expressed opinion. As follows, we posit that the strength of sentiment
has a less positive impact on review helpfulness in the case of experi-
ence goods:

H2b. The relationship between a higher signaled strength of sentiment
(positive or negative) and review helpfulness is moderated by product
type. Experience goods exhibit a weaker link between the strength of
sentiment and review helpfulness compared to search goods.
2.2.1.3. Review uncertainty. The positive effect of expressed certainty
on individual perceptions is well documented in the literature. In
this context, (un)certainty is defined as “the degree to which an indi-
vidual is [not] confident that his or her attitude toward an object is
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correct” [35]. While certainty that an expressed opinion is correct is
important regarding its persuasive power [36], such confidence also
has a positive effect in purchase decisions [37]. In the context of
product reviews, expressed certainty becomes a relevant issue,
because readers expect definite assessments of relevant product fea-
tures [26]. The opposite can be expected if uncertainty is expressed:
When a product review is signaling high uncertainty, the informa-
tion provided within the review is perceived as less helpful for re-
ducing the information asymmetry. Against this background, we
propose:

H3a. A higher level of signaled uncertainty is associated with a lower
rating of review helpfulness.

Subjectivity plays a major role when evaluating experience goods,
since individual perceptions become relevant [27]. Thus, higher levels
of uncertainty in case of experience goods imply a reduced confidence
in the review and thus reduce the lowering of information asymmetry.
Nevertheless, the review is still valuable, given the little information
available about the product otherwise. In the case of experience
goods, and when there is a disagreement between the author and the
reader about the product, higher uncertainty expressed in the product
reviewmay be recognized asmore useful. For experience goods, we ex-
pect a smaller negative effect of uncertainty expressed in the product
review. We therefore hypothesize the following on this moderating
effect:

H3b. The relationship between level of signaled uncertainty and review
helpfulness ismoderated by product type. The relationship isweaker for
experience goods than for search goods.

2.2.2. Reviewer-related signals
Regarding reviewer-related signals, we identify reviewer expertise

and reviewer non-anonymity as additional signals that may signifi-
cantly affect the perceived helpfulness of a review, as they are displayed
next to the online review and indicate credibility and validity of a
reviewer's qualities [38]. Accordingly, these factors may also affect the
helpfulness of product reviews.

2.2.2.1. Reviewer expertise. Previous research in the field of advice accep-
tance has shown that the expertise of the recommending users is im-
portant when purchase decisions are made [22]. In the context of
online product reviews, the expertise of a specific reviewer is displayed
in the form of the rank that the corresponding reviewer has achieved
[39]. The rank often mainly incorporates the number of online product
reviews contributed. Thereby, with an increased number of contribu-
tions, a reviewer's experience writing helpful online product reviews
can be expected to increase. Additionally, reviewers receive feedback
from other consumers, which also leads to increased expertise [40]. Fi-
nally, if a social commerce website offers customers the opportunity
to evaluate reviewers and then incorporates this information in the
user rank, this also contributes to a reviewer being perceived as an ex-
pert [41].

Therefore, a high user rank signals to other users that a reviewer has
gained expertise during his activities on the social commerce platform.
In the context of signaling theory, the display of the previous reviewer
experience in the form of a user rank resembles an assessment signal
(i.e., the corresponding reviewer has contributed a certain quantity of
helpful onlineproduct reviews), whichhas improved the corresponding
rank. The rank assigned by the platform can also be interpreted as a seal
[42], which reduces the uncertainty perceived by the consumer. As
such, this signal can also be assumed to influence review helpfulness.
Consequently, we hypothesize the following:

H4. The source of the review is associated with review helpfulness. A
higher level of signaled expertise is associated with higher ratings of re-
view helpfulness.
2.2.2.2. Reviewer non-anonymity. In the social commerce context, online
product reviews can be posted anonymously, whichmight reduce their
credibility because visitors to social commercewebsitesmust assess the
review's credibility from other cues (i.e., the review's content or other
reviewer-related aspects) [43]. In addition, due to reputation concerns,
fake reviews are typically written by reviewers not disclosing their real
name [44].

Reviewers posting their reviews have the flexibility to decide under
which user name these online product reviews are published. A real
name can be seen as an assessment signal because in the case of online
retailers, such as Amazon, the real name is verified by the retailer and is
generally perceived as reliable. Because online retailers most often need
a customer's real name to be able to ship the ordered products, verifica-
tion of the displayed user name provides a reliable assessment signal if
the online retailer displays a badge next to the user name. In this con-
text, Forman et al. [2] provide first evidence of the relationship between
information disclosure and review helpfulness, but they do not directly
focus on user non-anonymity.

Posting unreliable online product review content connected with a
reviewer's real name could potentially damage an individual's online
reputation. Reviewers active under their real names can be assumed
to place more emphasis on writing reliable online product reviews,
which can be expected to be more helpful. Consequently, signaling the
real name of the reviewer is likely to have a positive influence on the
review's reliability, its impact on information asymmetry, and review
helpfulness. Against this background, we hypothesize the following:

H5. The source of the review is associated with review helpfulness. If
reviewers signal their identity, their reviews are associated with higher
ratings of review helpfulness.
2.2.3. Control variables
To demonstrate the robustness of our observations and to compare

the influence of review content- and reviewer-related signals with
existing research, our proposed research model also takes into account
several control variables.

Reviewdepth, review readability, and review extremity are included
as relevant factors influencing review helpfulness, as they represent the
way the content-related signals are transmitted. Furthermore, we
include themoderating effect of the product type [4]. As additional con-
trol variables, we include the age of the online product review, the
squared review depth to represent possible information overload [45],
control variables for the different Amazon product categories, monthly
dummy variables to control for seasonality effects and the number of
helpfulness votes received.We donot add a control variable for a poten-
tial price effect, as the price range within a product category is quite
similar but there is price variance across product categories. Conse-
quently, adding a specific variable accounting for high and low product
prices would result in high similarity with the product category con-
trols, which would thus lead to multicollinearity.
2.3. Influence of the signaling environment

On social commerce platforms, a varying amount of online reviews
can be available related to a specific product. Consequently, consumers
have the opportunity to consider different reviews in order to grasp the
consumer perception of the product and thus to reduce product-related
uncertainty. Related to the signals sent by means of online reviews, it is
apparent that different online reviewsmay competewith each other for
the consumer's attention, which might also influence whether specific
signals embedded in the online review are perceived to be helpful or
not [20,46,47]. In an environment consisting of various online reviews,
it can be assumed that specific signals are necessary to make an online
reviewhelpful [48],whereas in an environment consisting of few online
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reviews, it can be assumed that already the existence of the online re-
view itself is helpful to consumers. Consequently, we hypothesize:

H6. The influence of signals sent on review helpfulness depends on the
signaling environment.
2.4. Influence of signaler incentives

In some cases, reviewers are incentivized to publish online reviews
on social commerce platforms. Online retailers such as amazon.com
offer selected reviewers the opportunity to receive products at no
charge on condition that a review about the product received is pro-
vided. If a reviewer receives an incentive, he providesmore comprehen-
sive online reviews [49] as the effort spent for contributing the online
review increases [50]. In this context, it can also be assumed that the re-
viewer will specifically take care of sending signals which make the re-
view helpful to consumers, so that the reviewer will also receive
additional free products in the future. It can thus be assumed that
these incentives have an influence on the signals sent by means of the
online review. Hence, we posit:

H7. Reviewers who receive incentives for providing online reviews
send more signals than reviewers who do not receive incentives.
3. Research methodology

3.1. Research process

To predict the helpfulness of online product reviews, we follow a
structured knowledge discovery process [51]. The research process ap-
plied is outlined in Fig. 2 and consists of five steps.

We first acquired online product reviews from Amazon's website
and cleaned the data by removing duplicate entries. Thereafter, we
pre-processed the data by performing automated content analysis and
transformed the data by operationalizing the variables used in our
study. Finally, we evaluated our research model by means of statistical
analysis and then predicted review helpfulness bymeans of our predic-
tive evaluation scenario and assessed the predictive performance of our
model.

3.2. Data acquisition, cleaning and selection

We collected our product review data from Amazon's website. For
the two product types,we collected data on different product categories
and selected the 100 best-selling products for each category. Our data is
comprised of many reviews related to search goods (Camera & Photo,
Computer Printers and Cordless Telephones) and experience goods
(Music and PC-compatible Games). The product categories were se-
lected following the guidance of Mudambi and Schuff [4]. However,
we did not include MP3 players as experience goods. Next to products
with prevailing experience good characteristics (such as the iPod), this
category also contain products with prevailing search good characteris-
tics (such as no-name MP3 players). This would therefore make it diffi-
cult to properly assign the product category to a single product type.

For each single product, we collected the related reviews and the re-
views' metadata. Specifically, we downloaded the review text, star rat-
ing, the number of helpful votes it received from its readers and the
Fig. 2. Research pro
total number of readers who provided a rating related to the review.
Furthermore, we acquired reviewer-related data (i.e., the rank and
whether a reviewer reveals his/her real name). Overall, we focused on
product reviews that received at least ten votes in total to ensure the re-
liability of the results. Focusing on at least ten votes ensures that the cor-
responding helpfulness measure is fine-grained enough to facilitate a
proper analysis, as the maximum step size of the helpfulness measure
is 0.1. Nevertheless, to control for the robustness of our empirical re-
sults, we also performed our analysis with a sample of reviews having
received at least five (maximum step size of 0.2) or at least fifteen
votes (maximum step size of 0.067). The results remained robust in
these cases. BecauseAmazon sometimes lists the same productmultiple
times on the best-sellers page (e.g., different product configurations
such as colors) but displays identical product reviews for the different
product configurations, we only collected each product review once to
avoid redundancies within our dataset. To avoid overfitting during the
practical evaluation of the model, we split the sample into two random
subsamples,with 2/3 of the data used as a training sample and 1/3 of the
data used as a holdout sample [52]. For each review in the holdout sam-
ple, we then predicted the helpfulness bymeans of our proposedmodel
built upon the training sample.

3.3. Pre-processing of online reviews

To be able to analyze the impact of review content on review help-
fulness, we performed a content analysis. This data analysis procedure
extracts information from texts by reducing the whole amount of con-
tent to “manageable bits of data” [53]. Having been applied in different
fields, most importantly in the field of psychology to draw conclusions
on message authors [54] as well as individuals who communicate, con-
tent analysis generally consists of different methodological procedures
that ensure an objective processing of texts [55].

Content analysis can encompass manual coding and different auto-
mated analysis procedures. In automated content analysis, two broad
strategies can be distinguished [54]: approaches based on machine
learning and dictionary-based approaches. Machine learning-based ap-
proaches require appropriate training data to train classifiers that are
utilized for further document classification [56]. During the generation
of such training data, issues related to inter-coder reliability can emerge.
Furthermore, the manual labeling of documents is more time-
consuming and error prone compared to the application of standardized
and extensively validated dictionaries.

In contrast, dictionary-based content analysis is free of problems
with inter-coder reliability, as standardized dictionaries are used [53].
Additionally, dictionary-based content analysis has been shown to be
robust [54,55] and does not consume the same high amount of time
as manual coding [54]. Finally, the outcome of automated content anal-
ysis can be replicated without much effort, and the dictionaries applied
are often accessible to the public, which makes processing of texts un-
derstandable [57].

During dictionary-based content analysis, text documents are
mapped to specific categories (e.g., ‘positive’ or ‘negative’) contained
in the dictionary [53]. In the following, we apply the dictionary of the
General Inquirer (GI) [58,59]. The GI is a well-established framework
for content analysis (see [58]). Applying the GI has several advantages,
such as the validation of the dictionary aswell as the resulting standard-
ized classifications [60]. Kelly and Stone [61] found that N90%of the clas-
sifications of such a dictionary-based approach were made correctly.
cess followed.
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Table 1
Example statements on different content categories.

Category Example

Quality “Works well, very clear, crisp image quality on the screen.”

“This is a really nice product, light and easy to carry.”

Positive
sentiment

“I love this album! One Direction rocks!… Best. Band. EVER!”

“Excellent sound and quality… Good deal.”

Negative
sentiment

“Awful. Just plain old awful. Shell out a bit more for a better
model, I beg you. Save yourself the grief.”

“Bad release, bad “fixing” patches, bad forum control, bad items, just a
general bad waste of time.”

Uncertainty “Purchased two of these for gifts. They both seem to like them.”

“The product I bought from Amazon as a Warehouse Deal seems to
work perfectly.”
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Furthermore, the comprehensiveness with regards to categories cov-
ered by the GI allows us to assess three different categories (related to
quality, sentiment, and uncertainty) using only a single dictionary.

We automatically analyzed the online review content of the differ-
ent items in our data set. First, we extracted product quality by relying
on the GI, whereas we focused on the amount of terms in the category
of “Quality” (exemplar words are “quality”, “secure”, “stable” or
“weak”). The category contains “words indicating qualities or degrees
of qualities which can be detected or measured by the human senses”.1

We then related this amount of terms to the overall number of words
within the review. To measure the sentiment of the review, we focus
on the General Inquirer categories “Positiv” and “Negativ” (exemplar
terms are “excellent” and “great” or “awful” and “unhappy”) and ac-
count for negations. To measure whether the sentiment expressed in
the review underlines the review's overall rating, we calculate the vari-
able DirectionalSentiment. Thereby, we compare a review's star rating
with the average star rating regarding a specific product. If the star rat-
ing is greater or equal to (smaller than) the average star rating, the re-
view is more positive (negative) than the average review. Thus,
directional sentiment is defined as the ratio of positive (negative)
terms related to the total number of terms within the review and thus
measures how strong the sentiment expressed supports the product
evaluation. Finally, we determine the review uncertainty score by
considering the “If” category, which denotes “feelings of uncertainty,
doubt and vagueness”2 (exemplar terms are “almost”, “may” or
“seem”). Table 1 provides examples for different statements contained
in online product reviews that are representative of the different con-
tent categories.

3.4. Variable operationalization

For measuring the variables of interest, we apply content analysis to
extract our measures from the product review contents. Table 2 sum-
marizes the different variables used in our further analyses.

Concerning the review content, we measure the different variables
as already outlined within the previous section. Regarding reviewer-
related signals, we measure expertise by whether a reviewer has
achieved a certain rank. In this context, the rank considers the quantity
and quality of the previous reviews posted, also weighted by the time
that has passed since the reviews have been posted [62]. Furthermore,
we take into account a badge displaying whether a reviewer uses his
real name as a user name.

Additionally, we determine different control variables, following
Mudambi and Schuff [4].We control for product type (search versus ex-
perience good), review depth, reflecting the amount of reasoning in the
review (amount of words), and the number of people who voted on re-
view helpfulness. According to [35], review extremity is measured by
measuring the absolute difference of the review's star rating and the av-
erage product's star rating. This also accounts for possible rating infla-
tions [63]. Consequently, we measure how a specific review deviates
from the typical review. Furthermore, we included dummy variables
for the different product categories, such as Computer Printers or Cord-
less Telephones. To control for seasonality effects, we also added
monthly dummy variables. Finally, we determine the helpfulness of a
review by calculating the ratio of the number of helpful votes to the
total number of votes. Thereby, a review is considered to be helpful if
it supports the purchase decision making process [4].

3.5. Tobit model

We apply a Tobit regression analysis to examine how the different
variables influence review helpfulness [4,6,9]. Compared with Ordinary
Least Squares regression, Tobit regression can be regarded as
1 Source: www.wjh.harvard.edu/~inquirer/homecat.htm
2 Source: www.wjh.harvard.edu/~inquirer/homecat.htm
advantageous for several reasons:within this study, we have a censored
dependent variable [4]. Here, review helpfulness has a lower and an
upper limit: review helpfulness is defined as zero if no reader votes
that the review is helpful. If all readers perceive the review to be helpful,
the review helpfulness would have a value of 100%. Values below zero
and above 100% are not possible. Second, not every reader votes on
helpfulness, so a selection problem exists [4].

The resulting regression equation is shown in Eq. (1). Therein, we
consider the different independent variables, the hypothesized moder-
ating effects, the different control variables (ProductType, Extremity,
Depth, Depth2, Age, TotalVotes, Readability, Product Controls, Monthly
Controls) and, followingMudambi and Schuff [4], the subsequent inter-
actions (Extremity × ProductType, Depth × ProductType, and, due to
consistency, Depth2 × ProductType).

Helpfulness ¼ Constant þ β1Qualityþ β2DirectionalSentiment

þβ3Uncertaintyþ β4 Quality� ProductTypeð Þ
þβ5 DirectionalSentiment � ProductTypeð Þ
þβ6 Uncertainty� ProductTypeð Þ
þβ7UserRankþ β8RealNameþ β9Controlsþ ε

ð1Þ

3.6. Predictive evaluation

To predict reviewhelpfulness and to evaluate the practical relevance
of our model, we assess whether the model achieves the main goal:
identifying the most-helpful online product reviews to display them
first. This should correspond to the main goal of online retailers. Conse-
quently, we are interested in the accuracy of the proposedmodel, taking
into account a special requirement: the reviews displayed as most-
helpful must be assessed properly, whereas the correct assessment of
review helpfulness for less-helpful ranks is not that important.

Therefore, we follow a multi-step evaluation procedure. First, for
each online product review in the holdout sample, we estimate the re-
view helpfulness with our proposed model. Second, we rank the differ-
ent reviews according to their estimated helpfulness to obtain themost-
helpful product reviews. Third, we determine whether and how se-
verely the estimated rank deviates from the actual rank based on the
users' helpfulness votes. This is of special importance, as online retailers
aim at displaying a certain number ofmost-helpful reviews first. Fourth,
when comparing the estimated rank of each reviewwith the actual rank
of the review based on the readers' helpfulness assessment, we calcu-
lated the mean absolute error MAE [64] (i.e., the mean difference be-
tween the estimated and the actual rank), to evaluate the proposed
model.

This evaluation methodology is of special practical relevance and
extends previous research, which has mainly considered binary helpful
versus not helpful classifications [5] or simply the ranking of online

http://www.wjh.harvard.edu/~inquirer/homecat.htm
http://www.wjh.harvard.edu/~inquirer/homecat.htm


Table 2
Operationalization of Independent (IV) and Dependent Variables (DV).

Variable
type

Research hypothesis Variable Operationalization

IV Review content-related
signals

H1: Product quality Quality Ratio of ‘Quality’-terms according to the GI related to the entire number of words.

H2: Review sentiment DirectionalSentiment Defined depending on a review's star rating related to the average star rating of the
product:
If a review's star rating is greater than or equal to the average star rating of the
product:
Ratio based on GI-Category ‘Positiv’ related to the total number of words.
If a review's star rating is smaller than the average star rating of the product:
Ratio based on GI-Category ‘Negativ’ related to the total number of words.

H3: Review uncertainty Uncertainty Ratio of ‘If’-terms according to the GI related to the entire number of words.

Reviewer-related signals H4: Reviewer experience Rank Rank of the reviewer, measured by the logarithm of the Amazon Rank.

H5: Reviewer
non-anonymity

RealName Dummy variable, 1 if real name badge is displayed, 0 otherwise.

Controls ProductType Dummy variable, 1 for experience goods, 0 for search goods.

Extremity Absolute value of Star Rating minus Mean Rating.

Depth Number of Words.

Age Age of the Product Review (Days since January 1, 1960; converted by Stata).

TotalVotes Number of Votes.

Readability Automated Readability Index.

Product Controls Dummy variables for the different Amazon product categories.

Monthly Controls Dummy variables for the month the review is written.

DV Helpfulness Ratio of Helpful Votes to TotalVotes.
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product reviews [11]. Instead, our evaluationmethodology addresses the
identification of the most-helpful reviews from a holistic perspective. To
be able to compare our practical evaluation scenario related to the predic-
tive performance of the proposed model with previous evaluation ap-
proaches, we also calculate the classification accuracy for a binary
helpfulness prediction [5] and the correlation of the predicted ranks [11].

4. Empirical analyses

4.1. Descriptive statistics

The dataset analyzed within this study encompasses 12,330 online
reviews. In Table 3, we show that 4067 reviews address search goods
and that 8263 reviews address experience goods.

First, we investigate the difference between online product reviews
related to search and experience goods. Therefore, we apply the
Wilcoxon-signed-rank test to test whether themedians of the variables
are equal. Related to statements about product quality, Table 3 provides
the insight that reviews about search goods consist of a significantly
larger quantity of signals related to product quality. Furthermore,
Table 3
Descriptive statistics.

Variable Full Sample Reviews on Searc

Mean SD Min Max Mean SD

Quality 0.0183 0.0181 0.0000 0.5000 0.0250 0.021
DirectionalSentiment 0.0625 0.0467 0.0000 1.0000 0.0553 0.040
Uncertainty 0.0175 0.0151 0.0000 0.5000 0.0163 0.014
Rank 13.6203 2.3872 1.3863 16.2663 12.6954 2.555
RealName 0.3635 0.4810 0.0000 1.0000 0.3474 0.476
Extremity 1.4817 0.9597 0.0000 3.8077 1.4198 1.034
Depth 249.453 324.902 1 6198 287.083 327.3
Age 18,610.0 662.8 14,497.0 19,296.0 18,789.6 433.4
TotalVotes 38.041 131.671 10 9297 46.985 120.1
Readability 10.746 8.927 −6.300 196.770 11.066 9.636
Helpfulness 0.6229 0.2976 0.0000 1.0000 0.7295 0.295
n 12,330 4067
reviews about experience goods express higher uncertainty and contain
a more positive directional sentiment compared to search goods. One
explanation for this observation is that the reviewer's evaluation of ex-
perience goods is regularly more subjective, since authors are less
certain.

Concerning the reviewer-related signals, we observe that more ex-
perienced reviewers focus on search goods. In contrast, there are more
reviews written by non-anonymous reviewers about experience goods
than about search goods. Considering the control variables, reviews on
experience goods are more extreme than reviews on search goods.
The average star rating of search goods is 3.3541 and the average star
rating on experience goods is 2.4786. Finally, we the data suggest that
online reviews about search goods show a higher helpfulness rating
than reviews about experience goods [4].

Furthermore, we analyze the variable correlations to ensure that our
results are not driven by multi-collinearity. As shown in Table 4, there
are only very low correlations between the independent variables. In-
terestingly, we observe a negative correlation when considering review
helpfulness and review extremity: when the star rating of the review
deviates from the average star rating, this causes a decrease in review
h Goods Reviews on Experience Goods p-value

Min Max Mean SD Min Max

7 0.0000 0.5000 0.0149 0.0150 0.0000 0.3333 0.000
8 0.0000 0.5000 0.0660 0.0489 0.0000 1.0000 0.000
9 0.0000 0.5000 0.0181 0.0152 0.0000 0.2000 0.000
3 2.0794 16.2648 14.0756 2.1592 1.3863 16.2663 0.000
2 0.0000 1.0000 0.3714 0.4832 0.0000 1.0000 0.009
4 0.0000 3.7527 1.5121 0.9192 0.0000 3.8077 0.000
74 2 3928 230.932 322.088 1 6198 0.000
0 14,941.0 19,292.0 18,521.7 734.4 14,497.0 19,296.0 0.000
25 10 3020 33.638 136.790 10 9297 0.000

−4.230 175.714 10.589 8.553 −6.300 196.770 0.000
9 0.0000 1.0000 0.5704 0.2842 0.0000 1.0000 0.000

8263



Table 4
Variable correlations.

Variable 1 2 3 4 5 6 7 8 9 10 11

1 Quality 1.00
2 DirectionalSentiment 0.11 1.00
3 Uncertainty −0.02 −0.02 1.00
4 Rank −0.11 0.08 0.00 1.00
5 RealName −0.01 0.00 0.01 −0.05 1.00
6 Extremity −0.03 0.03 0.01 0.31 −0.05 1.00
7 Depth 0.03 −0.12 0.05 −0.33 0.02 −0.14 1.00
8 Age 0.05 −0.01 0.00 −0.15 −0.16 0.05 0.10 1.00
9 TotalVotes 0.01 −0.03 0.01 −0.15 0.02 −0.02 0.16 −0.04 1.00
10 Readability −0.01 −0.10 0.01 −0.07 −0.01 −0.04 0.13 0.03 0.03 1.00
11 Helpfulness 0.09 −0.17 −0.04 −0.52 0.03 −0.54 0.21 −0.04 0.07 0.04 1.00
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helpfulness. Furthermore, our results show that the GI categories pro-
posed in our study are nearly independent (i.e., terms included in a spe-
cific word list are not often contained in other word lists). Furthermore,
there is a very low correlation of the rank and the variables representing
the content-related signals, which shows that there is no spillover effect
of the rank on the review content-related variables.

4.2. Empirical results

4.2.1. The drivers of review helpfulness
The results of our Tobit regression analysis are shown in Table 5,

which presents the results of the base model considering the control
variables, a second model adding the review content-related signals
and a third model adding the reviewer-related signals.

Focusing on review content-related signals, we find support for H1a,
which focuses on the effect of product quality-related statements on the
helpfulness of online reviews at a 0.1% level of significance. Conse-
quently, if an online review focuses on product quality, then its helpful-
ness is increased. However, H1b is not supported. There is no significant
moderating effect of Quality and ProductType.

We also find support for H2a, as a high strength of directional review
sentiment leads to an increase of review helpfulness perceptions. This
Table 5
Tobit-regression estimates explaining review helpfulness (n = 12,330).

(
B

Hypothesis Variable C

Constant 1

Review content-related Signals H1 Quality
Quality × ProductType

H2 DirectionalSentiment
DirectionalSentiment × ProductType

H3 Uncertainty
Uncertainty × ProductType

Reviewer-related signals H4 Rank
H5 RealName

Control variables ProductType 0
Extremity −
Extremity × ProductType −
Depth 0
Depth × ProductType −
Depth2 0
Depth2 × Product Type 0
Age 0
TotalVotes 0
Readability −
Product controls I
Monthly controls I

p N χ2

Pseudo R2

Δ Pseudo R2

*/**/*** indicate significance at a 5%/1%/0.1% level.
effect is significant at a 0.1% level. Related to H2b, we observe that in
the case of experience goods, the impact of a high strength of directional
review sentiment is lower. We thus corroborate the moderating effect of
the product type (significant at a 0.1% level). For experience goods, high
sentiment strength even has a negative overall influence on review
helpfulness.

Focusing on H3a, we test the negative impact of uncertainty-related
statements on the helpfulness of online reviews. H3a is supported, as
shown by the negative coefficient, which is significant in any case at a
5% level. If an online review contains terms expressing uncertainty be-
cause its author is not convinced of the review, the review receives a
lower helpfulness assessment. Related to H3b, we do not observe a
moderating effect of the product type. Thus, we find no evidence that
the impact of expressed uncertainty differs across product type.

Considering the reviewer-related signals, we observe that reviews
provided by experienced reviewers are more helpful than reviews con-
tributed by less-experienced reviewers. This relationship is significant
at a 0.1% level, which supports H4. Furthermore, disclosing a reviewer's
real name has a significant influence on review helpfulness, but the in-
fluence is negative instead of positive (H5 rejected).

Finally, related to the control variables,we observe that online reviews
with star ratings that deviate from the average rating are evaluated as less
1)
ase model

(2)
+Content

(3)
+Reviewer

oef. p-Value Coef. p-Value Coef. p-Value

.3350 b0.001*** 1.2438 b0.001*** 2.2345 b0.001***

0.7820 b0.001*** 0.4873 0.004**
−0.4301 0.094 −0.1947 0.413
0.6168 b0.001*** 0.4568 b0.001***
−1.6269 b0.001*** −1.4262 b0.001***
−0.6014 0.023* −0.8349 0.001***
−0.0764 0.809 0.2962 0.311

−0.0450 b0.001***
−0.0180 b0.001***

.0583 b0.001*** 0.1830 b0.001*** 0.1205 b0.001***
0.1221 b0.001*** −0.1162 b0.001*** −0.0881 b0.001***
0.0712 b0.001*** −0.0727 b0.001*** −0.0712 b0.001***
.0004 b0.001*** 0.0005 b0.001*** 0.0003 b0.001***
0.0003 b0.001*** −0.0004 b0.001*** −0.0002 b0.001***
.0000 b0.001*** 0.0000 b0.001*** 0.0000 b0.001***
.0000 b0.001*** 0.0000 b0.001*** 0.0000 b0.001***
.0000 b0.001*** 0.0000 b0.001*** 0.0000 b0.001***
.0000 0.010** 0.0000 0.012* 0.0000 0.016*
0.0001 0.651 −0.0004 0.131 −0.0004 0.071

ncluded Included Included
ncluded Included Included

b0.001*** b0.001*** b0.001***
0.725 0.772 0.973

+0.047 +0.201



Table 7
Signal provision in case of incentivized and non-incentivized reviews.

Incentivized
reviews

Non-incentivized
reviews

Variable Mean Mean p-value

Review
content-related
signals

Quality 0.0226 0.0181 b0.001***
DirectionalSentiment 0.0552 0.0627 0.014*
Uncertainty 0.0186 0.0174 0.518

Reviewer-related
signals

Rank 7.9729 13.7941 b0.001***
RealName 0.5082 0.3591 b0.001***
n 368 11,975

*/**/*** indicate significance at a 5%/1%/0.1% level.
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helpful. This influence is significant at a 0.1% level. Furthermore, the con-
trol variables for product type, review depth, squared review depth, re-
view age, total number of votes and the moderating effects significantly
affect review helpfulness. Focusing on the monthly dummy variables,
we find that online reviews contributed in August are less helpful than
online reviews written in other months. This might be explained by the
fact that reviewers spend less effort when writing online reviews during
their vacation.

We also observe that the hypothesis suggesting there is no influence
of the different independent variables on review helpfulness can be
rejected at the 0.1% level of significance. Furthermore, as shown by the
difference regarding the Pseudo R2measure, we observe that the review
content-related signals, and especially the reviewer-related signals, add
explanatory value. Here, reviewer-related signals have an increased ex-
planatory power on review helpfulness, which can be driven by the fact
that they are considered more reliable and are thus more efficient re-
garding the reduction of uncertainty.

4.2.2. Influence of the signaling environment
In order to evaluate the influence of the signaling environment on

signal processing, we analyze which effects prevail in case of (1) a low
information environment aswell as (2) a high information environment
(Table 6).We therefore re-ran our analyses on a sample only containing
those online reviews for products with up to ten online reviews (Model
1, “low information environment”, since ten reviews can regularly be
presented on one page). Furthermore, we re-run our analyses also on
a sample containing only those online reviews on products with N10 re-
views (Model 2, “high information environment”). When other thresh-
olds are chosen (i.e. 5 or 25 reviews), the results remain robust.

We find that the observed effects prevail in a high information envi-
ronment, as already outlined in the previous section. However, the in-
fluence of product quality as well as uncertainty vanishes in the case
of a low information environment (H6 confirmed). Consequently, the
signaling environment has an influence on signal processing, whereas
in a high information environment, specific signals are required in
order to make the online review helpful.

4.2.3. Influence of signaler incentives
Table 7 shows whether the signals sent via incentivized and non-

incentivized online reviews differ. Therefore, we compare online re-
views which have been written after the reviewer has received a free
product with the sample of non-incentivized online reviews.

The results show a significant difference concerning product quality
and strength of review sentiment. Consequently, those reviewers having
received free products specifically take care that their online reviews
Table 6
Research model in case of (1) low and (2) high information environment.

Hypothesis Variable

Constant

Review content-related signals H1 Quality
Quality × ProductType

H2 DirectionalSentiment
DirectionalSentiment × ProductTy

H3 Uncertainty
Uncertainty × ProductType

Reviewer-related signals H4 Rank
H5 RealName

Control variables Control variables

p N χ2

Pseudo R2

*/**/*** indicate significance at a 5%/1%/0.1% level.
contain signals which are helpful for purchase decision making in case
of product quality (significant at a 0.1% level), but use less emotional lan-
guage (significant at a 5% level). Furthermore, incentivized online reviews
are contributed by reviewerswith a higher rank and by reviewers disclos-
ing their real namemore frequently. Thus, signaler incentives have an im-
pact on signaling (H7 confirmed).

4.3. Predictive performance

As shown by the explanatory Tobit analysis, the proposed research
model explains a significant variance in reviewhelpfulness. To investigate
whether the model is useful for online retailers and can be applied to
properly predict the helpfulness of previous unrated online product re-
views, we estimate the model on the training sample and validate the
model by means of a simulation based on the holdout-sample. This en-
sures realistic evaluation results that avoid the risk of overfitting [51,65].
Therefore,we compute classic evaluationmetrics (i.e., predictive accuracy
and the correlation between the actual and predicted rank) and present
the results of our practical evaluation scenario in which an online retailer
aims at predicting and displaying the most-helpful product reviews.

We compare the results of different models: (1) a ranking based on
the model proposed within this paper, (2) a ranking based on random
ordering, (3) a ranking based on the time of review (older reviews are
ranked better), (4) a ranking based on the seminal models proposed
by Forman et al. [2] and (5) Mudambi and Schuff [4], and (6) a ranking
based on the recent model by Salehan and Kim [66]. We have selected
these three models because they emphasize different signal categories
and consequently different factors explaining the helpfulness of online
product reviews. While Forman et al. [2] incorporate factors related to
both the review (equivocality) and the reviewer (self-disclosure),
Mudambi and Schuff [4] present a model with a special focus on review
characteristics (review extremity and review word count). Finally,
(1)
Low information
environment

(2)
High information
environment

Coef. p-value Coef. p-value

2.3281 b0.001*** 2.2570 b0.001***

0.6456 0.196 0.4462 0.014*
−0.8062 0.292 −0.2023 0.419
1.2212 b0.001*** 0.3398 0.001***

pe −0.9182 0.019* −1.3520 b0.001***
−0.7081 0.378 −0.8703 0.001***
1.0306 0.318 0.2727 0.371

−0.0383 b0.001*** −0.0452 b0.001***
−0.0093 0.548 −0.0192 b0.001***

Included Included

b0.001*** b0.001***
0.7294 1.0254



Table 8
Model comparison based on classic evaluation metrics.

Accuracy Rank correlation

Proposed model 81.09% 0.8308
Random – 0.6312
Time-based – 0.5904
Forman et al. [2] 57.46% 0.6148
Mudambi and Schuff [4] 68.48% 0.8513
Salehan and Kim [66] 61.20% 0.6826
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Salehan and Kim [66] emphasize more-specific review content charac-
teristics and incorporate review length and sentiment in order to ex-
plain helpfulness.

Table 8 shows the results of the classic evaluationmetrics. Focusing on
predictive accuracy and showing the proportion of true results among the
total number of cases examined, we observe that the proposed model
clearly outperforms the other models, being able to correctly classify
81.09% of all cases. Focusing on the rank correlation (i.e., the correlation
between the actual and the predicted rank), we observe that the pro-
posed model has a good performance as well and outperforms most of
the other benchmark models. Nevertheless, the model proposed by
Mudambi and Schuff [4] has a slightly higher rank correlation.

In Table 9, we focus on our problem-specific evaluation scenario and
find that the mean absolute error when determining the most-helpful
online product review based on the model proposed within this study
is 4.4658. Thus, the application of the proposed model leads to an
error of approximately 4 ranks (i.e., 4 online product reviews are ranked
better than the actualmost-helpful one). Therefore, the proposedmodel
clearly outperforms the benchmark models. For instance, if the model
by Mudambi and Schuff [4] is used for ranking online product reviews,
the mean absolute error is 8.5528. A Wilcoxon-signed-rank test for
equality of the different models' errors shows that these are different
at the 0.1% level of significance.

These results are also valid if more reviews than the most-helpful
online product review are identified. For instance, the proposed model
is also superior to the benchmark models when identifying the two or
three most-helpful online product reviews. The results also hold true
in comparison to the time-based and random rankings. In the case of
the model recently proposed by Salehan and Kim [66], we also observe
a higher mean absolute error when compared to the proposed model.
Nevertheless, the difference is only significant for identifying the two
and three most-helpful online reviews.

The different evaluations show that the proposed model is of high
practical relevance, as it can be utilized to make superior predictions of
online review helpfulness in the vast majority of cases. Furthermore, we
observe that the proposed practical evaluation scenario is valuable, espe-
ciallywhen compared to classical evaluationmetrics. For instance, we can
observe that although the model proposed by Mudambi and Schuff [4]
has a slightly higher rank correlation than the proposed model, it
Table 9
Mean Absolute Error (MAE) for predicting the helpfulness of the top n online product reviews

MAE most helpful

Helpfulness rank Mean Median

Proposed model 4.4658 1
Random 10.1367 2

vs. Proposed Model 0.000***
Time-Based 14.9255 3

vs. Proposed Model 0.000***
Forman et al. [2] 11.1118 2

vs. Proposed Model 0.000***
Mudambi and Schuff [4] 8.5528 2

vs. Proposed Model 0.000***
Salehan and Kim [66] 5.3975 1

vs. Proposed Model 0.1367

*/**/*** indicate significance at a 5%/1%/0.1% level.
performs significantly worse with regards to identifying the most-
helpful online reviews. We also observe that the model by Salehan and
Kim [66] shows a clearly lower performancewith respect to rank correla-
tion and predictive accuracy. Nevertheless, when focusing on predicting
the most-helpful online reviews, the results are more promising.

4.4. Discussion

Our results make clear that both suggested signal categories are rele-
vant in the context of online product reviews. Regarding review-related
signals, our results show that a deeper content analysis focusing on sig-
nals expressed in the review content provides further insights related to
review helpfulness, specifically compared to basic text characteristics,
such as a review's length.We can confirm the influence of signaled prod-
uct quality, review sentiment, and review uncertainty on online review
helpfulness.

We also observe that reviewer-related signals have an impact on on-
line review helpfulness. Here, the reviewer-related information in the
form of the user rank represents a signal regarding the reviewer's ability
towrite useful reviews, and thus positively influences reviewhelpfulness.

Interestingly, the impact of disclosing the real name on review help-
fulness is the opposite of what is expected. We also find that disclosing
the real name has a negative impact on review helpfulness and does not
signal higher reviewer credibility. One possible explanation for this re-
sult may be that reviewers disclosing their real name do not necessarily
reveal their real opinion about the product. This explanation is sup-
ported by results from previous research where it is shown that feed-
back differs if it is given anonymously instead of non-anonymously
[67]. It can also be argued that non-anonymity can be regarded as a sig-
nal that increases uncertainty and thus decreases helpfulness. Never-
theless, the question of whether and how anonymity affects reviewers
should be further investigated in future research.

Comparing review content-related signals with reviewer-related
signals, we observe that reviewer-related signals have a higher impact
on the explanatory power than review content-related signals. This
can be explained by the fact that the reviewer-related signals included
in this study represent assessment signals which are seen as more reli-
able than the conventional content-related signals.

Our results also verify and broaden the insights about the product
type's influence on the helpfulness of online reviews. Consistent with
previous studies, we observe that reviews about search goods are
more helpful than reviews related to experience goods [4]. Here, we
also find that the different independent variables can have a different
impact on the perceived helpfulness of online reviews across product
categories. Specifically, we find that the strength of sentiment increases
review helpfulness in the case of search goodswhile it decreases review
helpfulness in the case of experience goods.

Considering the control variables, we verify previous research re-
lated to the negative influence of review extremity as well as the
.

MAE two most helpful MAE three most helpful

Mean Median Mean Median

5.9421 1 5.8568 1
13.5306 2 14.1686 2

0.000*** 0.000***
15.6720 2 16.1155 2

0.000*** 0.000***
13.6142 2 12.8868 2

0.000*** 0.000***
9.4727 2 11.1801 2

0.000*** 0.000***
7.2797 2 9.2055 2

0.000*** 0.000***
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positive impact of review depth on review helpfulness. Mudambi and
Schuff [4] observe a negative influence of the total number of votes on
the helpfulness of online reviews. In contrast, we observe a small posi-
tive influence, because we consider online reviews that were voted on
at least ten times to strengthen the reliability of our study.

Related to the influence of the signaling environment, we clearly ob-
serve that signals have a differing impact on review helpfulness, depend-
ing on the amount of further online reviews being publicly available. We
confirm that in a low information environment, the existence of the on-
line review itself is helpful, whereas in a high information environment,
an online review has to specifically contain signals related to product
quality and sentiment in order to distinguish itself from other reviews
and to be helpful during the purchase decision making process. Focusing
on the provisioning of reviewer incentives, we can confirm that reviewer
incentives have an impact on the provisioning of signals. Here, reviewers
specifically take care that their online reviews contain signals related to
product quality as they have a positive influence on review helpfulness.
Furthermore, these reviewers use less emotional languagewhen compos-
ing their online reviews.

Related to the practical relevance indicated by our predictive evalu-
ation, we demonstrate that our proposedmodel nearly halves themean
absolute error in comparison to the benchmarkmodelswhen predicting
review helpfulness. This shows that the results of this study are highly
relevant for online retailers that aim at ranking online product reviews
automatically (e.g., in case of new reviews that have not been voted on
before, or in case of no possibility to assess helpfulness bymeans of user
assessments).

Furthermore, we demonstrate the relevance of our novel evaluation
scenario by evaluating and comparing the predictive performance of our
proposed model with other benchmark models. Concentrating on
predicting themost-helpful online product reviews revealswhichmodels
are specifically relevant for online retailers who want to display these re-
views first. Here, we clearly show that our evaluation scenario provides
more domain-specific insights compared to classic evaluation metrics.

Consistent with Mudambi and Schuff [4], the methodology applied
to evaluate review helpfulness is subject to a limitation, as review help-
fulness is quantified based on the votes of the readers who participated
in the voting. Thus, this evaluationmay not fully encompass the percep-
tions of customerswho did not participate. Nevertheless, approximately
38 readers have evaluated a typical review analyzed within this study,
so we are able to cover the perceptions of a substantial number of
users. With regards to methodology, content analysis is subject to the
limitation that the observations rely on the dictionary used. If a word
characterizing a specific category is not contained in the dictionary,
the results of the automated content analysis might be biased [54].
We mitigate this issue by making use of a standardized and well-
established dictionary contained in the General Inquirer [58,59]. Addi-
tionally, in the field of sentiment analysis, approaches relying on term
frequencies do not consider complex language concepts such as irony
[68]. However, these constructs are oftentimes difficult to identify for
individuals as well, and the term-based approaches (consistent with
the approach used within our study) have already been utilized with
success to analyze sentiment in other domains [69].

We use the Amazon rank to measure reviewer expertise. Due to the
cross-sectional nature of this study, we are aware of the limitation that
the rank is based on different factors, including a reviewer's previous re-
view helpfulness score – also encompassing the actual review's helpful-
ness. Nevertheless, on average, reviewers within the sample have
contributed N27 reviews, so the influence of a single review can be as-
sumed to be small. Nevertheless, if an online retailer has recently intro-
duced a helpfulness rating and is not yet able to determine a rank, our
results show that textual content is also valuable for determining re-
view helpfulness. Focusing on reviewer-related signals only bears the
risk that reviewers may publish false information in their user profiles
to appear in a positive light. However, because this study takes into ac-
count assessment signals, this risk can be assumed to be very low.
Finally, because online reviews have also been shown to influence
sales, different market participants have already begun to make public
very positive online reviews to boost the sales of their offered products
or extremely negative reviews to reduce the turnover of their competi-
tors [1]. As follows, an analysis of reviews posted on the Internet is ac-
companied by the risk that such fake reviews are included in the
dataset, whichmight bias the results. Nevertheless,we analyze different
products, so a manipulation of a single product or service would have
only a minor impact on the results. Additionally, because the different
products are best-sellers and are thus discussed within a large number
of reviews, a potential manipulator would need to publish a large num-
ber of fake reviews, which makes manipulation time-consuming and,
consequently, less probable.

5. Conclusion

Online product reviews have gained increased importance for online
consumers as well as online retailers. A growing stream of literature in-
vestigates the factors explaining the helpfulness of online reviews. Our
study builds upon signaling theory and presents two categories of sig-
nals that we incorporate in our research model on the drivers of review
helpfulness. We therefore enhance the previous understanding as we
provide signal categories relevant in the context of online reviews,
whereas we find that review-related signals encompassing product
quality, review sentiment, review uncertainty, and reviewer-related
signals in the form of reviewer expertise and reviewer non-anonymity
are relevant factors influencing review helpfulness. Here, the influence
of reviewer-related signals is higher compared to review content-
related signals. Furthermore, we contribute to signaling theory in two
additional relevant aspects [20], as we observe that the signaling envi-
ronment has an influence on signal processing and as we find that sig-
naling incentives have an impact on signal provision. With a focus on
prediction, our model enables online retailers to display the most-
helpful reviews first. Our problem-specific evaluation scenario high-
lights the practical relevance of ourmodel by demonstrating the predic-
tive performance when predicting review helpfulness.

We show the high relevance of our results by means of a problem-
specific evaluation scenario focusing on the prediction of review
helpfulness. We also show that the proposed evaluation methodology
provides more-specific assessments when compared to classic perfor-
mance metrics.

This study also has important insights for online retailers. We pro-
vide insights on how to update the guidelines on how online reviews
should bewritten so that readers perceive them to be helpful. Online re-
tailers should generally advise their customers to describe product-
related aspects, avoid uncertain language and express strong sentiment
in the case of search goods and avoid sentiment in the case of experi-
ence goods. Online retailers might display such information on the
web pagewhere consumers can submit online product reviews. In addi-
tion, online retailers might also automatically predict the helpfulness of
submitted reviews based on the proposedmodel. In case of low helpful-
ness, they might suggest changes to the reviewer before the review is
finally published. Furthermore, the study shows that providing informa-
tion about the review author next to the textual content is valuable as
this information signals reviewer reliability.

Based on our results, there aremultiple directions for further research.
First, researchers can examine whether a reviewer's cultural background
has an influence on the review style and the resulting helpfulness assess-
ment or whether the product price is relevant for predicting review help-
fulness. Furthermore, future research could use additional data sources
such as tripadvisor.com or imdb.com to assess whether the results also
hold for reviews discussing other spheres of interest, including hotels
and movies. Finally, with the understanding gained from this study on
how to select the most-helpful online reviews, researchers could also ex-
amine howmany reviews are necessary for properly supporting purchase
decisions and for avoiding information overload.

http://tripadvisor.com
http://imdb.com
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