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Editorial:
Intelligent Signal Analysis for

Contagious Virus Diseases

COVID-19 infection’s recent outbreak triggered by the
SARS-CoV-2 Corona virus had already led to more than

two million reported infected individuals when we first ad-
dressed the community by our call – by now, the number sadly
rose to roughly half a billion cases worldwide. The back then
many thousand deaths worldwide have increased to six million,
and the first author is infected himself while writing these lines.

The immediate health, but also expected financial, political,
sociological, and further consequences caused by the pandemic
have fueled one of the greatest crises of our time. As a conse-
quence, there is currently an unseen interest in solutions across
scientific disciplines to help in the fight against the virus’ and
potential follow-ups’ spread and consequences. While curves
of new COVID-19 infections may start to flatten again after
repeated waves in some countries, potential oncoming follow-up
waves, variants, and future outbreaks of novel mutated highly
contagious viruses have to be best prevented by all means.
Already, there are more than 40 further known potential highly
contagious virus diseases that could lead to new pandemics in
the near future. In this light, there is an unusual urgency calling
the signal processing community as well as many scientists
across disciplines to immediate action. Advanced modelling and
intelligent digital and mobile health contributions empowered by
intelligent signal processing solutions are just examples of how
we might help. In many immediate use-cases, signal processing
is already being applied or researched in this context, such
as in deep learning-based CT COVID-19 diagnosis, or even
audio-based tracking of symptoms and infection as recently also
shown in several benchmark challenges.

The outbreak of COIVD-19 has also re-shaped and accel-
erated the scientific publication landscape in no time. One can
observe a massive uprise in interest in work related to the topic of
highly contagious virus diseases and potential contributions of
digital health including intelligent signal processing. In addition,
most publishers have reacted in one or the other way to the crises
such as by opening up to pre-prints, waiving publication fees
for COVID-19-related research, providing search functions and
tools for COVID-19 research, and many more. Here, we gathered
13 carefully selected novel contributions across signal types
such as audio, speech, image, video, or symbolic information,
as well as their multimodal combination for application in the
risk assessment, diagnosis, and monitoring of contagious virus
diseases. A focus is thereby put on intelligent processing of the
signals, such as by suited and novel deep learning approaches, or

                                 
                                                

other forms of machine learning and general AI. But the topics
that we present span a wide range of applications in intelligent
medical data and every-day health-related signal processing.
These can range from mobile health-ready solutions for sensing
and diagnosis or applications for tracking to modelling and
forecasting tools of the spread and sources of the viruses.

Below, we will summarise these grouped into two larger
clusters, starting with sensing and recognition before moving
to modelling and forecasting.

I. SENSING AND RECOGNITION

The first set of six well selected contributions revolves around
diagnosis and privacy aspects in the data needed therefore as well
as risk assessment.

First, in “Detection of SARS-CoV-2 in COVID-19 Patient
Nasal Swab Samples Using Signal Processing”, Al Ahmad and
colleagues [A2] introduce an opto-electrical method as novel
biosensor able to measure the viral nucleocapsid protein and
anti-N antibody interactions to decide on SARS-CoV-2 negative
or positive nasal swab samples. The samples need to be exposed
to light. Then, the method is based on initiating charge transfer
transitions. In their experiments, two minutes suffice for the
final decision. They conclude that the method appears suited
for mobile usage and mass testing at low cost.

In “Project Achoo: A Practical Model and Application for
COVID-19 Detection from Recordings of Breath, Voice, and
Cough” by Ponomarchuk and colleagues [A3], the authors
present a variant of the currently heavily researched COVID-19
detection from audio. They include noise reduction and ap-
ply deep neural networks for the audio-based diagnosis. The
approach is based on ensembling Mel-scale spectrogram and
Cochleagram audio representations handled by deep and non-
deep solutions. In addition, the authors established a mobile
application that combines a symptom questionnaire with the
introduced voice, breathing, and coughing analysis. In their
experiments, two datasets acquired from the public and addi-
tional data from end-users shows robust processing and ternary
decision making – positive, unsure, or negative. The authors note
that worldwide, many parallel similar efforts are presently made
and encourage synergistic bundling of energies and sharing of
data.

Staying with audio as information source, Taylor, Keane,
and Zigel present “A Speech Obfuscation System to Preserve
Data Privacy in 24-Hour Ambulatory Cough Monitoring” [A4].
They concern themselves with privacy in continuously recorded
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audio and base their studies on data collected from a commer-
cial device for cough monitoring. Specifically, they obfuscate
intelligible speech while aiming to preserve all cough informa-
tion in the audio stream. To do so, they detect vowels and replace
such regions with synthesised audio that pertains prosody, but
removes the dominant spectral maxima, i. e., the formants. In
their experiments on five days of recorded audio, they measure
above 99 % correct obfuscation of vowels as well as correct
preservation of cough events.

“A Multi-Channel Ratio-of-Ratios Method for Noncontact
Hand Video Based SpO2 Monitoring Using Smartphone Cam-
eras” by Tian and colleagues [A5] next leads us to video as
modality. The aim is to measure blood oxygen saturation (SpO2)
from mobile phones’ cameras. The motivation being is that the
levels can be dangerously low for COVID-19 patients already
considerably before degrading conditions occur. Hence, an early
detection of low SpO2-levels can serve as a warning sign. While
common methods for its measurement require contact with the
camera such as by the finger tip, a contact-less method avoids
sanitary issues and skin irritation. Other than concurrent meth-
ods, the authors exploit all three of the RGB colour channels.
They further apply heart-rate adaptation in narrow-band filtering
to best identify the AC-component per channel. In their tests,
they reach close to 1 % mean absolute error in comparison to a
pulse oximetre reference.

Canil, Pegoraro, and Rossi next introduce “milliTRACE-IR:
Contact Tracing and Temperature Screening via mm-Wave and
Infrared Sensing” [A6]. The approach combines radar and
infrared thermal camera imaging preserving privacy of those
scanned. It allows to automatically estimate distancing and body
temperature. The face is tracked from the thermal imagery for
temperature assessment; the body motion is tracked by the radar
for distance measurement. In addition, indoor contact tracing is
possible, as individuals with high temperature are re-identified
across different rooms. Gait patterns serve as reference for the
contact tracing. The modelling is solved by deep and further neu-
ral approaches. From a real-world installation, the authors mea-
sure accuracy at decimetre level for distances, half a degree Cel-
sius for temperature, and above 95 % for person re-identification.

Adhane, Dehshibi, and Masip then present findings “On the
use of uncertainty in classifying Aedes Albopictus mosquitoes”
[A7]. The motivation behind is the re-emergent mosquito-borne
diseases (MBDs), responsible for several hundred thousand of
annual mortalities. A frequent approach for mosquito tracking
is based on convolutional neural networks for image analysis.
Here, the authors suggest a Monte Carlo dropout-based method
to provide a measure on the uncertainty during Aedes albopictus
mosquitoes recognition. This uncertainty is exploited in active
learning to reduce the required amount of human involvement in
data labelling for improved learning databases. The experiments
presented show a gain over considered competitors and a high
reduction in human involvement. The authors also give examples
of visual explanations for the uncertainty.

II. MODELLING AND FORECASTING

We now move towards seven hand-picked approaches geared
more towards modelling and forecasting of contagious virus
diseases.

The first contribution in this cluster comes from Yu, Tan,
and Fu dealing with “Epidemic Source Detection in Contact
Tracing Networks: Epidemic Centrality in Graphs and Message-
Passing Algorithms” [A8]. The authors concern themselves
with the challenge of the source detection in graph-based trac-
ing networks. The basis of their approach is formed by the
susceptible-infected model in epidemiology and the optimal
solution of the maximum-likelihood estimator. This forms the
basis of an efficient contact tracing exceeding currently used
heuristics both for the earlier SARS-CoV 2003 and the currently
ongoing COVID-19 pandemic. In particular, super-spreaders are
correctly classified in the considered Singapore and Taiwan data
samples.

Zhu and colleagues next present an “Early Detection of
COVID-19 Hotspots Using Spatio-Temporal Data” [A9] based
on a Bayesian framework. The lieu of testing are the United
States. The underlying modelling assumption is that the ob-
served cases and hotspots number depends on a class of latent
random variables that underlie a zero-mean Gaussian process
and a covariance of a non-stationary kernel function. These
variables then encode the spatio-temporal dynamics of the dis-
ease’s spread. A key feature of the presented work is that deep
learning is injected while preserving the kernel’s interpretability.
For efficiency reasons, the model is derived in a sparse manner
allowing for processing of bigger data. In an evaluation, the
methods are found superior to other baseline approaches.

Bai, Safikhani, and Michailidis subsequently suggest the “Hy-
brid Modeling of Regional COVID-19 Transmission Dynamics
in the U.S.” [A10] taking into account spatio-temporal informa-
tion. The approach relies on a piecewise susceptible-infected-
recovered (SIR) model. In this model, significant changes in
transmission or recovery rates are nominated as break points.
These points are then identified based on fused lasso and thresh-
olding. For smoothing and improved development estimation,
spatial smoothing covariates and a vector auto-regressive (VAR)
model are added. The tests on data from the US and other
countries as well as synthetic data show good results in break
point identification super-seeding amongst others deep learning
approaches.

In “Predicting the Epidemics Trend of COVID-19 Us-
ing Epidemiological-based Generative Adversarial Networks”,
Wang and colleagues [A11] also combine epidemiological the-
ories and deep learning. Their approach equally relies on the
SIR model. Here, it is used to generate epidemiological sim-
ulation data. This data is then forwarded for augmentation of
data to a generative adversarial network (GAN) as adversar-
ial examples. Finally, transformers provide the estimates of
COVID-19 trends based on this data. The method proved su-
perior on actual data. The authors further elaborate on vaccine
effectiveness by the delta of reported and predicted infection
cases.

“Modeling Social Distancing and Quantifying Epidemic Dis-
ease Exposure in a Built Environment” is next discussed by
Chaitra and colleagues [A12]. They introduce a new risk of
exposure metric dependent on the number of people in an
indoor environment and the distances. They further incorporate
individual data, virus-specific data, and the ventilation rate in
the built environment. While the parameters have been chosen
for the COVID-19 situation, the authors believe they apply also
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for other contagious virus diseases. The approach was tested
with real-world data and a tool was realised that also features
visualisation of risk areas in buildings.

“Mathematical Modeling of COVID-19 and Prediction of
Upcoming Wave” by Arti [A13] then considers practical scenar-
ios in India, and four other countries. She employs a Gaussian
mixture model fed by daily novel COVID-19 cases. The author
further makes the assumption of N waves with the information
being present in adjacent waves. The analyses between mod-
elling and observed real data support the model’s validity and
usefulness.

Finally, Sameni introduces “Model-based Prediction and
Optimal Control of Pandemics by Non-pharmaceutical Inter-
ventions” [A14]. Based on finite-horizon optimal control, and
exploiting extended Kalman filtering, the author presents a
framework in the context of optimal non-pharmaceutical in-
terventions. The exploited parameters thereby stem both from
epidemiological facts known from the literature and from ma-
chine learning. Encouraging results are presented based on
the Oxford COVID-19 Government Response Tracker project
including over 300 countries and regions. Implementations of
the algorithm are available online.

III. CONCLUSION

The selected contributions effectively demonstrate the use-
fulness of intelligent signal processing methods in the com-
bat against the spread of contagious virus diseases and their
modelling. A variety of possibilities has been shown in impres-
sive ways. However, a number of challenges beyond increased
robustness of these methods and first steps towards increased
privacy, efficiency, and explainability as were shown are left
for oncoming efforts, including, but not being limited to factors
of crucial practical relevance to assure working solutions in the
real world. Examples are trustable and responsible solutions, po-
tentially increasingly multimodal in their nature. In addition, the
constant mutations of such diseases require for further databases
and techniques for dealing with drifting targets while at the start
of mutation often only having little data available.

Overall, we feel that intelligent signal processing is well
equipped to provide substantial aid in the oncoming challenges
given by contagious virus diseases – we need to make our
best efforts to assure their best possible performance at most
responsible processing of often highly sensitive and private data
to be prepared.
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